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Introduction


This book is a collection of RFCs and Internet-Drafts related to
specific working group. The RFC and Internet-Drafts files are normally
stored in plain ascii text format and they are converted to html
suitable for eBook use by automatic scripts. Those scripts try to
detect headers, pictures, lists, references etc and create special
html for each of those. For text paragraphs those scripts remove
indentation and hard linebreaks and makes text paragraphs as normal
text so font size of the eBook can be adjusted at will and features
like text-to-speech work.


As this conversion is completely automatic there might be errors in
the converted files. I have tried to fix the issues when I find them,
but sometimes fixing issue in one RFC cause problems in others, so not
all errors can be easily fixed, this is especially true for very old
RFCs which do not follow the formatting specifications. If you notice
errors in the formatting please send email to the
<kivinen+rfc-ebook@iki.fi> and describle the problem.
Please, remember to include the RFC number and the version number of
the eBook file (found from the cover page).


As the collection of RFCs is quite large there has been some issues
with the conversion to kindle, and some features do not seem to work
properly when full set of RFCs is used. Because of this some
work-arounds have been made to make the eBook still usable. If the
kindle software gets updated some of those work-arounds might be
removed. For more information about those see the Conversion section.


The primary output format of the scripts is the .mobi
format used in the kindle, and I have been using Kindle 3 as my
primary testing device, so if other reader devices are used, there
might be more issues. The automatic tools also create the
.ePub file, which can be used on platforms which do not
support .mobi format. There is program called mobipocket for
reading .mobi files, and that program is available for wide
range of devices including PalmOS, Symbian, PC, Windows Mobile,
Blackberry etc, so also those devices can be used in addition to
normal eBook readers.


How to use this book


In this section I will concentrate mostly on how to use this on
Kindle 3. This eBook contains 5 main parts:



	Cover page

	This introduction

	Index

	RFCs and Internet-Drafts

	Description of the conversion process




The cover page includes the date when this
eBook was created (i.e. eBook version).


The conversion section includes technical information how this
eBook was created and some known issues etc.


Navigation


There are four main ways to navigate through the book in addition
to normal page up and down.


Fastest way to go to specific RFC or Internet-Draft is to press
menu button on the Kindle 3, and then select Index from
the menu. This will give you the automatic index of the contents of
the this file. This allows quick access to the RFC by just typing the
numbers to the search box, i.e. pressing Alt-t, Alt-o, Alt-o, Alt-y
will jump you to the RFC 5996 and then you can use arrow down to
select RFC and hit enter to go there. For internet draft start typing
the draft name.


Another option is to use the RFC Index in the beginning of the file
(You can get to there by either pressing menu, selecting
Index and then clicking on the  Index in the beginning
of the index, or by pressing menu, selecting Go to...
and then selecting Table of Contents).


Third option is to use left and right arrows to navigate the next
and previous RFC/Internet-Drafts.


The fourth way to navigate inside the book is to use the links
inside the files. The RFC Index has direct links to every 100th RFC.
Each file contains links to back 5, forward 5, next and previous rfc.
Also any reference inside the documents pointing to other RFCs gets
you directly there. Some of the links inside RFC moves you inside the
RFC, i.e. clicking link on the table of contents inside the RFC moves
you to that section etc. Also references inside the RFC will move you
to the refences section etc.
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Abstract

   Object Security for Constrained RESTful Environments (OSCORE) is a
   means of end-to-end protection of short request/response exchanges
   for tiny devices, typically transported using the Constrained
   Application Protocol (CoAP).  This document aims to assist
   implementers in leveraging the optimizations catered for by the
   combination of CoAP and OSCORE, and by generally providing experience
   from earlier implementations.



Discussion Venues



   This note is to be removed before publishing as an RFC.



   Discussion of this document takes place on the LWIG Working Group
   mailing list (lwig@ietf.org), which is archived at
   https://mailarchive.ietf.org/arch/browse/lwig/
   (https://mailarchive.ietf.org/arch/browse/lwig/).



   Source for this draft and an issue tracker can be found at
   https://gitlab.com/chrysn/lwig-oscore/ (https://gitlab.com/chrysn/
   lwig-oscore/).




Status of This Memo

   This Internet-Draft is submitted in full conformance with the
   provisions of BCP 78 and BCP 79.



   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF).  Note that other groups may also distribute
   working documents as Internet-Drafts.  The list of current Internet-
   Drafts is at https://datatracker.ietf.org/drafts/current/.



   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
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   material or to cite them other than as "work in progress."
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1. Introduction

   [ See abstract for now ]




2. Context: ACE, LAKE, OSCORE

   [ Is this LWIG material?  In W3C terminology, this would go into a
   "primer" document. ]



   When OSCORE was specified, other parts of the ecosystem in which it
   is commonly used were already planned, but not to the extent to be
   fully referernced.  This section gives a bigger picture of how
   surrounding technologies can be combined, with the caveat that some
   of them are still in development:



   *  OSCORE ([RFC8613]):



      -  needs a pre-provisioned key, key identifiers and some other
         details on two communication parties



      -  needs to keep sequence numbers on both parties (therfore, the
         same setup can only be rolled out once, ever)



      -  provides a secure communication channel between those parties



      -  does not provide any form of Perfect-Forward Secrecy (PFS)



      -  has optional provisions for using a secret more than once, with
         randomness from both parties (Appendix B.2)



   *  ACE ([I-D.ietf-ace-oauth-authz]):



      -  needs pre-existing secure channels and pre-established trust
         between communication parties and an Authorization Server (AS)



      -  provides tokens that encode some authorization on a Resource
         Serve (RS) to Clients (C)



      -  can be started by unprotected resource access (which fails,
         indicating the AS to get a token from) or from pre-established
         audiences and scopes



   *  OSCORE profile for ACE ([I-D.ietf-ace-oscore-profile]):



      -  needs an ACE token (obtained by the Client at an AS, valid for
         a particular Resource Server)



      -  takes randomness from both C and RS



      -  provides all the data to start OSCORE between C and RS



      -  ensures to C that RS is the RS it asked a token for from AS



      -  ensures to RS that C was authorized by the AS for whatever the
         scope of the token is



   *  a LAKE (Lightweight Key Exchange), for example EDHOC (Ephemeral
      Diffie-Hellman Over COSE, [I-D.selander-lake-edhoc]):



      -  needs any combination of credentials between two parties, not
         necessarily pre-shared (can be certificates, raw public keys,
         or pre-shared keys)



      -  provides a shared set of keys and other details sufficient to
         start OSCORE between the parties



      -  provides Perfect-Forward Secrecy (PFS)



      -  ensures to both parties that the other party has provided the
         indicated credentials



   *  BRSKI



      -  [ TBD ]



   [ same could be done for Group OSCORE ]




2.1. Example compositiions

   [ While I'm reasonably sure what I'm writing in this document is
   correct, the following is wild speculation in the hope that ACE and
   LAKE authors tell me better ]




2.1.1. Plain ACE-OSCORE

   A client tries to access a resource over unprotected CoAP, but the
   server requires credentials (and thus a secure connection).



   On the initial unprotected request, the server responds 4.01
   Unauthorized, and sends the client off to the AS with information
   from the payload.



   The client, which needs to have a pre-established association with
   the AS (or establishes one using yet unspecified mechanisms on the
   fly), obtains a token from it, posts it over the original unprotected
   CoAP transport to the server, and from then on has an OSCORE context
   with the server, over which it can request the resource successfully.



   This is illustrated well in [I-D.ietf-ace-oscore-profile] Figure 1.



   This combination has the advantage of not requiring any asymmetric
   cryptography, but has the original request data unprotected, and the
   AS can decrypt communication between C and RS if it intercepts their
   first exchanged messages.




2.1.2. ACE with opportunistic LAKE

   A client that tries to access a resource but does not want to reveal
   the request details to passive eavesdroppers can run an EDHOC with
   the origin server.  Nothing else being preconfigured, it runs it on a
   raw public key, and accepts any credentials from the server.  (If a
   set of root certificates of a public key infrastructure (PKI) is set,
   it could require a certificate chain to the root certificates).



   Inside that opportunistically encrypted channel, the client sends a
   first request to the resource.  If the server, as in the ACE-OSCORE
   example, requires authorization, it can still reject the request and
   send the client off to the AS with the same response.



   The client obtains a token from the AS as before, but does not need
   to generate a new OSCORE context from it (and thus does not use the
   OSCORE profile for ACE).  Instead, it can post the token to the
   server in the existing EDHOC-created OSCORE context, and thus
   upgrades the authorization set of that context.



   This combination has the advantage of not sending any actual request
   unprotected, but does not ensure to the client that the server has
   any association with the AS.



   Alternatively, it can use ACE-OSCORE when obtaining the token and
   when posting it to the RS over the EDHOC-created OSCORE context to
   obtain a new OSCORE context.



   This combination has similar properties to the plain ACE-OSCORE, at
   the cost of an asymmetric cryptography step, but protecting the
   original request from passive eavesdroppers.




3. Protocol Implementation


3.1. Replay, freshness and safety


3.1.1. Background


   [RFC8613]
 Section 7.4 says that the server "SHALL stop processing the
   message" if that fails, [ and I'm in quite a pickle here because I'd
   like to tell implementers that they can partially ignore that ].



   In OSCORE, replay protection serves two distinct purposes:



   *  To ensure that only one response is sent with no Partial IV
      present to any given request Partial IV on a context - i.e., to
      curb nonce reuse.



   *  To ensure that any action authorized by OSCORE protection on the
      request is only executed once.



   For the first purpose, that mandate is absolute: processing any
   request a second time and responding with an absent Partial IV is a
   severe security violation.  It does not apply, however, if the server
   chooses to encode an own Partial IV in the response in step 3 of
   RFC8613 Section 8.3.



   The relevance of the second purpose depends on the request and the
   implememtation of the resource backing it.  If the request is safe
   (in the sense of [RFC7231] Section 4.2.1, i.e. it is a GET or FETCH),
   or at least idempotent (i.e.  PUT, DELETE or iPATCH), processing a
   replay of it has no side effect on the server, and the only thing an
   attacking replaying party could learn from another response is the
   current content's length.



   [ TBD: Talk about how this interacts with freshness. ]




3.1.2. Optimization

   Combined, these open some space for legitimate processing of replays.
   Opening up to such processing is beneficial to the server, as it
   allows a common optimization to happen even on OSCORE messages:
   [RFC7252] Section 4.5 allows relaxation on message deduplication for
   idempotent requests, to the point where some implementations of CoAP
   do not perform message deduplication at all and demand of their
   applications to only implement idempotent behavior.



   On platforms that perform selective optimizations, these
   optimizations can free up memory otherwised used for deduplication
   and retransmission, provided the operation's idempotency is
   communicated to the OSCORE and CoAP implementation (which would, in
   general, not be allowed to enact that optimization for the POST
   requests OSCORE requests appear as).



   On platforms that do not perform deduplication at all, this enables
   the implementation of OSCORE in the first place.  (Otherwise, any
   lost response message results in an otherwise unactionable 4.01
   Unauthorized error).



   Intermediaries (proxies) have no justification for treating the POST
   requests they see most OSCORE request as as idempotent; however [ and
   this can not really be called "moving on the fringe of the
   specification" because it's clearly exceeding it ], clients of a very
   constrained proxy (which might not even be able to forward non-
   idempotent requests at all) might still appreciate a presumed-
   idempotent forwarding of OSCORE messages over a 5.05 Proxying Not
   Supported.




3.1.3. Implementation

   Ensuring that only one response without a Partial IV is ever sent to
   a given request is of utmost importance when implementing this
   optimization.



   One way of doing this is to annotate the received nonce or partial IV
   with a marker that indicates the usability as an elided response
   Partial IV.  That marker is originally unset when the Partial IV is
   extracted from the request, and only ever gets set the very time that
   sequence number gets removed from the replay window.  The marker is
   removed from the data structure when it is used in the encryption of
   a message.  Care must be taken when a nonce / Partial IV is copied to
   only let the marker stay with one copy, and to unset it on the other
   one.



   Note that this aligns well with the typical other cases when
   responses use an own Partial IV:



   *  In observations, the first response can be sent without a Partial
      IV.  Later notifications are built with AAD linked to the original
      request's Partial IV, but that was copied over from the original
      request's Partial IV and thus does not carry a marker any more.



   *  In responses that serve to recover the replay window as in
      [RFC8613] Appendix B.1.2, the replay window is invalid when the
      first response is generated, thus there is no marker to respond
      without Partial IV.




3.1.4. Consequences for replay window recovery using Echo

   [ This is maybe more corr-clar or even my own wishful thinking than
   actual implementation guidance. ]



   For the first response to the replay window recovery of [RFC8613]
   Appendix B.1.2, applying the above considerations means that the
   server may not need to recover its replay window right away.



   If the initial request that triggers the recovery process is
   idempotent (for example, the typical initial GET to /.well-known/
   core), the server can accept the request as possible duplicate, and
   send a successful response righ away.



   The response should still contain an Echo value (and the client
   should send the same Echo with the next request) for the benefit of
   future non-idempotent operations and to eventually allow the server
   to send shorter responses (without a Partial IV).



   Only when a resource with freshness requirements is accessed, the
   client needs to have included the Echo value in at latest that very
   response.  A 4.01 response (which incurs the additional round-trip)
   thus only needs to happen if the first request that triggers recovery
   is not idempotent.




4. Key IDs

The naming of Keys is a difficult matter,
it's not just one of your entropy games;
You may think at first I'm as mad as a hatter
When I tell you, a context needs space for its names.



   [



   TBD.  Topics:



   *  KID contexts are not strictly hierarchically above KIDs, that is
      up to the KID: A device may have some KIDs that are KID-context
      namespaced and will (at least initially) need a KID context, and
      some that are B.2 and the KID context is more of a detail under
      the KID than a namespace above.



   *  When ACE'ing with different ASs, or combining ACE with EDHOC, or
      any of that with preconfigured keys, consider namespacing (eg.
      dealing out a prefix-based group of KIDs to an AS)



      -  Generally recommend treating KIDs like URI paths - it's always
         up to the server?



   *  Eventually avoid ever having to try different contexts, show it
      can be done



   ]




5. HKDFs

   [ This is more of a corr-clar topic than a LWIG - still fits here? ]



   [ TBD: Does it need to be HKDF?  HMAC-based HKDF?  What about other
   direct+HKDFs in COSE ([I-D.ietf-core-oscore-groupcomm] may do some
   updates here)? ]



   [ Why and how do direct+ KDFs of COSE apply at all?  My current
   impression is: ]



   When KDFs are referred to by identifier, they are usually identified
   with the "direct+HKDF-..." COSE Algorithms.  This makes sense as
   those algorithms specify a particular key derivation function, but
   also slightly misleading: What is meant by that usage is not to
   actually apply the "Direct Key with KDF" algorthm of [RFC8152] ([
   what goes in as info there? ]) but to apply the OSCORE key derivation
   process (with "[id, id_context, aead_alg, type, L]" as info).




6. Security Considerations


6.1. Assessment of idempotency

   Getting all implications of processing an idempotent request without
   an indication of freshness is hard.  The topic has been discussed at
   length in the context of TLS and HTTP/2 zero-round-trip actions [ but
   I couldn't be bothered to find precise references for that yet ].



   [ Applications probably also need guidance as to what are the
   temporal aspects or idempotency (a request that has the same effect
   when processed twice in the same second, and different ones if
   processed a day later - is it still idempotent then?), and on the re-
   ordering of requests permitted by idempotency ("Just because you
   received confirmation does not mean it can't be reordered with a
   request you send later ... unless you put in a memory barrier?") ]




7. IANA Considerations

   This document has no IANA actions.
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Abstract

   This document first discusses the use of locators and identifiers in
   mobility management architectures, and their implication on various
   anchorless properties.  A new architecture is then proposed that is
   purely based on identifiers, and more specifically names as defined
   in Hybrid-ICN (hICN).  The document then focuses on two main cases:
   the end-point sends data (data producer) or the end-point receives
   data (data consumer).  These two cases are taken into account
   entirely to provide anchorless mobility management in hICN.
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1. Introduction

   New usages of the network and the rapid growth of the Mobile Internet
   calls to reconsider the way we deploy and operate IP networks, where
   mobility is not built into the design, but rather added as an
   afterthought.  Notable examples are IETF Mobile IP and its variants
   [RFC5944] and [RFC2275] 3GPP GTP-based architecture [TS29.274], both
   based on tunnelling and encapsulation.



   One identified difficulty in proposing mobility models for IP lies in
   the semantic overloading of IP addresses which are both host
   identifiers, and locators used for routing.  Starting with LISP, the
   identifier/locator split paradigm has shown promising results in
   virtue of its scalability properties with respect to routing tables
   entries, and the possibilities it offers in terms of mobility.
   Several solutions have been proposed around this concept, namely
   ILNP, ILSR, and ILA.  One common facet of these proposals is to
   embrace the current trend of a clear separation between the control
   and data planes, which both allows for distribution of the control
   infrastructure, as well as anchorless operations in the data plane,
   including facilitated local breakout.



   The counterpart of these architectures is an increased dependency on
   the control plane which is responsible for binding the identifiers
   used by the application at the edge to the locators used to forward
   the traffic in the network.  Device mobility will typically induce a
   change of IP address, which makes performance of flows in progress
   dependent on interactions with those control elements which have to
   remain globally consistent.



   In this document, we first propose to clarify protocol descriptions
   by adopting a new terminology of control-plane and data-plane anchors
   to characterize anchorless operations, and show their tight coupling
   with the use of locators and identifiers.  This definition serves to
   position Loc/ID-split architectures with respect to the traditional
   use of tunnels, before advocating to push this step further and
   perform mobility management purely based on identifiers.  We
   introduce a mobility approach based on Hybrid ICN (hICN) as described
   in [I-D.muscariello-intarea-hicn], for which we perform an in-depth
   analysis of mobility considerations.  We show how this proposal can
   help addressing further challenges faced by networks today, such as
   multihoming and multipath, while preserving the simplicity and end-
   to-end design of the current Internet.




2. Locators, identifiers and anchorless mobility management


2.1. Terminology

   The consideration of mobility in network design shares the challenges
   raised for routing for instance in [RFC6115], where the terminology
   for locators and identifiers is presented.



   Because they are intrinsically bound to the topological location of a
   node, session established through locators require additional
   mechanisms to support mobility, including the presence of anchor
   points in the network.  The notion of _anchor_ and the resulting
   _anchorless_ properties of mobility schemes are prone to different
   interpretation depending on the context.  The following definitions
   attempt to reconcile those interpretations and propose a unifying
   terminology used throughout this document.



Anchor  An anchor refers to a specialized node or service, possibly
   distributed, functionally required by a network architecture for
   forwarding or mobility.  This is in contrast to decentralized
   architectures.  Configuration of these anchors, including their
   location, will directly affect the overall scheme performance.  We
   follow the classic distinction between control plane and user (or
   data, or forwarding) plane to distinguish control‑plane anchors
   and user‑plane anchors.

User‑plane anchor  A user‑plane anchor is a node through which
   traffic is forced to pass.  An example of such anchor is the
   indirection point in Mobile IP.

Control‑plane anchor  A control‑plane anchor refers to a node that is
   not responsible for carrying traffic, but is needed for the
   operation of the forwarding and/or the mobility architecture.  An
   example of such anchor is the resolution or mapping service of
   LISP.  We remark that while not being on path, such anchors might
   affect the performance of the user‑plane due to resolution delays
   or indirection (following a mapping cache miss for instance).

Anchorless  This term qualifies approaches that do not involve any
   user‑plane not control‑plane anchor.  The challenge for such full
   anchorless approaches are exacerbated during mobilty of both end
   points at the same time, as they cannot rely on any stable anchor
   point to preserve connectivity.  Nor they can rely on routing
   mechanism that would be the source of overhead and instability.




2.2. Towards locator-independent network architectures

   We distinguish network architectures based on their use of location
   independent identifiers (or names) and locators for forwarding.
   *Locator-based architectures*



   As mentioned earlier, IP architectures are typically operated based
   on locators corresponding to the IP addresses of the host interfaces
   in their respective network attachment, used also as session
   identifiers.  This results in a complex mobility architecture built
   on top, involving traffic anchors and tunnels to preserve the
   identifier exposed to the transport layer: IP/IP or GRE tunnels in
   Mobile IP, and GTP tunnels in 3GPP architectures.



   The limitations of locator-based schemes in terms of complexity,
   overhead and efficiency are well-recognized and led to other
   alternatives to be considered.



   *Locator-ID separation architectures*



   LISP [RFC6830] was the first proposal to distinguish between the
   usage of IP addresses as locators or identifiers by explicitly
   defining two namespaces, respectively used for endpoint
   identification and forwarding.  A mapping service is further used to
   bind an identifiers to a given location, and updated after mobility.
   From there, several approaches have been defined, either host-based
   like SHIM6 [RFC5533] or HIP [RFC4423]), or network-based, like LISP
   [RFC6830], ILSR, ILNP [RFC6740] or ILA [I-D.herbert-intarea-ila] to
   cite a few.



   An overview of these approaches and their use in mobility is
   presented in {?I-D.bogineni-dmm-optimized-mobile-user-plane}}.



   The main challenge consists in maintaining a (distributed) mapping
   service at scale, including the synchronization of local caches
   required for scalability and efficiency.



   *ID-based architectures*



   A third class of approaches exists that redefines IP communication
   principles (i.e. network and transport layers) around location-
   independent network identifiers of node/traffic.  The interest of
   such architectures is highlighted in [I-D.vonhugo-5gangip-ip-issues]
   (referred to as ID-oriented Networking) for it removes the
   limitations introduced by locators and simplifies the management of
   mobility.  The draft however question the possibility to realize such
   an architecture where node status and mobility would not affect
   routing table stability.



   The work done around Information-Centric Networking (ICN) falls into
   such class of approaches that we refer to as purely ID-based, also
   known as name-based [I-D.irtf-icnrg-terminology], although as we will
   see, mobility management often departs from this principle.




2.3. Information-Centric Networking (ICN)

   ICN is a new networking paradigm centering network communication
   around named data, rather that host location.  Network operations are
   driven by location-independent data names, rather than location
   identifiers (IP addresses) to gracefully enable user-to-content
   communication.



   Although there exist a few proposals, they share the same set of core
   principles, resulting in several advantages including a simplified
   mobility management [RFC7476].  For clarify, this section we focus on
   hICN [I-D.muscariello-intarea-hicn] an ICN implementation for IPv6.




2.4. Hybrid-ICN overview

   Hybrid ICN (hICN) is an ICN architecture that defines integration of
   ICN semantics within IPv6.  The goal of hICN is to ease ICN insertion
   in existing IP infrastructure by:



   1.  selective insertion of hICN capabilities in a few network nodes
       at the edge (no need for pervasive fully hICN network
       deployments);



   2.  guaranteed transparent interconnection with hICN-unaware IPv6
       nodes, without using overlays;



   3.  minor modification to existing IP routers/endpoints;



   4.  re-use of existing IP control plane (e.g. for routing of IP
       prefixes carrying ID-semantics) along with performing mobility
       management and caching operations in forwarding plane;



   5.  fallback capability to tradition IP network/transport layer.



   hICN architecture is described in [I-D.muscariello-intarea-hicn].




3. Hybrid-ICN Anchorless Mobility Management (hICN-AMM)

   hICN, together with MAP-Me [I-D.irtf-icnrg-mapme], forms the basis
   for the mobility management architecture we describe in the rest of
   this document.  Due to the pull based nature of hICN architecture, we
   distinguish consumer and producer nodes, for which mobility is
   handled differently




3.1. Consumer mobility in hICN

   The consumer end-point is the logical communication termination that
   receives data.  Due to the pull-based and connection-less properties
   of hICN communications, consumer mobility comes natively with ICN.
   It is indeed sufficient that the consumer reissues pending interests
   from the new point-of-attachment to continue the communication.
   Consumer mobility is anchorless by design, and managed without any
   impact on the transport session.  It is however necessary to have an
   appropriate transport layer on top able to cope with eventual
   disruptions and path variations caused by the mobility event.




4. Producer mobility architectures

   The producer end-point is the logical communication termination that
   sends data.  Producer mobility is not natively supported by the
   architecture, rather handled in different ways according to the
   selected producer mobility management scheme, some of which diverge
   from the concept of pure ID-based architecture through their use of
   locators.  Additional procedures have to be performed to maintain
   reachability as it moves in the network.



   In fact, many schemes proposed for ICN are adaptations to the vast
   amount of work made in IP over the last two decades [RFC6301].
   Surveys for the ICN family, resp. for CCN/NDN-specific solutions, are
   available in [SURVEYICN], respectively [SURVEY1] and [SURVEY2].
   There has been however a recent trend towards anchorless mobility
   management, facilitated by ICN design principles, that has led to new
   proposals and an extension of previous classifications in
   [I-D.irtf-icnrg-mapme] and [MAPME] to the four following categories:



   *  _Resolution based_ solutions rely on dedicated rendez-vous nodes
      (similar to DNS) which map content names into routable location
      identifiers.  To maintain this mapping updated, the producer
      signals every movement to the mapping system.  Once the resolution
      is performed, packets can be correctly routed directly to the
      producer.



   *  _Anchor-based_ proposals are inspired by Mobile IP, and maintain a
      mapping at network-layer by using a stable home address advertised
      by a rendez-vous node, or anchor.  This acts as a relay,
      forwarding through tunneling both interests to the producer, and
      data packets coming back.



   *  _Tracing-based_ solutions allow the mobile node to create a hop-
      by-hop forwarding reverse path from its RV back to itself by
      propagating and keeping alive traces stored by all involved
      routers.  Forwarding to the new location is enabled without
      tunneling.



   *  _Anchorless_ approaches allow the mobile nodes to advertise their
      mobility to the network without requiring any specific node to act
      as a rendez-vous point.




4.1. Producer mobility in hICN

   In an hICN network, regular routing protocols such as BGP, ISIS or
   OSPF can be used for propagating all prefix announcements and
   populate routers' FIBs.  However, these protocols are not appropriate
   and should not be used to manage name prefix mobility, for
   scalability and consistency reasons.



   The default mobility management for hICN is designed following the
   same principles and protocols as MAP-Me, an anchorless producer
   mobility management protocol initially proposed for ICN
   [I-D.irtf-icnrg-mapme] [MAPME].  It builds on an initial forwarding
   state bootstrapped by the routing protocol, and performs a
   lightweight path repair process as the producer moves.  For
   simplicity, we refer to it as simply MAP-Me in the rest of the
   document.



   In the rest of this section, we describe the specific realization of
   the protocol in an hICN context.  Additional background and details
   are available in [I-D.irtf-icnrg-mapme] and [MAPME].  The solution is
   based on a path repair mechanism following mobility events, using
   dynamic FIB updates.  Using data plane mechanisms for ensuring
   connectivity has been previously proposed in [DATAPLANE] to handle
   link failures, and has been proven more reactive than relying on
   typical control plane messaging.




5. Protocol description


5.1. Signalization messages; acknowledgements and retransmission

   Signalization messages follow hICN design principles and use data
   plane packets for signalization.  Signalization messages and
   acknowledgement are respectively Interest and Data packet (requests
   and replies) according to hICN terminology
   [I-D.muscariello-intarea-hicn].  Upon processing of those
   advertisements, the network will send an acknowledgement back to the
   producer using the name prefix as the source and the locator of the
   producer as the destination, plus the sequence number allowing the
   producer to match which update has been acknowledged.



   Pending signalization interests that are not acknowledged are
   retransmitted after a given timeout.




5.2. Dynamic face creation and producer-triggered advertisements

   The producer is responsible for mobility updates and should be hICN-
   enabled.  It stores a sequence number incremented at each mobility
   event.



   Faces in the producer are assumed synchronized with layer 2
   adjacencies, upon joining a new point-of-attachment, a new face
   should be created.  Face creation will trigger the increase of the
   sequence number, and per-prefix advertisement packets to be sent to
   the joined network.



   Those advertisements should contain:



   *  the name prefix as the destination address, plus a field
      indicating the associated prefix length;



   *  the locator of the producer as the source address, that will serve
      for receiving acknowledgements;



   *  a sequence number sequentially increased by the producer after
      each movement;



   *  a security token (see Section 7.2).



   Upon producer departures from a PoA, the corresponding face is
   destroyed.  If this leads to the removal of the last next hop, then
   faces that were previously saved are restored in FIB to preserve the
   original forwarding tree and thus global connectivity.




5.3. Update protocol

   Based on the information transmitted in the packet, and its local the
   network's local policy, the network might decide to update its
   forwarding state to reflect this change.



   The update process consists in updating a few routers on the path
   between the new and a former point-of-attachment.  More precisely,
   this is done in a purely anchorless fashion by sending a signalling
   message from the new location towards the name prefix itself.  This
   packet will be forwarded based on the now-stale FIB entries, and will
   update forwarding entries to point to the ingress interfaces of each
   traversed router.




5.3.1. Illustration

   {fig-mapme-update}} illustrates the situation of a P moving between
   access routers AR1 and AR2 while serving user requests:



   1.  A first interest towards the producer originates from remote.
       The producer answers with a Data packet.



   2.  Following this, the producer detaches from AR1 and moves to AR2.



   3.  As soon as it is attached to AR2, the producer sends an Interest
       Update towards its own prefix, which is forwarded from AR2
       following the FIB towards AR1 (one of its former positions in the
       general case).



   4.  At each hop, the message fixes the FIB to point towards the
       ingress face, until the message cannot be further forwarded in
       AR1.



   5.  A subsequent message from remote will follow the updated FIB and
       correctly reach the producer's new location in AR2.



    P (radio link) AR1             AR2             GW        Internet
    |               |               |               |              |
1   |               |               |               |<~~~~~~~~~~~~~|
    |               |<~~~~~~~~~~~~~~|~~~~~~~~~~~~~~~|  Interest    |
    |<~~~~~~~~~~~~~~|               |               |              |
    |‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|               |               |              |
2  []    Data       |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|              |
  / |               |               |               |‑‑‑‑‑‑‑‑‑‑‑‑‑>|
  | |(attach to AR2)|               |               |              |
  ‑X]...............|...............|               |              |
3   |===============|==============>o FIB update    |              |
    | Update        |               |==============>o FIB update   |
4   |               o<==============|===============|              |
    |    FIB update |               |               |              |
5   |               |               |               |<~~~~~~~~~~~~~|
    |               |               |<~~~~~~~~~~~~~~|              |
    |<~~~~~~~~~~~~~~|~~~~~~~~~~~~~~~|               |              |
    |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|               |              |
    |               |               |‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|              |
    |               |               |               |‑‑‑‑‑‑‑‑‑‑‑‑‑>|
    |               |               |               |              |



         Figure 1: Signalization during producer mobility (MAP-Me)



   Through this process, MAP-Me trades-off path optimality for a fast,
   lightweight and loop-free forwarding update.  It has been shown in
   [MAPME] that stretch is bounded and typically kept low in scenarios
   of interest.  This results from the fact that MAP-Me operations
   preserve the initial structure of the forwarding tree/DAG (direct
   acyclic graph), by only flipping its edges toward the new producer
   location.



   MAP-Me does not perform a routing update.  The protocol is
   complementary to the routing protocol in that it can run in between
   routing updates to handle producer mobility, at a faster timescale,
   and with a lower overhead.  Routing updates can be performed at a
   lower-pace, to re-optimize routes once a node has relocated for
   instance.




5.3.2. Message content

   The update messages should contain :



   *  the name prefix as the destination address, plus a field
      indicating the associated prefix length;



   *  the locator of the producer as the source address, that will serve
      for receiving acknowledgements;



   *  a sequence number sequentially increased by the producer after
      each movement;



   *  an optional security token.




5.3.3. Processing at network routers

   At the reception of advertisement/update packets, each router
   performs a name-based Longest Prefix Match lookup in FIB to compare
   sequence number from the received packet and from FIB}. According to
   that comparison:



   *  if the packet carries a higher sequence number, the existing next
      hops associated to the lower sequence number in FIB are used to
      forward it further and temporarily stored to avoid loss of such
      information before completion of the acknowledgement process.



   *  If the packet carries the same sequence number as in the FIB, its
      originating face is added to the existing ones in FIB without
      additional packet processing or propagation.  This may occur in
      presence of multiple forwarding paths.



   *  If the packet carries a lower sequence number than the one in the
      FIB, FIB entry is not updated as it already stores 'fresher
      information'.  To advertise the latest update through the path
      followed by the packet, this one is re-sent through the
      originating face after having updated its sequence number with the
      value stored in FIB.




5.4. Notifications and scoped discovery

   The update protocol is responsible for reestablishing global
   connectivity with minimal changes to the FIBs.  In order to further
   improve the reactivity of the scheme and better support QoS
   constraints of latency-sensitive traffic, we propose an additional
   mechanism named *Notifications*. It assumes hICN-enabled routers at
   the edge, and the existence of links between access routers, which
   are typically used for handover, and proposes to exploit them during
   mobility events, or to delay updates when possible.




5.4.1. Notification processing

   Upon receiving a valid advertisement, the point-of-attachment will
   remember the presence of the producer, update its corresponding FIB
   entry but send no update.  Previous next hops should be saved and
   restored upon face deletion so as to preserve the forwarding tree/DAG
   structure.



   The rationale is that during mobility events, the producer will move
   access connected and neighbouring base stations.  It will be then
   sufficient to make a scoped discovery around the last position known
   to forwarding to find the producer within a few hops.




5.4.2. Illustration

   Figure 2 illustrate such as situation where an Interest is sent to
   the producer before it had the time to complete the update.



    P (radio link) AR1             AR2             GW        Internet
    |               |               |               |              |
1   |               |               |               |<~~~~~~~~~~~~~|
    |               |<~~~~~~~~~~~~~~|~~~~~~~~~~~~~~~|   Interest   |
    |<~~~~~~~~~~~~~~|               |               |              |
    |‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|               |               |              |
2  [].....Data.....‑)‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|              |
  / |               |               |               |‑‑‑‑‑‑‑‑‑‑‑‑‑>|
  | |(attach to AR2)|               |               |              |
  ‑Y]...............|...............+               |              |
3   |               |               |               |<~~~~~~~~~~~~~|
4   |            X‑‑|<~~~~~~~~~~~~~~|~~~~~~~~~~~~~~~|              |
    |               |               |               |              |
5   |===============|==============>o FIB update    |              |
    | Notification  |               |               |              |
    |               |~~~~~~~~~~~~~~>| (scoped discovery)           |
6   |<~~~~~~~~~~~~~~|~~~~~~~~~~~~~~~|               |              |
7   |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|               |              |
    |               |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑|               |              |
    |               |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|              |
    |               |               |               |‑‑‑‑‑‑‑‑‑‑‑‑‑>|
    |               |               |               |              |



            Figure 2: Scoped discovery during producer mobility



   1.  A first interest towards the producer originates from remote.
       The producer answers with a Data packet.



   2.  Following this, the producer detaches from AR1 and moves to AR2.



   3.  A subsequent message from remote arrives before the update could
       take place, and is thus forwarded to AR1.



   4.  AR1 has no valid face anymore towards the producer, and enters
       discovery mode by broadcasting the interest to neighbours.



   5.  In the meantime, we assume the notification reaches AR2.



   6.  Because the producer is attached to AR2, the producer can be
       directly reachable.  Otherwise, AR2 would iterate the discovery
       to neighbours only if it had more recent information about the
       producer location than its predecessor (based on sequencing of
       regular Interests and Interest Updates).



   7.  The Data packet follows the reverse path to the consumer as
       usual.




6. Benefits

   We now review the potential benefits of the general architecture we
   have presented using features from the hICN data plane for supporting
   consumer and producer mobility.




6.1. Overview

   *Native mobility* : This mobility management process follows and
   exploits hICN design principles.  It makes producer mobility native
   in the architecture by preserving all benefits of hICN even when
   consumers and/or producers are moving.



   *Anchorless mobility* : Such approach belongs to the category of pure
   ID-based mobility management schemes whose objective is (i) to
   overcome the limitations of traditional locator-based solutions like
   Mobile IP (conf)using locators as identifiers and requiring tunnels,
   and (ii) to remove the need for a global mapping system as the one
   required by locator-identifier separation solutions.  The result is a
   fully anchorless solution both in the data plane and in the control
   plane.



   *Local and decentralized mobility management* : Mobility updates are
   handled locally and the routers that are affected are those on path
   between successive positions of the producer.  In particular, remote
   endpoints are not affected by the event.  Mobility is managed in a
   fully distributed manner and no third party is required.  This does
   not prevent any centralized control (as discussed in
   [I-D.auge-dmm-hicn-mobility-deployment-options]), but makes the
   network robust to disconnectivity events.



   The next section will discuss more in depth the following advantages




6.2. Simplicity, scalability, efficiency

   As emerges from the points raised in the previous section, consumer
   mobility is transparently supported by an hICN network in virtue of
   the pull-based model and the way the forwarding path works.  After
   moving, a consumer can just reissue pending interests once attached
   to the new access router at layer 2, without requiring any more
   information from L3 and above.  This ensures a fast and simple
   handover, which can be further enhanced through additional mechanisms
   such as in-network caching.  Consumer mobility is fully anchorless
   with hICN, and does not incur any signalization nor tunneling
   overhead.



   This is particularly interesting considering that most mobile users
   are consumers only (e.g. linear video distribution, or large scale
   video conferencing where we typically have few presenters and most
   users are simply consumers).



   Another aspect of using the unifying hICN architecture in replacement
   of the traditional tunnel-based mobile core is that it removes the
   need to maintain state for consumers and producers which are not
   mobile (eg.  IoT sensors), or not currently moving.




6.3. Reduced latency through caching

   While this is not strictly linked to mobility, we first illustrate
   the benefits of caching content close to the edge to reduce user
   latencies.  This is particularly important for wireless networks such
   as WiFi or LTE which have non-negligible latencies especially during
   connection setup, or after an idle period.  The characteristics of
   those radio networks are thus of interest for the performance of the
   mobility architecture as a whole.



   The example in Figure 3 considers a mobile node that can move access
   two accesses linked to Access Routers (AR) AR1 and AR2, both
   connected to the Internet though a common gateway (GW).  This same
   setup will be later used to illustrate the flow of packets during
   mobility events, eventually specializing AR into AP or eNB when it
   makes more sense.



             +‑‑‑‑‑+                      .‑‑.
         _,‑‑+ AR1 +‑‑,            .‑~ ~‑(    )_ _
+‑‑‑‑‑+ /    +‑‑‑‑‑+   \ +‑‑‑‑+   |                ~‑.        +‑‑‑‑‑+
|  C  +=                =+ GW +‑‑‑+     Internet       \‑‑//‑‑+  P  |
+‑‑‑‑‑+ \_   +‑‑‑‑‑+   / +‑‑‑‑+    \                  .'      +‑‑‑‑‑+
          '‑‑+ AR2 +‑‑'              ~‑.__________.‑~
             +‑‑‑‑‑+



           Figure 3: Simple topology with a multi-homed consumer



   We represent in Figure 4 a simple data flow between the different
   entities involved in the communication between the mobile node M, and
   a remote producer available over the Internet.



    C              AR1             AR2             GW        Internet
    |               |               |               |              |
1   |~~~~~~~~~~~~~~>|               |               |              |
    |  Interest X   |~~~~~~~~~~~~~~~|~~~~~~~~~~~~~~>|              |
    |               |               |               |~~~~~~~~~~~~~>|
    |               |               |               |             ...
    |               |               |               |<‑‑‑‑‑‑‑‑‑‑‑‑‑|
    |     Data X    |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|              |
    |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑|               |               |              |
    |               |               |               |              |
2   |~~~~~~~~~~~~~~>|               |               |              |
3   |  Interest Y   |~~~~~~~~~~~~~~~|~~~~~~~~~~~~~~>X Cache hit    |
    |               |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑X              |
    |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑|               |               |              |
    |    Data Y     |               |               |              |


LEGEND:
~~~~>: Interest     <‑‑‑‑ Data     ====> Signalization
....‑: L2 detach    .....+ L2 attach         X failure    o event



                 Figure 4: Reduced latency through caching



   Numbers on the left refer to the following comments relative to the
   data flow:



   1.  The consumer issues a first interest towards name prefix X, which
       is transported up to the producer.  A Data packet comes back
       following the reverse path and populating intermediate caches.
       Latency of the exchange can be seen by the distance between lines
       on the vertical axis.



   2.  The consumer now requests content B, which has previously been
       requested by another consumer located on the same gateway.
       Interest B thus hits the cache, refreshes the entry, and allows a
       lower round-trip latency to content both for consumer C and any
       subsequent request of the same content.




6.4. Improved reliability through caching

   Mobile networks might consist in unreliable access technologies, such
   as WiFi, responsible for packet losses.  Figure 5 considers a similar
   scenario with a lossy channel (eg.  WiFi) between the mobile and the
   first access router.



    C (radio link) AR1             AR2             GW        Internet
    |               |               |               |              |
1   |~~~~~~~X       |               |               |              |
2   |~~~~~~~~~~~~~~>|               |               |              |
    |  Interest     |~~~~~~~~~~~~~~~|~~~~~~~~~~~~~~>|              |
    |               |               |               |~~~~~~~~~~~~~>|
    |               |               |               |             ...
    |               |               |               |<‑‑‑‑‑‑‑‑‑‑‑‑‑|
    |     Data      |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|              |
3   |       X‑‑‑‑‑‑‑|               |               |              |
    |               |               |               |              |
4   |~~~~~~~~~~~~~~>X Cache hit     |               |              |
    |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑X               |               |              |
    |               |               |               |              |



                      Figure 5: IU propagation example



   1.  The first issued interest is lost due to bad radio conditions.



   2.  Upon detection (either after a timeout, the consumer can just
       reissue the lost Interest.



   3.  This time the remote producer successfully replies but the Data
       packet is lost on the radio link.



   4.  Upon a similar detection, the consumer can reissue the lost
       Interest that will hit a locally stored copy at the router where
       the loss occurred (or again use a detection mechanism to
       retransmit the Data packet).




6.5. Local mobility and recovery from common cache

   The same mechanism can be used to recover from mobility losses after
   the consumer reconnects to the new network as the content will
   already be available in the cache at the junction router between the
   two accesses.  This is particularly interesting in case of micro-
   mobility between access routers that are topologically close in the
   network.



   This is also the opportunity to manage those losses on behalf of the
   transport protocol, so that only losses due to congestion are exposed
   to it, and don't perturb the feedback loop by unnecessarily reducing
   the transfer rate.



    C (radio link) AR1             AR2             GW        Internet
    |               |               |               |              |
1   |~~~~~~~~~~~~~~>|               |               |              |
    |  Interest     |~~~~~~~~~~~~~~~|~~~~~~~~~~~~~~>|              |
    |               |               |               |~~~~~~~~~~~~~>|
    |(detach fm AR1)|               |               |              |
2 ..|...............‑               |               |<‑‑‑‑‑‑‑‑‑‑‑‑‑|
    |               |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|              |
3   |        Data X‑|               |               |              |
    |               |               |               |              |
    |(attach to AR2 |               |               |              |
4 ..|...............|...............+               |              |
5   |~~~~~~~~~~~~~~~|~~~~~~~~~~~~~~>|               |              |
6   |               |               |~~~~~~~~~~~~~~>X Cache hit    |
    |               |               |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑X              |
    |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|               |              |
    |               |               |               |              |



                      Figure 6: IU propagation example



   1.  The consumer issues an interest before moving to a new location



   2.  It detaches from the first Access Router AR1



   3.  This causes the returning data packet to be lost as there is no
       more a valid face towards the consumer.



   4.  The consumer has finished attachment to the new access router
       AR2.



   5.  It can retransmit pending interests immediately.



   6.  The interests will hit the cache at the first junction point
       between AR1 and AR2 which have previously seen the data packet
       coming back.




6.6. Additional reliability through consumer multihoming

   Because mobility is implemented at layer 3 and is thus agnostic to
   the physical layer, this allows a mobile consumer to seamlessly
   switch to a different access layer, eg.  WiFi to LTE, following the
   unreachability of the preferred radio access.



   Figure 7 illustrates a fallback to LTE which can be performed
   transparently for the application.



  C          WiFi          GW         LTE enB        PGW     Internet
  |            |            |            |            |            |
1 |~~~~~~~~~~~>|            |            |            |            |
  |            |~~~~~~~~~~~>|            |            |            |
  |            |            |~~~~~~~~~~~~|~~~~~~~~~~~~|~~~~~~~~~~~>|
  |            |            |            |            |            |
  |            |            |<‑‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑|
  |            |<‑‑‑‑‑‑‑‑‑‑‑|            |            |            |
  |<‑‑‑‑‑‑‑‑‑‑‑|            |            |            |            |
2 |            X            |            |            |            |
3 |~~~~~~~~~~~~X~~~~~~~~~~~~|~~~~~~~~~~~>|            |            |
  |            X            |            |~~~~~~~~~~~>|            |
  |            X            |            |            |~~~~~~~~~~~>|
  |            |            |            |            |            |
  |            |            |            |            |<‑‑‑‑‑‑‑‑‑‑‑|
  |            |            |            |<‑‑‑‑‑‑‑‑‑‑‑|            |
  |<‑‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑|            |            |
4 |~~~~~~~~~~~>|...         |            |            |            |
  |            |            |            |            |            |



                                  Figure 7



   1.  First interest is sent on the WiFi link.



   2.  WiFi unavailability due to failure for instance.



   3.  The application seamlessly switches to the LTE link.



   4.  Upon recovery, the traffic can be brought back on the WiFi
       interface.



   hICN handles consumer mobility from one access to the other (e.g.
   WiFi to LTE or vice-versa) without any a-priori knowledge of the
   multiple networks to use as it is the case of MPTCP or QUIC
   approaches.  Moving rate and congestion control at the receiver end
   results to be a significant advantage w.r.t. all existing
   alternatives in controlling dynamically multiple and new discovered
   network accesses in presence of mobility.



   This use case highlights the importance of having a compatible
   transport, as the WiFi and LTE paths will have much different
   characteristics in terms of delay, jitter and capacity.



   Evaluations of the scheme have shown this scheme to preserve the
   performance of flows like mobile video distribution up to very high
   switching rates in the order of a second, not even considering
   optimization occurring from network support.



   Mobility is handled transparently at the network layer with very fast
   handover times, due to the connection-less property of hICN.  This
   makes it possible to offer reliable WiFi connectivity, besides its
   lossy nature as observed in previous use case and besides the
   frequency of mobility from one network access to the other.




6.7. Bandwidth aggregation with consumer multihoming

   Bandwidth aggregation can be realized dynamically through a
   congestion-aware load-balancing forwarding strategy at the client,
   with no a priori knowledge of paths.  This is done similarly in the
   network by hICN forwarders, allowing a combination of multi-homing,
   multipath and multi-source data transfers.  As all the paths are used
   at the same time, hICN offers the full network capacity to the users
   and tends to smooth fluctuations due to the radio channels.



   Over an heterogeneous network access, hICN also offers a simple and
   cost-effective realization of heterogeneous channel bonding allowing
   an user to seamlessly roam across different radios or fixed lines
   (for increased reliability or reduced costs), or aggregate their
   bandwidth for high-throughput applications such as video streaming.



   We illustrate a simplified data flows with one mobile consumer C
   alternating interests between a WiFi and LTE access points.  The load
   balancing strategy would in that case optimize the split ratio
   between the two access to realize an optimal split.  Note that in
   that case the relative distances on the vertical axis have not been
   respected here for readability.



C          WiFi          GW         LTE enB        PGW     Internet
|            |            |            |            |            |
|~~~~~~~~~~~~|~~~~~~~~~~~~|~~~~~~~~~~~>|            |            |
|~~~~~~~~~~~>|            |            |~~~~~~~~~~~>|~~~~~~~~~~~>|
|            |~~~~~~~~~~~>|            |            |            |
|            |            |~~~~~~~~~~~~|~~~~~~~~~~~~|~~~~~~~~~~~>|
|            |            |            |            |            |
|            |            |            |            |<‑‑‑‑‑‑‑‑‑‑‑|
|            |            |            |<‑‑‑‑‑‑‑‑‑‑‑|            |
|<‑‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑|            |            |
|            |            |<‑‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑|
|            |<‑‑‑‑‑‑‑‑‑‑‑|            |            |            |
|<‑‑‑‑‑‑‑‑‑‑‑|            |            |            |            |
|            |            |            |            |            |
|            |            |            |            |            |



   Fine grained control from the application allows fully exploiting
   available bandwidth, resulting in an aggregated throughput equal to
   the sum of access throughputs, which is hard to achieve with existing
   solutions.




6.8. Traffic and signalization offload

   As a natural consequence of its anchorless behavior, an hICN network
   can continue to operate in disconnected mode, for local mobility,
   even though no upstream entity is available.



   In order to illustrate this, we slightly extend the previous topology
   in Figure 8 with an additional access network.  To show that local
   mobility induces no traffic on upstream links, we further assume a
   failure on the link between the gateway (GW) and the Internet.



             +‑‑‑‑‑+
         _,‑‑+ AR1 +‑‑,
+‑‑‑‑‑+ /    +‑‑‑‑‑+   \                         .‑~~~‑.
|  P  +=                \                .‑ ~ ~‑(       )_ _
+‑‑‑‑‑+ \_   +‑‑‑‑‑+     +‑‑‑‑+         |                     ~ ‑.
          '‑‑+ AR2 +‑‑‑‑‑+ GW +‑‑‑‑X‑‑‑‑+        Internet         \
             +‑‑‑‑‑+     +‑‑‑‑+   FAIL   \                       .'
                        /                 ~‑ . _____________ . ‑~
+‑‑‑‑‑+      +‑‑‑‑‑+  /
|  C  +‑‑‑‑‑‑+ AR3 +‑'
+‑‑‑‑‑+      +‑‑‑‑‑+



              Figure 8: Access network disconnected from core



   The data flow represented in Figure 9 illustrates the communication
   between a consumer connected to AR3, and a mobile producer moving
   from AR1 to AR2.



C         P         AR1        AR2        AR3        GW  X   Internet
|         |          |          |          |          |  X         |
|~~~~~~~~~|~~~~~~~~~~|~~~~~~~~~~|~~~~~~~~~>|          |  X         |
|         |          |          |          |~~~~~~~~~>|  X         |
|         |          |<~~~~~~~~~|~~~~~~~~~~|~~~~~~~~~~|  X         |
|         |<~~~~~~~~~|          |          |          |  X         |
|         |‑‑‑‑‑‑‑‑‑>|          |          |          |  X         |
|         |          |‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑>|  X         |
|         |          |          |          |<‑‑‑‑‑‑‑‑‑|  X         |
|<‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑|          |  X         |
|         |          |          |          |          |  X         |
|         |..........‑          |          |          |  X         |
|         |..........|..........+          |          |  X         |
|         |==========|=========>o          |          |  X   NO    |
|         | Update   |          |==========|=========>o  X TRAFFIC |
|         |          o<=========|==========|==========|  X         |
|         |          |          |          |          |  X         |
|~~~~~~~~~|~~~~~~~~~~|~~~~~~~~~~|~~~~~~~~~>|          |  X         |
|         |          |          |          |~~~~~~~~~>|  X         |
|         |          |          |<~~~~~~~~~|~~~~~~~~~~|  X         |
|         |<~~~~~~~~~|~~~~~~~~~~|          |          |  X         |
|         |‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑>|          |          |  X         |
|         |          |          |‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑>|  X         |
|         |          |          |          |<‑‑‑‑‑‑‑‑‑|  X         |
|<‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑|          |  X         |
|         |          |          |          |          |  X         |



      Figure 9: Anchorless mobility in network disconnected from core



   We see that both the data and the signalization remain local to the
   zone where the mobility occurs, and that communications during
   mobility are not affected by the failure of the link upstream.  This
   is a sign that the mobile core is not loaded with unnecessary
   traffic, and that communications remain local, thus improving user
   flow latencies.  The offload of both data and signalization allows
   reducing the cost of the infrastructure by increasing the diversity
   of resources used at edge, mutualizing their capacity, and lower
   requiring network and compute capacity in the mobile core.  A direct
   consequence is also a more robust and reliable network.




7. Implementation considerations


7.1. Interaction with non-hICN enabled routers

   The realization of the architecture in a partial hICN deployment
   where some routers are not extended to support hICN mechanisms
   requires either to introduce additional functionalities or protocol
   support, or to reuse existing protocols achieving similar objectives
   (following hICN design).



   One such example is the combination of ICMP redirect messages and
   Neighbour Discovery Proxies (NDProxy), that partially realizes the
   objectives of the update process:



   *  ICMP packets do not include sequence numbers however they can be
      transported as part of the payload; verification is deferred to
      the next hICN node which should send the packet backwards in case
      of verification failure to fix the incorrect path update.



   *  multipath is not supported in the pure-IP part of the network
      (which is the expected behaviour)



   Identified concerns might be about the unexpected use of such
   protocols, the lack of available implementation for NDProxy, and
   security aspect related to redirect messages.  The latter shares the
   fate of source routing, which has long been advocated against, and
   has recently gained popularity within the SPRING context.  A proper
   security scheme is certainly the right way to address this problem,
   and we believe the set of benefits that we have listed are worth
   reconsidering such aspects.




7.2. Security considerations

   As indicated in previous sections, signalization messages transmitted
   across trust boundaries must be secured.  The choice of the solution
   will intimately depend on the selected protocols.



   The use of ICMP packet might allow reusing existing security schemes
   such as AH headers [RFC4302], or SEND [RFC3971] (and its proxy
   extensions [RFC6496], [RFC5909]).



   Alternatively, [SEC] has reviewed standard approaches from the
   literature and proposes a fast, lightweight and distributed approach
   that can be applied to MAP-Me and fits its design principles.




7.3. Discussion

   Both consumer and producer mobility support multiple paths, however
   the support of mobility for a multihomed producer, is left for future
   updates of the present document.



   Similarly, the proposed producer mobility solution is appropriate for
   the management of micro-mobility; its extension to multiple domains
   is out of scope.




8. IANA Considerations

   This memo includes no request to IANA.
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Abstract

   A novel mobility management approach has been proposed, that
   leverages routable location-independent identifiers (IDs) and an
   Information-Centric Networking (ICN) communication model integrated
   in IPv6, also referred to as Hybrid ICN (hICN).  In virtue of its
   anchorless property, we denote this approach as hICN-AMM (hICN
   Anchorless Mobility Management) hereinafter.



   Such approach belongs to the category of pure ID-based mobility
   management schemes whose objective is (i) to overcome the limitations
   of traditional locator-based solutions like Mobile IP, (ii) to remove
   the need for a global mapping system as the one required by locator-
   identifier separation solutions like LISP or ILA.



   ID-based networking as proposed by ICN architectures allows to
   disentangle forwarding operations from changes of network location,
   hence removing tunnels and user plane or control plane anchors.



   This document discusses hICN-AMM deployment options and related
   tradeoffs in terms of cost/benefits.  Particular attention is devoted
   to the insertion in the recently proposed 5G Service Based
   Architecture under study at 3GPP where an hICN-AMM solution might
   present a more efficient alternative to the traditional tunnel-based
   mobility architecture through GTP-U.




Status of This Memo
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1. Introduction

   The steady increase in mobile traffic observed in the recent years
   has come with a growing expectation from next generation 5G networks
   of a seamless latency-minimal service experience over multiple
   heterogeneous access networks.  Motivated by stringent next-
   generation applications requirements and by the convergence of
   diverse wireless radio accesses, 5G standardization bodies have
   encouraged re-consideration of the existing Mobile IP and GTP-based
   architecture aiming at a simplified and sustainable mobility
   solution.



   Specifically, enhanced user plane solutions are currently
   investigated where GTP-U tunnels would be replaced by more flexible
   and dynamic forwarding schemes tailored to application needs and
   enabling novel use cases such as caching/computing at the edge (MEC/
   FOG), coordinated use of multiple network accesses in parallel, etc.



   It is commonly accepted that the inefficiencies of tunnels in terms
   of state and network overhead, as well as the presence of anchors in
   the data plane are a direct consequence of using locators as
   identifiers of mobile nodes/services.  This has motivated the
   introduction of a class of approaches distinguishing locators and
   identifiers, known as Loc/ID split, and more recently of pure ID-
   based approaches inspired from name-based Information-Centric
   Networking (ICN) architectures.



   The focus of this document is on the latter category of solutions and
   more precisely on the hICN-AMM proposal in
   [I-D.auge-dmm-hicn-mobility], that aims at a simplified anchorless
   mobility management through Hybrid ICN (hICN), a fully-fledged ICN
   architecture in IPv6 [I-D.muscariello-intarea-hicn].



   hICN-AMM benefits result both from the flexibility of pure ID-based
   mobility solutions, that completely decouple data delivery from
   underlying network connectivity, and from the native mobility support
   of ICN architectures.



   Forwarding operations are performed directly based on location-
   independent IDs stored in routers' FIBs and no mapping of ID into
   locators is required.  In this way, purely ID-based architectures
   remove the need to maintain a global mapping system at scale, and its
   intrinsic management complexity.



   Additional benefits brought by ICN communication model include:



   *  the flexibility of multi-source/multi-path connectionless pull-
      based transport.  An example is the native support for consumer
      mobility, i.e. the transparent emission of data requests over
      multiple and varying available network interfaces during node
      mobility;



   *  the opportunity to define fine-grained per-application forwarding
      and security policies.



   An overview of ICN principles and advantages for a simplified
   mobility management resulting from name-based forwarding can be found
   in [RFC7476], while a detailed description of the proposal is
   presented in [I-D.auge-dmm-hicn-mobility].



   In this document, we discuss the integration of hICN-AMM proposal
   within an existing mobile network architecture and analyze the
   resulting tradeoffs in terms of cost/benefits.  The 3GPP 5G
   architecture is used here as a reference as the envisaged target for
   hICN-AMM insertion.



   After a short overview of 5G architecture, we first discuss hICN-AMM
   insertion with no modification to the existing 3GPP architecture.  We
   then consider the additional benefits emerging from a tighter
   integration involving optimization of data plane interfaces.
   Finally, we consider the impact of different degrees of hICN
   penetration, ranging from end-to-end to fully network-contained
   deployments.




2. Overview of a mobile access network and the 5G architecture

   Figure 1 schematizes a typical mobile network composed of edge,
   backhaul and core network segments.  In the rest of this document, we
   assume an IPv6-based network.
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        Figure 1: Overview of a typical mobile network architecture



   With the adoption of virtualization and softwarization technologies,
   services are increasingly hosted in Distributed Data Centers (DDC)
   deployed at the network edge (Mobile Edge Computing, MEC).



   5G network has been designed around such evolved Service Based
   Architecture (SBA) [TS.23.501-3GPP], exploiting SDN and NFV
   capabilities.  It consists in a set of modular functions with
   separation of user and control planes.  Figure 2 gives the
   traditional representation of this architecture (as of Release 15) in
   its service-based representation.



                    Service Based Interfaces
+‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑+
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+‑‑‑+‑‑‑+ +‑‑‑+‑‑‑+ +‑‑‑+‑‑‑+ +‑‑‑+‑‑‑+ +‑‑‑+‑‑‑+ +‑‑‑+‑‑‑+ +‑‑‑+‑‑‑+
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    |              |              |              |        control
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                    Figure 2: 5G reference architecture



   The mobility management subsystem corresponds to the bottom part of
   the picture and distinguishes user and control planes.



   *  the *user plane* (UP) represents the path followed by user
      traffic, between the mobile node or User Equipment (UE), and the
      Data Network (DN) corresponding to the egress point interfacing
      the ISP network and the Internet.  The UP consists of the Radio
      Access Network (RAN), terminated by the gNB function, and of a
      series of User Plane Functions (UPFs) which are generic functions
      to transport/ process the traffic up to the egress point.  In
      particular, UPFs serve as Layer 2 and Layer 3 anchors respectively
      in the RAN, and at the interface with the DN (to advertise IP
      prefixes).  The interfaces between gNB and UPF (N3), and in-
      between UPFs (N9) are those where GTP tunnels are currently
      established, and where there are opportunities for optimization.



   *  the principal *control plane* functions are the Access Management
      Function (AMF) which is responsible for the radio access, and the
      Session Management Function (SMF) which is taking care of the
      sessions established between a UE and a DN.



   The resulting protocol stack between user plane components is
   represented in Figure 3.  It illustrates the encapsulation overhead
   of this solution at the various UPFs, and well as tunnel
   inefficiencies due to the transport of all mobile traffic up to the
   anchor in the core (N6), the latter preventing convergence with non-
   3GPP network accesses.



    UE            5G‑AN        N3         UPF        N9   UPF    N6
                               |                     |            |
+‑‑‑‑‑‑‑‑+                     |                     |            |
|  App.  |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|
+‑‑‑‑‑‑‑‑+                     |                     | +‑‑‑‑‑‑‑‑+ |
| IP PDU |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑| IP PDU | |
+‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑+ |
|        | |\     relay     /| | |\     relay     /| | |        | |
|        | | \_____________/ |‑|‑| \_____________/ |‑|‑|        | |
|        | |        | GTP‑U  | | | GTP‑U  |  GTP‑U | | |  GTP‑U | |
|        | |        +‑‑‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑+ |
|   5G   | |   5G   |  UDP   |‑|‑|  UDP   |   UDP  |‑|‑|   UDP  | |
|   AN   |‑|   AN   +‑‑‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑+ |
|protocol| |protocol|   IP   |‑|‑|   IP   |   IP   |‑|‑|   IP   | |
| layers | | layers +‑‑‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑+ |
|        | |        |   L2   |‑|‑|   L2   |   L2   |‑|‑|   L2   | |
|        | |        +‑‑‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑+ |
|        | |        |   L1   |‑|‑|   L1   |   L1   |‑|‑|   L1   | |
+‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑+ |
                               |                     |            |



                        Figure 3: 5G protocol stack




3. Transparent integration (option #1)

   This section discusses the insertion of hICN-AMM in an unmodified
   3GPP 5G reference architecture, where GTP tunnels are preserved.  As
   previously stated, maintaining GTP tunnels does not allow to overcome
   limitations of anchor-based approaches.  However, a transparent
   integration of hICN-AMM limits to the minimum deployment costs and
   already brings advantages over the baseline architecture.  We
   consider two cases: a) hICN-AMM deployment within Mobile Edge
   Computing (MEC) platforms, exploiting the local breakout capabilities
   of 5G networks, b) hICN-AMM deployment as User Plane Function (UPF)
   inside mobile user plane.




3.1. MEC deployment (option #1a)

   Option #1a refers to the deployment of an hICN forwarder within
   Mobile Edge Computing platforms.  It relies on the local breakout
   capability introduced in 5G, i.e. a specific UPF denoted UL/CL
   (uplink classifier) that locally diverts specific flows to an
   alternative DN, filtering packets based for instance on information
   carried in packet headers.



   In the hICN-AMM case, this function is used to realize the hICN
   punting function described in [I-D.muscariello-intarea-hicn], i.e. to
   identify hICN traffic (Interest and Data packets) and forward it to
   the local MEC hICN instance.



   The MEC deployment is illustrated in Figure 4.  It is worth noticing
   that option #1a shares similarities with the deployment approach for
   ID/Loc solutions proposed in [I-D.homma-dmm-5gs-id-loc-coexistence].
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                      Figure 4: hICN insertion in MEC



   Although it preserves tunnels and anchor points, option #1a permits
   an early termination of tunnels and the distribution of hICN
   capabilities close to the edge like in path caching and rate/loss/
   congestion control which may be leveraged for efficient low-latency
   content distribution, especially in presence of consumer mobility.
   Let us analyze more in details such advantages.



   *Pro: Benefits of edge caching*



   The ability for the UE to communicate with an endpoint close to the
   access is a pre-requisite of latency-sensitive and interactive
   applications such as AR/VR.  Option #1a avoids forwarding of high-
   throughput traffic into the core, when it can be terminated locally
   at MEC.



   hICN ability to take dynamic hop-by-hop forwarding decisions
   facilitates edge/core traffic load-balancing.  In addition, the pull-
   based transport model enables request aggregation removing traffic
   redundancy and facilitates the use of dynamically discovered sources.
   This is the case of requests directly satisfied from locally buffered
   temporary copies.  In this way, hICN implicitly realizes
   opportunistic multicast distribution of popular content with benefits
   for improved users' QoE for services such as VoD or live streaming as
   well as reduced traffic cost by offloading the mobile core.



   We remark that for caching of data or of requests to be effective, a
   sufficient level of aggregation is required: one can thus expect hICN
   instances to be useful in the backhaul and core locations (with an
   eventual hierarchy of caches), while low-latency applications will
   benefit from deployments close to the cell site.



   *Pro: Consumer mobility improvements*



   Consumer mobility is natively supported in ICN.  It is sufficient for
   a mobile UE to keep sending interests as soon as it connects to a new
   network interface.  The combined use of identifiers and of a pull-
   model in hICN-AMM allows for seamless mobility across heterogeneous
   wired and wireless networks, as well as their simultaneous use for
   multi-homing and bandwidth aggregation.



   Figure 5 illustrates a mobility scenario considering a 3GPP access
   and a non-3GPP WiFi access tunneled to a N3 Inter-networking Function
   (N3IWF) offering a N3 interface for connection to the first UPF.  In
   this setting, both wireless accesses are assumed to be connected
   through the same backhaul link, and thus to converge into the same
   first UPF.



   Placing an hICN instance at the aggregation of the two accesses would
   be beneficial both in terms of mobility and of local loss recovery,
   as a lost packet would be fast retransmitted directly from local hICN
   instance.



tunnelled non‑3GPP radio
(eg. WiFi)  +‑‑‑‑‑‑+  N3
       +‑‑‑‑+ N3IWF+‑‑‑‑‑‑‑+                         hICN
      /     +‑‑‑‑‑‑+        \                          +
     /                       \                         |
+‑‑‑+‑‑‑+   +‑‑‑‑‑‑‑+ N3 +‑‑‑+‑‑‑+ N9 +‑‑‑+‑‑‑+ N6 +‑‑‑+‑‑‑+
|  UE   +‑‑‑+  gNB  +‑‑‑‑+ UL/CL +‑‑‑‑+  UPF  +‑‑‑‑+  DN   +‑‑‑+ hICN
+‑‑‑‑‑‑‑+   +‑‑‑‑‑‑‑+    +‑‑‑+‑‑‑+    +‑‑‑‑‑‑‑+    +‑‑‑‑‑‑‑+



      Figure 5: Example of a UE connection to two local radio accesses



   *Pro: Multihoming and multi-source communications*



   A specific feature of hICN transport is to control the use of
   multiple path/sources of content at the same time, for instance
   caches located at the edge of different fixed/mobile network
   accesses.  The consumer is able to use both network accesses in
   parallel adapting load-balancing on a per-packet granularity, based
   on network conditions in order to exploit the full aggregated
   bandwidth and/or to compensate variations induced by UE mobility or
   by random fluctuations of individual radio channel conditions.



   Figure 6 presents the case of a mobile consumer fetching data
   simultaneously from two distinct sources, for instance local caches
   behind each radio access.



tunnelled non‑3GPP radio
(eg. WiFi) +‑‑‑‑‑‑‑+ N3 +‑‑‑‑‑‑‑+ N9 +‑‑‑‑‑‑‑+ N6 +‑‑‑‑‑‑‑+
       +‑‑‑+ N3IWF +‑‑‑‑| UL/CL +‑‑‑‑+  UPF  +‑‑‑‑+  DN   +‑‑‑‑+ hICN
      /    +‑‑‑‑‑‑‑+    +‑‑‑‑‑‑‑+    +‑‑‑‑‑‑‑+    +‑‑‑‑‑‑‑+
     /
+‑‑‑+‑‑‑+  +‑‑‑‑‑‑‑+ N3 +‑‑‑‑‑‑‑+ N9 +‑‑‑+‑‑‑+ N6 +‑‑‑+‑‑‑+
|  UE   +‑‑+  gNB  +‑‑‑‑+ UL/CL +‑‑‑‑+  UPF  +‑‑‑‑+  DN   +‑‑‑‑+ hICN
+‑‑‑‑‑‑‑+  +‑‑‑‑‑‑‑+    +‑‑‑+‑‑‑+    +‑‑‑‑‑‑‑+    +‑‑‑‑‑‑‑+



               Figure 6: Multi-source communication with hICN



   *Con: Remaining IP anchors hinder producer mobility*



   hICN-AMM MEC deployments are not suitable for handling producer
   mobility effectively due to the presence of an anchor node in the
   core at the N6 interface which traffic has to pass through.  An
   alternative would be to put in place dedicated control mechanisms to
   update routers FIB following mobility events, but such coordination
   between hICN forwarders would involve interaction with SMF.



   *Con: Loss of 3GPP control plane*



   More generally, traffic in between forwarders in the MEC will be out
   of reach for the mobile core.  At the time of this writing, MEC
   interfaces are not well standardized; slicing and QoS functions will
   only be available up to the breakout point.




3.2. hICN deployment as a UPF (option #1b)

The design of hICN makes it a good candidate for being deployed as a
UPF in NFV environments, for instance within a container (see
Figure 7.  This solution has the advantage of preserving the
interface with the 3GPP control plane, including support for slicing
or QoS.
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                                  Figure 7



   *Improved traffic engineering*



   On-path deployments of hICN-AMM, as early as at the first UPF, bring
   additional advantages in terms of opportunities to optimize traffic
   engineering, including multipath and load balancing support.



   As an example, one may consider hICN deployment at the PDU Session
   Anchor, with dynamic congestion-aware and per-application control of
   multiple downstream paths to the edge.



   *Network-assisted transport*



   hICN ability to provide in-network assistance for rate/loss/
   congestion control is an additional advantage, e.g. to support rate
   adaptation in the case of dynamic adaptive streaming, or to improve
   reliability of WiFi communications via local wireless detection and
   recovery [WLDR].



   We illustrate the latter case in Figure 8, where an hICN UPF is
   deployed as the first UPF following the WiFi access. hICN UPF can
   exploit network buffers to realize loss detection and recovery of the
   packet transiting on the unreliable radio access, thus offering
   superior performance for WiFi traffic with respect to a traditional
   end-to-end recovery approach.  Such feature could be fundamental for
   low-latency reliable services.



                            +‑‑ Loss Detection and Recovey
                            V
            +‑‑‑‑‑‑‑+ N3 +‑‑‑‑‑‑‑+
       +‑‑‑‑+ N3IWF +‑‑‑‑| hICN  |
      /     +‑‑‑‑‑‑‑+    +‑‑‑+‑‑‑+
     /                    N9 |
+‑‑‑+‑‑‑+   +‑‑‑‑‑‑‑+ N3 +‑‑‑+‑‑‑+ N9 +‑‑‑+‑‑‑+ N6 +‑‑‑+‑‑‑+
|  UE   +‑‑‑+  gNB  +‑‑‑‑+  UPF  +‑‑‑‑+  UPF  +‑‑‑‑+  DN   +‑‑‑+ hICN
+‑‑‑‑‑‑‑+   +‑‑‑‑‑‑‑+    +‑‑‑+‑‑‑+    +‑‑‑‑‑‑‑+    +‑‑‑‑‑‑‑+



         Figure 8: In-network loss detection and recovery with hICN



   *Producer mobility*



   Option #1b is appropriate for handling producer mobility; however, it
   would be supported through traditional DMM approaches for identifier-
   based mobility.




3.3. Summary

   This section has reviewed various insertion strategies for hICN,
   including overlay deployments using local breakout to hICN instances
   situated in MEC, or hICN forwarders deployed within an UPF.  While
   those approaches have the merit of allowing an easy or early
   integration of hICN and exploiting some of its benefits, they do not
   fully exploit purely ID-based capabilities nor the dynamic hICN
   forwarding.



4.  "Integrated" approaches: data-plane alternatives to GTP-U (option
    #2)



   The section describes more integrated hICN-AMM/3GPP 5G approaches
   leveraging hICN capabilities in the mobile backhaul network in
   alternative to GTP-U tunnels over N9 (and possibly N3) interface(s),
   as shown in Figure 2 and Figure 3.



   It is proposed to replace GTP tunnels at N9 and optionally at N3
   interfaces by an hICN-enabled data plane operating on location-
   independent identifiers advertised by the routing protocol and whose
   forwarding information is stored/updated in routers' FIBs according
   to the hICN-AMM approach.



   We remind that an hICN data plane does not require the presence of a
   mapping system nor the enablement of all routers, since hICN traffic
   is transparently forwarded by regular hICN-unaware IP routers.




4.1. hICN insertion at N9 interface only (option #2a)

   Option #2a answers the question of the ongoing 3GPP study of
   alternative technologies for the N9 interface [TR.29.892-3GPP]. with
   no impact on gNB as illustrated in Figure 9.  The corresponding
   protocol layering is shown in Figure 10 where we assume hICN-
   enablement of the end-points (an alternative in-network hICN
   enablement via proxies is possible but not considered by this
   document).  In the protocol layer, hICN is associated to IPv6 PDU
   layer, transported over N9 directly over L2.
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                   Figure 9: Replacement of N9 interface



    UE            5G‑AN        N3         UPF        N9   UPF    N6
                               |                     |            |
+‑‑‑‑‑‑‑‑+                     |                     |            |
|  App.  |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|
+‑‑‑‑‑‑‑‑+                     |                     | +‑‑‑‑‑‑‑‑+ |
| IP PDU |                     |                     | | IP PDU | |
| (hICN) |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑| (hICN) | |
+‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ | |        | |
|        | |\     relay     /| | |\     decap     /  | |        | |
|        | | \_____________/ |‑|‑| \_____________/   | |        | |
|        | |        | GTP‑U  | | | GTP‑U  |          | |        | |
|        | |        +‑‑‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑+          | |        | |
|   5G   | |   5G   |  UDP   |‑|‑|  UDP   |          | |        | |
|   AN   |‑|   AN   +‑‑‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑+          | |        | |
|protocol| |protocol|   IP   |‑|‑|   IP   |          | |        | |
| layers | | layers +‑‑‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑+ |
|        | |        |   L2   |‑|‑|   L2   |   L2   |‑|‑|   L2   | |
|        | |        +‑‑‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑+ |
|        | |        |   L1   |‑|‑|   L1   |   L1   |‑|‑|   L1   | |
+‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑+ |
                               |                     |            |



          Figure 10: Replacement of N9 interface - Protocol layers



   *Anchorless consumer and producer mobility*



   Option #2a realizes a fully anchorless solution as the traffic does
   not need to go up to the anchor point in the core, nor to depend on
   the resolution performed by a mapping node.  As illustrated in
   Figure 11, communication between two UEs can take place by forwarding
   traffic between their first UPFs, and thus avoids unnecessarily
   overload of links up to the core.  In this way option #2a provides an
   effective traffic offloading and increased resiliency of network
   operations in the event of a failure that would disconnect the edge
   from the mobile core (e.g. disaster recovery scenario).



+‑‑‑+‑‑‑+      +‑‑‑+‑‑‑+  N3  +‑‑‑‑‑‑‑+
|  UE   +‑‑‑‑‑‑+  gNB  +‑‑‑‑‑‑+  UPF  +‑‑‑‑‑‑ ...
+‑‑‑‑‑‑‑+      +‑‑‑‑‑‑‑+      +‑‑‑+‑‑‑+
                                  | N9    hICN domain
+‑‑‑+‑‑‑+      +‑‑‑+‑‑‑+  N3  +‑‑‑‑‑‑‑+
|  UE   +‑‑‑‑‑‑+  gNB  +‑‑‑‑‑‑+  UPF  +‑‑‑‑‑‑ ...
+‑‑‑‑‑‑‑+      +‑‑‑‑‑‑‑+      +‑‑‑+‑‑‑+



              Figure 11: Offloading of inter-UE communications



   *Low state and signaling overhead*



   Unlike traditional 3GPP GTP-based mobility management, hICN-AMM does
   not involve signaling/ additional state to be maintained to handle
   static consumers/producers or mobile consumers.  Forwarding updates
   are required only in the event of producer mobility to guarantee
   real-time re-direction of consumer requests without triggering
   routing updates.



   *Dynamic forwarding strategies / UPF selection*



   Dynamic selection of next hop or exit point is simplified by hICN-AMM
   as it can be performed locally based on names and/or name-based
   locally available information (e.g. measurements of congestion status
   or residual latency up to the first data source).




4.2. hICN deployment at both N9 and N3 interfaces (option #2b)

   Option #2b proposes to additionally remove GTP tunnels between the
   RAN and the first UPF (N3 interface).  It is illustrated in Figure 12
   and Figure 13.



  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+          +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
  |        AMF       |          |        SMF       |
  +‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑+          +‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑+
    |              |              |              |
    | N1           | N2           | N4           | N4
    |              |              |              |
+‑‑‑+‑‑‑+      +‑‑‑+‑‑‑+  N3  +‑‑‑+‑‑‑+  N9  +‑‑‑+‑‑‑+  N6  +‑‑‑‑‑‑‑+
|  UE   +‑‑‑‑‑‑+  gNB  +‑‑‑‑‑‑+  UPF  +‑‑‑‑‑‑+  UPF  +‑‑‑‑‑‑+  DN   |
+‑‑‑‑‑‑‑+      +‑‑‑‑‑‑‑+  ^   +‑‑‑‑‑‑‑+  ^   +‑‑‑‑‑‑‑+      +‑‑‑‑‑‑‑+
                          |              |
                          |              |
                           hICN insertion



               Figure 12: Replacement of N3 and N9 interfaces



    UE            5G‑AN        N3         UPF        N9   UPF    N6
                               |                     |            |
+‑‑‑‑‑‑‑‑+                     |                     |            |
|  App.  |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|
+‑‑‑‑‑‑‑‑+                     | +‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑+ |
| IP PDU |                     | | IP PDU | IP PDU | | | IP PDU | |
| (hICN) |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑| (hICN) | (hICN) |‑|‑| (hICN) | |
+‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ | |        |        | | |        | |
|        | |\     decap     /  | |        |        | | |        | |
|        | | \_____________/   | |        |        | | |        | |
|        | |        |          | |        |        | | |        | |
|        | |        |          | |        |        | | |        | |
|   5G   | |   5G   |          | |        |        | | |        | |
|   AN   |‑|   AN   |          | |        |        | | |        | |
|protocol| |protocol|          | |        |        | | |        | |
| layers | | layers +‑‑‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑+ |
|        | |        |   L2   |‑|‑|   L2   |   L2   |‑|‑|   L2   | |
|        | |        +‑‑‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑+ |
|        | |        |   L1   |‑|‑|   L1   |   L1   |‑|‑|   L1   | |
+‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑+ |
                               |                     |            |



      Figure 13: Replacement of N3 and N9 interfaces : Protocol layers



   *Full tunnel removal; No internetworking between N3 and N9*



   A clear advantage is the elimination of all GTP tunnels and a similar
   specification of both N3 and N9 interfaces as recommended by 3GPP, so
   removing challenges of inter-networking between N3 and N9.  Also, it
   leads to a flat and simpler architecture, allowing convergence with
   other non-3GPP accesses (and related management and monitoring
   tools).



   *State and signaling reduction*



   A direct consequence is the extension to N3 of the property of hICN-
   AMM above described, namely the absence of signaling and additional
   state to be maintained to handle static consumers/producers or mobile
   consumers.



   *Dynamic first UPF selection*



   Dynamic forwarding capabilities are extended to the selection of the
   first UPF, hence closer to the edge w.r.t. option #2a.



   The advantage can be significant in the case of dense deployments
   scenarios: here hICN-AMM makes possible to isolate the core network
   from local edge mobility (a design objective of 5G mobile
   architecture), while still permitting distributed selection of
   ingress UPFs, and load-balancing of traffic across them.




4.3. Control plane considerations

   By operating directly on router FIBs for mobility updates and for
   dynamic policy-based forwarding strategies etc., hICN inherits the
   simplicity of IP forwarding and can reuse legacy IP routing protocols
   to advertise/route ID prefixes.  In this way it remains compatible
   with the exiting control plane architecture as proposed in the 3GPP
   standard, with no change required to N1, N2 or N4.



   hICN-AMM producer mobility management does not require SMF
   interaction, but could be implemented by means of SMF signaling, at
   the condition to follow the same procedure described for MAP-Me
   protocol in hICN-AMM.  In the analysis of pros and cons of SMF
   interaction, it is worth noticing that the absence of SMF interaction
   might be beneficial in case of dense deployments or of failure of the
   central control entities (infrastructure-less communication
   scenarios) to empower distributed control of local mobility within an
   area.




5. Deployment considerations

   The benefits previously described can be obtained by an upgrade of
   only a few selected routers at the network edge.  The design of hICN
   allows the rest of the infrastructure to remain unmodified, and to
   leverage existing management and monitoring tools.




5.1. hICN in a slice

   The use of hICN does not impose any specific slicing of the network
   as the architecture uses regular IPv6 packets, and is designed to
   coexist with regular traffic.  In that, hICN contrasts with previous
   approaches integrating ICN in IP networks by using separate slices
   and/or different PDU formats as reviewed in
   [I-D.irtf-icnrg-deployment-guidelines].



   Although not required, slicing can ease a transition of services
   towards hICN, and/or the coexistence of different mobility management
   solutions with hICN-AMM or of different hICN deployment options.



   An example use of slicing would be to create multiple slices for
   optimizing the delivery of services having different requirements
   such as a low-latency communication slice with hICN instances
   deployed very close to the edge, and a video delivery service with
   caches deployed in locations aggregating a sufficient number of users
   to be effective.




5.2. End-to-end deployment

   Deployment of the hICN stack in the endpoints is the preferred
   insertion option and offers the full range of benefits. hICN client
   and network stacks are available through two reference
   implementations based on the CICN project [CICN].  They share the
   objective of smooth deployment in existing devices, and are fully
   user-space based.



   The first one is built on top of existing IP primitives and proposed
   as an application/library for all major OS vendors including iOS,
   Android, Linux, macOS and Windows.  The second one targets high-
   performance routers and servers, and leverages the VPP technology
   [VPP].




5.3. Network-contained deployment

   In case it is not possible to insert hICN stack at endpoints, an hICN
   deployment fully contained in the network can be envisaged through
   the deployment of proxies.  An overview of different options
   implemented at the network, transport or application level is
   provided in [I-D.irtf-icnrg-deployment-guidelines].  An example would
   be the deployment of HTTP (or RTP) proxies (as made available through
   the CICN project) at the ingress and egress (resp. first and last
   UPFs), in order to benefit from content awareness in the network.
   Such configuration however reduces the flexibility and dynamic
   forwarding capabilities in endpoints.  In particular, existing
   transport protocols have limited support for dynamically changing
   paths/discovered sources or network conditions.



   In such configuration, traffic that is not handled through hICN-AMM
   mechanisms can still benefit from the lower overhead and anchorless
   mobility capabilities coming from the removal of GTP tunnels, as well
   as dynamic forwarding capabilities that are inherent to the
   forwarding pipeline.  This results from the ability to assign
   location-independent identifiers to endpoints even without the
   deployment of a full hICN stack.  The advantages of removed
   identifier/location mapping and of a lightweight FIB update process
   are maintained.  No encapsulation is required and packet headers are
   not modified, which may allow the network to have visibility of the
   source and/or destination identifiers.




5.4. Alternative data planes: joint hICN/SRv6 deployment

   hICN is designed to operate inside an IPv6 network by means of an
   enriched communication layer supporting ICN primitives.  The targeted
   deployment of a few hICN-empowered nodes leads to the tradeoff
   between incremental deployment and benefits which are proportionally
   related to the degree of hICN penetration.  The association of hICN
   with other data planes technologies is investigated as a possibility
   to overcome the above-mentioned tradeoff yielding to a selective, yet
   fully beneficial insertion of hICN in IP networks.



   To this aim, we focus on hICN insertion in a Segment Routing (SR)
   enhanced data plane, specifically considering SRv6 instantiation of
   SR [I-D.ietf-spring-segment-routing].



   hICN/SRv6 combination inherits all SRv6 advantages presented in SR-
   dedicated section of this document, namely "underlay" management
   (fast reroute, etc.), service chaining or fine-grained TE, for
   instance.



   In addition, it allows extending the reach of hICN on regular IP
   routers with SRv6 functionality.  One realization being to create
   SRv6 domains in between hICN nodes.  The hICN router (through
   forwarding strategies) would then act as a control plane for SRv6 by
   specifying the list of SIDs to insert in the packet.



   SRv6 forwarding of packets between hICN hops would permit to enforce
   dynamic per-application hICN forwarding strategies and their
   objectives (path steering, QoS, etc.), which would be otherwise not
   possible over not hICN-enabled IP network segments.  It would also
   allow dynamic multi-path and load balancing in hICN-unaware IP
   network segments and enforcing the symmetry of the request/reply path
   for more accurate round trip delay measurements and rate/congestion
   control).




6. Summary

   hICN proposes a general purpose architecture that combines the
   benefits of a pure-ID (name-based) architecture with those of ICN.



   An hICN enabled network offers native offloading capabilities in
   virtue of the anchorless properties resulting from the pure-ID
   communication scheme.  It does so without the need for a mapping
   system, and further requires no change in the 5G architecture nor in
   its control plane.  The architecture will further leverage the
   incremental insertion of Information-Centric functionalities through
   proxies or direct insertion in user devices as the technology gets
   adopted and deployed.



   While a full deployment is recommended to make efficient use of
   available network resources, it is still possible to opt for a
   partial or phased deployment, with the associated tradeoffs that we
   summarize in Figure 14.



   This table reviews the various insertion options in the 3GPP
   architecture earlier introduced - namely options #1a (MEC), #1b
   (UPF), #2a (N9) and #2b (N9/N3) -, assuming endpoints are hICN-
   enabled.  Various levels of hICN penetration are then considered :
   (UE) the UE is hICN-enabled, (proxy) hICN processing is available
   through proxies, (None) no hICN function, the traffic is purely
   forwarded using endpoint identifiers rather than content identifiers.



                                     +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑+
                   hICN penetration: |       UE      | Proxy | None |
  Benefit:        Deployment option: | 1a 1b | 2a 2b |   2b  |  2b  |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑+
| Additional state for static cons.  | Y  Y  | Y  N  |   N   |  N   |
| Additional state for static prod.  | Y  Y  | Y  N  |   N   |  N   |
| Additional state for mobile cons.  | Y  Y  | Y  N  |   N   |  N   |
| Additional state for mobile prod.  | Y  Y  | Y  N  |   N   |  N   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑+
| Signalization for static consumer  | Y  Y  | N  N  |   N   |  N   |
| Signalization for static producer  | Y  Y  | N  N  |   N   |  N   |
| Signalization for mobile consumer  | Y  Y  | N  N  |   N   |  N   |
| Signalization for mobile producer  | Y  Y  | Y  Y  |   Y   |  Y   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑+
| Removed tunnel/encap overhead      | N  N  | P  Y  |   Y   |  Y   |
| Preserve perf. of ongoing flows    | N  N  | Y  Y  |   Y   |  Y   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑+
| Local offload                      | P  N  | Y  Y  |   Y   |  Y   |
| Anchorless for UP                  | N  N  | Y  Y  |   Y   |  Y   |
| Anchorless for CP                  | N  N  | Y  Y  |   Y   |  Y   |
| Dynamic egress UPF selection       | N  N  | Y  Y  |   Y   |  Y   |
| Dynamic ingress UPF selection      | N  N  | N  Y  |   Y   |  Y   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑+
| Edge caching : low‑latency         | Y  Y  | Y  Y  |   P   |  N   |
| Edge caching : multicast           | Y  Y  | Y  Y  |   P   |  N   |
| Seamless mobility across het. RAT  | Y  Y  | Y  Y  |   Y   |  P   |
| Multi‑homing : bw aggregation      | Y  Y  | Y  Y  |   Y   |  P   |
| Multi‑source                       | Y  Y  | Y  Y  |   Y   |  N   |
| In‑network assistance              | N  Y  | Y  Y  |   P   |  N   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑+
| Integration with 3GPP CP           | N  Y  | Y  Y  |   Y   |  Y   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑+



   LEGEND: (Y) Yes - (N) No - (P) Partial



                                 Figure 14
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Abstract

   With IP protocols now generalizing to constrained networks, users
   expect to be able to Operate, Administer and Maintain them with the
   familiar tools and protocols they already use on less constrained
   networks.



   OAM uses specific messages sent into the data plane to measure some
   parameters of a network.  Most of the time, no explicit values are
   sent is these messages.  Network parameters are obtained from the
   analysis of these specific messages.



   This can be used:



   o  To detect if a host is up or down.



   o  To measure the RTT and its variation over time.



   o  To learn the path used by packets to reach a destination.



   OAM in LPWAN is a little bit trickier since the bandwidth is limited
   and extra traffic added by OAM can introduce perturbation on regular
   transmission.



   Two scenarios can be investigated:



   o  OAM coming from internet.  In that case, the NGW should act as a
      proxy and handle specifically the OAM traffic.



   o  OAM coming from LPWAN devices: This can be included into regular
      devices but some specific devices may be installed in the LPWAN
      network to measure its quality.



   The primitive functionalities of OAM are achieved with the ICMPv6
   protocol.



   ICMPv6 defines messages that inform the source of IPv6 packets of
   errors during packet delivery.  It also defines the Echo Request/
   Reply messages that are used for basic network troubleshooting (ping
   command).  ICMPv6 messages are transported on IPv6.



   This document describes how basic OAM is performed on Low Power Wide
   Area Networks (LPWANs) by compressing ICMPv6/IPv6 headers and by
   protecting the LPWAN network and the Device from undesirable ICMPv6
   traffic.
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1. Introduction

   The primitive functionalities of OAM [RFC6291] are achieved with the
   ICMPv6 protocol.



   ICMPv6 [RFC4443] is a companion protocol to IPv6 [RFC8200].



   [RFC4443] defines a generic message format.  This format is used for
   messages to be sent back to the source of an IPv6 packet to inform it
   about errors during packet delivery.



   More specifically, [RFC4443] defines 4 error messages: Destination
   Unreachable, Packet Too Big, Time Exceeded and Parameter Problem.



   [RFC4443] also defines the Echo Request and Echo Reply messages,
   which provide support for the ping application.



   Other ICMPv6 messages are defined in other RFCs, such as an extended
   format of the same messages [RFC4884] and other messages used by the
   Neighbor Discovery Protocol [RFC4861].



   This document focuses on using Static Context Header Compression
   (SCHC) to compress [RFC4443] messages that need to be transmitted
   over the LPWAN network, and on having the LPWAN gateway proxying the
   Device to save it the unwanted traffic.



   LPWANs' salient characteristics are described in [RFC8376].




2. Terminology

   This draft re-uses the Terminology defined in
   [I-D.ietf-lpwan-ipv6-static-context-hc].



   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.




3. Use cases

   In the LPWAN architecture, we can distinguish the following cases:



   o  the Device is the originator of an Echo Request message, and
      therefore the destination of the Echo Reply message.



   o  the Device is the destination of an Echo Request message, and
      therefore the purported source of an Echo Reply message.



   o  the Device is the (purported) source of an ICMP error message,
      mainly in response to an incorrect incoming IPv6 message, or in
      response to a ping request.  In this case, as much as possible,
      the core SCHC C/D should act as a proxy and originate the ICMP
      message, so that the Device and the LPWAN network are protected
      from this unwanted traffic.



   o  the Device is the destination of the ICMP message, mainly in
      response to a packet sent by the Device to the network that
      generates an error.  In this case, we want the ICMP message to
      reach the Device, and this document describes in section
      Section 4.4.1 what SCHC compression should be applied.



   These cases are further described in Section 4.




4. Detailed behavior


4.1. Device does a ping

   If a ping request is generated by a Device, then SCHC compression
   applies.



The format of an ICMPv6 Echo Request message is described in
Figure 1, with Type=128 and Code=0.

     0                   1                   2                   3
     0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
    +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
    |     Type      |     Code      |          Checksum             |
    +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
    |           Identifier          |        Sequence Number        |
    +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
    |     Data ...
    +‑+‑+‑+‑+‑




               Figure 1: ICMPv6 Echo Request message format



   If we assume that one rule will be devoted to compressing Echo
   Request messages, then Type and Code are known in the rule to be 128
   and 0 and can therefore be elided with the not-sent CDA.



   Checksum can be reconstructed with the compute-checksum CDA and
   therefore is not transmitted.




   [RFC4443]
 states that Identifier and Sequence Number are meant to
   "aid in matching Echo Replies to this Echo Request" and that they
   "may be zero".  Data is "zero or more bytes of arbitrary data".



   We recommend that Identifier be zero, Sequence Number be a counter on
   3 bits, and Data be zero bytes (absent).  Therefore, Identifier is
   elided with the not-sent CDA, Sequence Number is transmitted on 3
   bits with the LSB CDA and no Data is transmitted.



   The transmission cost of the Echo Request message is therefore the
   size of the Rule Id + 3 bits.



When the destination receives the Echo Request message, it will
respond back with a Echo Reply message.  This message bears the same
format as the Echo Request message but with Type = 129 (see
Figure 1).



   [RFC4443] states that the Identifier, Sequence Number and Data fields
   of the Echo Reply message shall contain the same values as the
   invoking Echo Request message.  Therefore, a rule shall be used
   similar to that used for compressing the Echo Request message.



   TODO: how about a shared rule for Echo Request and Echo Reply with an
   LSB(1) CDA on the Type field?  Or exploiting the Up/Down direction
   field in the rule?




4.1.1. Rule example

   The following rule gives an example of a SCHC compression.  The type
   can be elided if the direction is taken into account.  Identifier is
   ignored and generated as 0 at decompression.  This implies that only
   one single ping can be launched at any given time on a device.
   Finally, only the least significant 8 bits of the sequence number are
   sent on the LPWAN, allowing a serie of 255 consecutive pings.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑+‑‑+‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑++‑‑‑‑‑‑+
| Field          |FL|FP|DI| Value   | Match  | Comp Decomp|| Sent |
|                |  |  |  |         | Opera. | Action     ||(bits)|
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑+‑‑+‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑++‑‑‑‑‑‑+
|ICMPv6 Type     |8 |1 |Up|128      | equal  | not‑sent   ||      |
|ICMPv6 Type     |8 |1 |Dw|129      | equal  | not‑sent   ||      |
|ICMPv6 Code     |8 |1 |Bi|0        | equal  | not‑sent   ||      |
|ICMPv6 Identif. |16|1 |Bi|0        | ignore | not‑sent   ||      |
|ICMPv6 Sequence |16|1 |Bi|0        | MSB(24)| LSB        ||  8   |
+================+==+==+==+=========+========+============++======+



     Figure 2: Example of compression rule for a ping from the device




4.2. Device is ping'ed

   If the Device is ping'ed (i.e., is the destination of an Echo Request
   message), the default behavior is to avoid propagating the Echo
   Request message over the LPWAN.



   This is done by proxying the ping request on the core SCHC C/D.  This
   requires to add an action when the rule is selected.  Instead of been
   processed by the compressor, the packet description is processed by a
   ping proxy.  The rule is used for the selection, so CDAs are not
   necessary.



   The resulting behavior is shown on Figure 3 and described below:



Device       NGW     core SCHC C/D                 Internet Host

  |           |            |    Echo Request, Code=0    |
  |           |            |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|
  |           |            |                            |
  |           |            |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|
  |           |            |    Echo Reply,   Code=0    |





              Figure 3: Examples of ICMPv6 Echo Request/Reply




4.2.1. Rule example

   The following rule shows an example of a compression rule for pinging
   a device.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑+‑‑+‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑++‑‑‑‑‑‑+
| Field          |FL|FP|DI| Value   | Match  | Comp Decomp|| Sent |
|                |  |  |  |         | Opera. | Action     ||(bits)|
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑+‑‑+‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑++‑‑‑‑‑‑+
|ICMPv6 Type     |8 |1 |Dw|128      | equal  | not‑sent   ||      |
|ICMPv6 Type     |8 |1 |Uo|129      | equal  | not‑sent   ||      |
|ICMPv6 Code     |8 |1 |Bi|0        | equal  | not‑sent   ||      |
|ICMPv6 Identif. |16|1 |Bi|0        | ignore | value‑sent ||      |
|ICMPv6 Sequence |16|1 |Bi|0        | MSB(24)| LSB        ||  8   |
+================+==+==+==+=========+========+============++======+



       Figure 4: Example of compression rule for a ping to a device



   In this example, type and code are elided, the identifer has to be
   sent, and the sequence number is limited to one byte.




4.3. Device is the source of an ICMPv6 error message

   As stated in [RFC4443], a node should generate an ICMPv6 message in
   response to an IPv6 packet that is malformed or which cannot be
   processed due to some incorrect field value.



   The general intent of this document is to spare both the Device and
   the LPWAN network this un-necessary traffic.  The incorrect packets
   should be caught at the core SCHC C/D and the ICMPv6 notification
   should be sent back from there.



Device       NGW     core SCHC C/D                 Internet Host

  |           |            |    Destination Port=XXX    |
  |           |            |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|
  |           |            |                            |
  |           |            |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|
  |           |            | ICMPv6 Port Unreachable    |
  |           |            |                            |
  |           |            |                            |





    Figure 5: Example of ICMPv6 error message sent back to the Internet



   Figure 5 shows an example of an IPv6 packet trying to reach a Device.
   Let's assume that the port number used as destination port is not
   "known" (needs better definition) from the core SCHC C/D.  Instead of
   sending the packet over the LPWAN and having this packet rejected by
   the Device, the core SCHC C/D issues an ICMPv6 error message
   "Destination Unreachable" (Type 1) with Code 1 ("Port Unreachable")
   on behalf of the Device.



   In that case the SCHC C/D acts as a router and MUST have a routable
   IPv6 address to generate an ICMPv6 message. when compressing a packet
   containing an IPv6 header, no compression rules are found and: * if a
   rule contains some extension headers, a parameter problem may be
   generated (type 4), * no rules contains the IPv6 prefix, a no route
   to destination ICMPv6 message (type 0, code 0) may be generated, * a
   prefix is found, but no devIID matches, a address unreachable ICMPv6
   message (type 0, code 3) may be generated, * a device IPv6 address is
   found, but no port matches, a port unreachable ICMPv6 message (type
   0, code 4) may be generated,



   TODO: This assumes that all ports that the Device listens to will be
   matched by a SCHC rule.  Is this the basic assumption of SCHC that
   all packets that do not match a rule are rejected?  If yes, why do
   have fragmentation also for uncompressed packets?



   TODO: discuss the various Type/Code that are expected to be generated
   in response to various errors.




4.4. Device is the destination of an ICMPv6 error message

   In this situation, we assume that a Device has been configured to
   send information to a server on the Internet.  If this server becomes
   no longer accessible, an ICMPv6 message will be generated back
   towards the Device by an intermediate router.  This information can
   be useful to the Device, for example for reducing the reporting rate
   in case of periodic reporting of data.  Therefore, we compress the
   ICMPv6 message using SCHC and forward it to the Device over the
   LPWAN.



Device       NGW     core SCHC C/D                Internet Server

  |           |            |                            |
  | SCHC compressed IPv6   |                            |
  |~~~~~~~~~~~|‑‑‑‑‑‑‑‑‑‑‑>|‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑X     |
  |           |            | <‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑     |
  |<~~~~~~~~~~|‑‑‑‑‑‑‑‑‑‑‑‑| ICMPv6 Host unreachable    |
  |SCHC compressed ICMPv6  |                            |
  |           |            |                            |
  |           |            |                            |





     Figure 6: Example of ICMPv6 error message sent back to the Device



   Figure 6 illustrates this behavior.  The ICMPv6 error message is
   compressed as described in Section 4.4.1 and forwarded over the LPWAN
   to the Device.




4.4.1. ICMPv6 error message compression.

   The ICMPv6 error messages defined in [RFC4443] contain the fields
   shown in Figure 7.



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|     Type      |     Code      |          Checksum             |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                            Value                              |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                    As much of invoking packet                 |
+                as possible without the ICMPv6 packet          +
|                exceeding the minimum IPv6 MTU                 |




                   Figure 7: ICMPv6 Error Message format



   [RFC4443] states that Type can take the values 1 to 4, and Code can
   be set to values between 0 and 6.  Value is unused for the
   Destination Unreachable and Time Exceeded messages.  It contains the
   MTU for the Packet Too Big message and a pointer to the byte causing
   the error for the Parameter Error message.  Therefore, Value is never
   expected to be greater than 1280 in LPWAN networks.



   The following generic rule can therefore be used to compress all
   ICMPv6 error messages as defined today.  More specific rules can also
   be defined to achieve better compression of some error messages.
   The Type field can be associated to a matching list [1, 2, 3, 4] and
   is therefore compressed down to 2 bits.  Code can be reduced to 3
   bits using the LSB CDA.  Value can be sent on 11 bits using the LSB
   CDA, but if the Device is known to send smaller packets, then the
   size of this field can be further reduced.



   By [RFC4443], the rest of the ICMPv6 message must contain as much as
   possible of the IPv6 offending (invoking) packet that triggered this
   ICMPv6 error message.  This information is used to try and identify
   the SCHC rule that was used to decompress the offending IPv6 packet.
   If the rule can be found then the Rule Id is added at the end of the
   compressed ICMPv6 message.  Otherwise the compressed packet ends with
   the compressed Value field.




   [RFC4443]
 states that the "ICMPv6 error message MUST include as much
   of the IPv6 offending (invoking) packet ... as possible".  In order
   to comply with this requirement, if there is enough information in
   the incoming ICMPv6 message for the core SCHC C/D to identify the
   rule that has been used to decompress the erroneous IPv6 packet, this
   Rule Id must be sent in the compressed ICMPv6 message to the Device.
   TODO: the erroneous IPv6 packet header (not just the Rule Id) should
   be sent back.  This includes the Rule Id and the compression residue.
   This means the SCHC C/D uses the context backwards (in the reverse
   direction).  How does the Device know it must also use the context
   backwards?



   TODO: how does one know that the "payload" of a compressed-header
   packet is in fact another compressed header?




5. Traceroute

   The traceroute6 program sends successive probe packets destined to a
   chosen target but with the Hop Limit value successively incremented
   from the initial value 1.



   It expects to receive a "Time Exceeded" (Type = 3) "Hop Limit" (Code
   = 0) ICMPv6 error message back from the successive routers along the
   path to the destination.



   The probe packet is usually a UDP datagram, but can also be a TCP
   datagram or even an ICMPv6 message.  The destination port is chosen
   in the unassigned range in hope that the destination, when eventually
   reached, will respond with a "Destination Unreachable" (Type = 1)
   "Port Unreachable" (Code = 4) ICMPv6 error message.



   It is not anticipated that a Device will want to traceroute a
   destination on the Internet.



   By contrast, a host on the Internet may attempt to traceroute an IPv6
   address that is assigned to an LPWAN device.  This is described in
   Figure 8.



Device       NGW     core SCHC C/D                 Internet

  |           |            | Hop Limit=1, Dest Port=XXX |
  |           |            |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|
  |           |            |                            |
  |           |            |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|
  |           |            |   ICMPv6 Hop Limit error   |
  |           |            |                            |
  |           |            |                            |
  |           |            | Hop Limit=2, Dest Port=XXX |
  |           |            |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|
  |           |            |                            |
  |           |            |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|
  |           |            |  ICMPv6 Port Unreachable   |





            Figure 8: Example of traceroute to the LPWAN Device



   When the probe packet first reaches the core SCHC C/D, its remaining
   Hop Limit is 1.  The core SCHC C/D will respond back with a "Time
   Exceeded" (Type = 3) "Hop Limit" (Code = 0) ICMPv6 error message.
   Later on, when the probe packet reaches the code SCHC C/D with a Hop
   Limit value of 2, the core SCHC C/D will, as explained in
   Section 4.3, answer back with a "Destination Unreachable" (Type = 1)
   "Port Unreachable" (Code = 4) ICMPv6 error message.  This is what the
   traceroute6 command expects.  Therefore, the traceroute6 command will
   work with LPWAN IPv6 destinations, except for the time displayed for
   the destination, which is actually the time to its proxy.



   However, if the probe packet happens to hit a port that matches a
   SCHC rule for that Device, the packet will be compressed with this
   rule and sent over the LPWAN, which is unfortunate.  Forwarding of
   packets to the Device over the LPWAN should only be done from
   authenticated/trusted sources anyway.  Rate-limitation on top of
   authentication will mitigate this nuisance.




6. Security considerations

   TODO




7. IANA Considerations

   TODO
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Abstract

   Service function chaining (SFC) allows the instantiation of an
   ordered set of service functions and subsequent "steering" of traffic
   through them.  In order to set up and maintain SFC instances, a
   control plane is required, which typically is centralized.  In
   certain environments, such as fog computing ones, such centralized
   control might not be feasible, calling for distributed SFC control
   solutions.  This document specifies Mobile IPv6 extensions to enable
   function migration in SFC.
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1. Introduction

   Virtualization of functions provides operators with tools to deploy
   new services much faster, as compared to the traditional use of
   monolithic and tightly integrated dedicated machinery.  As a natural
   next step, mobile network operators need to re-think how to evolve
   their existing network infrastructures and how to deploy new ones to
   address the challenges posed by the increasing customers' demands, as
   well as by the huge competition among operators.  All these changes
   are triggering the need for a modification in the way operators and
   infrastructure providers operate their networks, as they need to
   significantly reduce the costs incurred in deploying a new service
   and operating it.  Some of the mechanisms that are being considered
   and already adopted by operators include: sharing of network
   infrastructure to reduce costs, virtualization of core servers
   running in data centers as a way of supporting their load-aware
   elastic dimensioning, and dynamic energy policies to reduce the
   monthly electricity bill.  However, this has proved to be tough to
   put in practice, and not enough.  Indeed, it is not easy to deploy
   new mechanisms in a running operational network due to the high
   dependency on proprietary (and sometime obscure) protocols and
   interfaces, which are complex to manage and often require configuring
   multiple devices in a decentralized way.



   Service Functions are widely deployed and essential in many networks.
   These Service Functions provide a range of features such as security,
   WAN acceleration, and server load balancing.  Service Functions may
   be instantiated at different points in the network infrastructure
   such as data center, the WAN, the RAN, and even on mobile nodes.



   Service functions (SFs), also referred to as VNFs, or just functions,
   are hosted on compute, storage and networking resources.  The hosting
   environment of a function is called Service Function Provider or
   NFVI-PoP (using ETSI NFV terminology).



   Services are typically formed as a composition of SFs (VNFs), with
   each SF providing a specific function of the whole service.  Services
   also referred to as Network Services (NS), according to ETSI
   terminology.



   With the arrival of virtualization, the deployment model for service
   function is evolving to one where the traffic is steered through the
   functions wherever they are deployed (functions do not need to be
   deployed in the traffic path anymore).  For a given service, the
   abstracted view of the required service functions and the order in
   which they are to be applied is called a Service Function Chain
   (SFC).  An SFC is instantiated through selection of specific service
   function instances on specific network nodes to form a service graph:
   this is called a Service Function Path (SFP).  The service functions
   may be applied at any layer within the network protocol stack
   (network layer, transport layer, application layer, etc.).



   The concept of fog computing has emerged driven by the Internet of
   Things (IoT) due to the need of handling the data generated from the
   end-user devices.  The term fog is referred to any networked
   computational resource in the continuum between things and cloud.  A
   fog node may therefore be an infrastructure network node such as an
   eNodeB or gNodeB, an edge server, a customer premises equipment
   (CPE), or even a user equipment (UE) terminal node such as a laptop,
   a smartphone, or a computing unit on-board a vehicle, robot or drone.



   In fog computing, the functions composing an SFC are hosted on
   resources that are inherently heterogeneous, volatile and mobile
   [I-D.bernardos-sfc-fog-ran].  This means that resources might appear
   and disappear, and the connectivity characteristics between these
   resources may also change dynamically.  These scenarios call for
   distributed SFC control solutions, where there are SFC pseudo
   controllers, enabling autonomous SFC self-orchestration capabilities.
   The concept of SFC pseudo controller (P-CTRL) is described in
   [I-D.bernardos-sfc-distributed-control], as well different procedures
   for their discovery and initialization.



   This document specifies Mobile IPv6 extensions to enable function
   migration in SFC.




2. Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119].



   The following terms used in this document are defined by the IETF in
   [RFC7665]:



      Service Function (SF): a function that is responsible for specific
      treatment of received packets (e.g., firewall, load balancer).



      Service Function Chain (SFC): for a given service, the abstracted
      view of the required service functions and the order in which they
      are to be applied.  This is somehow equivalent to the Network
      Function Forwarding Graph (NF-FG) at ETSI.



      Service Function Forwarder (SFF): A service function forwarder is
      responsible for forwarding traffic to one or more connected
      service functions according to information carried in the SFC
      encapsulation, as well as handling traffic coming back from the
      SF.



      SFI: SF instance.



      Service Function Path (SFP): the selection of specific service
      function instances on specific network nodes to form a service
      graph through which an SFC is instantiated.



   The following terms are used in this document:



      SFC Pseudo Controller (P-CTRL): logical entity
      [I-D.bernardos-sfc-distributed-control], complementing the SFC
      controller/orchestrator found in current architectures and
      deployments.  It is service specific, meaning that it is defined
      and meaningful in the context of a given network service.
      Compared to existing SFC controllers/orchestrators, which manage
      multiple SFCs instantiated over a common infrastructure, pseudo
      controllers are constrained to service specific lifecycle
      management.



      SFC Central Controller (C-CTRL): central control plane logical
      entity in charge of configuring and managing the SFC components
      [RFC7665].




3. Function mobility signaling extending Mobile IPv6

   This section describes Mobile IPv6 (MIPv6) extensions to perform
   function migration/mobility.  This is an example of NS lifecycle
   management operation: the update of the location of a given function.
   We refer to this as function mobility, though it might involve or not
   the actual migration of the function.



+‑‑‑‑‑‑‑‑‑+  +‑‑‑‑+  +‑‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑‑+   +‑‑‑‑‑‑+
| node A  |  | C  |  | node B  | | node D  | |   3GPP   |   | SFC  |
|P‑CTRL F1|  | F3 |  |P‑CTRL F2| |P‑CTRL F3| |ctrl plane|   |C‑CTRL|
+‑‑+‑‑‑‑+‑+  +‑‑‑‑+  +‑‑+‑‑‑‑+‑+ +‑‑+‑‑‑‑+‑+ +‑‑‑‑‑‑‑‑‑‑+   +‑‑‑‑‑‑+
   |    |       |       |    |      |    |         |            |
   |  F1@A<‑>F2@B<‑>F3@D SFC network service       |            |
   |    |<‑.‑.‑.‑.‑.‑.‑.‑.‑.>|<‑.‑.‑.‑.‑>|         |            |
   |    |       |       |    |      |    |         |            |
   |    |       |    Node B moves out of           |            |
   |    |       |   the coverage of node D         |            |
   |    |       |       |    |      |    |         |            |
   | 0. Service specific OAM monitoring  |         |            |
   |<‑.>|<‑.‑.‑>|<‑.‑.‑.‑.‑.>|      |    |         |            |
   |<‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑>|            |
   |    |       |       |    |      |    |         |            |
 P‑CTRL@A detects D disconnection   |    |         |            |
and decides to place F3 at node C   |    |         |            |
   |    |       |       |    |      |    |         |            |
   | 1a. SPU[NS_ID,(F3,C)]   |      |    |         |            |
   |‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.>|      |    |         |            |
   |          1b. SPA[NS_ID] |      |    |         |            |
   |<‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.|      |    |         |            |
   | 1c. SPU[NS_ID,(F3,C),(F2,B),(F1,A)] |         |            |
   |‑.‑.‑.‑.‑.‑>|       |    |      |    |         |            |
   | 1d. SPA[NS_ID]     |    |      |    |         |            |
   |<‑.‑.‑.‑.‑.‑|       |    |      |    |         |            |
   |    |       |       |    |      |    |         |            |
   | 2. Updated F1@A<‑>F2@B<‑>F3@C SFC network service          |
   |    |<‑.‑.‑.‑.‑.‑.‑.‑.‑.>|      |    |         |            |
   |    |       |<‑.‑.‑.‑.‑.>|      |    |         |            |
   |    |       |       |    |      |    |         |            |
   |  3a. SPU[NS_ID,(F3,C),(F2,B),(F1,A)]          |            |
   |‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑>|
   |    |       |       |    |      |    |       3b. SPA[NS_ID] |
   |<‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑|
   |  3c. SPU[NS_ID,(F3,C)]  |      |    |         |            |
   |‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.>|         |            |
   |    |       |       | 3d. SPA[NS_ID] |         |            |
   |<‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑.‑|
   |    |       |       |    |      |    |         |            |



                     Figure 1: SFC mobility signaling



   We next describe the signaling extensions with an example.  For the
   sake of this example we assume that the function which location is
   updated is already available at the new target node (if not, it has
   to be previously migrated using any of the solutions available in the
   state-of-the-art).  The different steps are described next:



   o  (The network service F1--F2--F3 is already instantiated and
      running.  The only SFC P-CTRL active at this point is running at
      node A, and there is a candidate one at node B.)



   o  UE node B is moving out of the coverage of gNB node D.



   1.  This movement is detected by the active (designated) pseudo
       controller running at node A, thanks to local (service specific
       OAM) monitoring.



   2.  The active pseudo controller sends mobility signaling to all
       affected nodes, in this case node B (it has to update the network
       service path due to the F3 location update) and node C (as it
       starts being part of the SFC, hosting F3).  The signaling
       messages are new mobility messages: Service Path Update (SPU) and
       Service Path Acknowledgement (SPA), which contain: (i) the
       identifier of the network service (NS_ID), and (ii) the updated
       elements of the network service path: (ID, updated location).
       The SPA acknowledges that the procedure has been performed
       correctly.



   3.  The network service F1--F2--F3 is updated so it now runs at A, B
       and C.



   4.  Whenever connectivity with nodes D and the centralized SFC
       controller is back, the pseudo controller also informs about the
       updated SFC path, sending SPU messages, which are acknowledged
       with SPA messages.



   Note that this is an example of NS lifecycle management (function
   mobility) by a SFC pseudo controller, but that other operations are
   also possible, such as (non-limiting examples): scaling up/down,
   scaling in/out, termination, etc.




4. Mobile IPv6 extensions for SFC function mobility


4.1. Service Path Update

   The Service Path Update (SPU) message is used by a CTRL to notify
   nodes in an SFC (e.g., SFF) of an update of the service path.



   The Service Path Update uses the MH Type value TBD.  When this value
   is indicated in the MH Type field, the format of the Message Data
   field in the Mobility Header is as follows:



   0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
                                +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
                                |          Sequence #           |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|A|           Reserved          |           Lifetime            |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
.                                                               .
.                        Mobility Options                       .
.                                                               .
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   Sequence #



      A 16-bit unsigned integer used by the receiving node to sequence
      Binding Updates and by the sending node to match a returned
      Service Path Acknowledgement with this Service Path Update.



   Acknowledge (A)



      The Acknowledge (A) bit is set by the sending mobile node to
      request a Service Path Acknowledgement be returned upon receipt of
      the Service Path Update.



   Reserved



      This field is unused for now.  The value MUST be initialized to 0
      by the sender and MUST be ignored by the receiver.



   Lifetime



      16-bit unsigned integer.  The number of time units remaining
      before the service path MUST be considered expired.  A value of
      zero indicates that the Service Path MUST be deleted.  A value of
      0xFFFF indicates an infinite lifetime for the Service Path.  One
      time unit is 4 seconds.



   Mobility Options



      Variable-length field of such length that the complete Mobility
      Header is an integer multiple of 8 octets long.  This field
      contains zero or more TLV-encoded mobility options.  The receiver
      MUST ignore and skip any options that it does not understand.



      The following options are valid in a Service Path Update:



         Network Service ID.



         SFC node.




4.2. Service Path Acknowledgement

   The Service Path Acknowledgement (SPA) message is used by a CTRL to
   acknowledge a received SPU.



   The Service Path Acknowledge uses the MH Type value TBD.  When this
   value is indicated in the MH Type field, the format of the Message
   Data field in the Mobility Header is as follows:



   0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
                                +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
                                |          Sequence #           |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|            Reserved           |           Lifetime            |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
.                                                               .
.                        Mobility Options                       .
.                                                               .
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   Sequence #



      A 16-bit unsigned integer used to match the returned Service Path
      Acknowledgement with the Service Path Update.



   Reserved



      This field is unused for now.  The value MUST be initialized to 0
      by the sender and MUST be ignored by the receiver.



   Lifetime



      16-bit unsigned integer.  The number of time units remaining
      before the service path MUST be considered expired.  A value of
      zero indicates that the Service Path MUST be deleted.  A value of
      0xFFFF indicates an infinite lifetime for the Service Path.  One
      time unit is 4 seconds.



   Mobility Options



      Variable-length field of such length that the complete Mobility
      Header is an integer multiple of 8 octets long.  This field
      contains zero or more TLV-encoded mobility options.  The receiver
      MUST ignore and skip any options that it does not understand.



      The following options are valid in a Service Path Acknowledgement:



         Network Service ID.




4.3. New Mobility options


4.3.1. Network Service ID

   The Network Service ID option has the following format:



   0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
                                +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
                                |   Type = TBA  | Option Length |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|          Service Path Identifier (SPI)        | Service Index |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
+                                                               +
|                                                               |
+                      Network Service ID                       +
|                                                               |
+                                                               +
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   Option Type



      TBA by IANA.



   Option Length



      8-bit unsigned integer.  Length of the option, in octets,
      excluding the Option Type and Option Length fields.



   Service Path Identifier (SPI)



      Uniquely identifies a Service Function Path (SFP).  Participating
      nodes MUST use this identifier for SFP selection.  The initial
      Classifier MUST set the appropriate SPI for a given classification
      result.



   Service Index (SI)



      Provides location within the SFP.



   Network Service ID



      Variable length field that identifies the network service.




4.3.2. SFC node

   The SFC node option has the following format:



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
                                +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
                                |   Type = TBA  | Option Length |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|      Function ID Length       |        Node ID Length         |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
+                                                               +
|                                                               |
+                         Function ID                           +
|                                                               |
+                                                               +
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
+                                                               +
|                                                               |
+                           Node ID                             +
|                                                               |
+                                                               +
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   Option Type



      TBA by IANA.



   Option Length



      8-bit unsigned integer.  Length of the option, in octets,
      excluding the Option Type and Option Length fields.



   Function ID Length



      8-bit unsigned integer.  Length of the Function ID field, in
      octets.



   Node ID Length



      8-bit unsigned integer.  Length of the Node ID field, in octets.



   Function ID



      Variable length field that identifies the function.



   Node ID



      Variable length field that identifies the node.



   There might be multiple SFC node options in a Service Function Update
   message, following the options the same order of the SFC/NS.




5. IANA Considerations

   TBD.




6. Security Considerations

   TBD.
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Abstract

   Virtualized resources do not need to be limited to those available in
   traditional data centers, where the infrastructure is stable, static,
   typically homogeneous and managed by a single admin entity.
   Computational capabilities are becoming more and more ubiquitous,
   with terminal devices getting extremely powerful, as well as other
   types of devices that are close to the end users at the edge (e.g.,
   vehicular onboard devices for infotainment, micro data centers
   deployed at the edge, etc.).  It is envisioned that these devices
   would be able to offer storage, computing and networking resources to
   nearby network infrastructure, devices and things (the fog paradigm).
   These resources can be used to host functions, for example to
   offload/complement other resources available at traditional data
   centers, but also to reduce the end-to-end latency or to provide
   access to specialized information (e.g., context available at the
   edge) or hardware.



   This document describes mechanisms allowing dynamic discovery of
   virtualization resources and orchestrators in IPv6-based networks.
   In the current version, mechanisms based on piggybacking options on
   IPv6 neighbor discovery are explored.  New IPv6 neighbor discovery
   options are defined.  Additional mechanisms will be explored in
   future releases of this document.
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1. Introduction

   The telecommunications sector is experiencing a major revolution that
   will shape the way networks and services are designed and deployed
   for the next decade.  We are witnessing an explosion in the number of
   applications and services demanded by users, which are now really
   capable of accessing them on the move.  In order to cope with such a
   demand, some network operators are looking at the cloud computing
   paradigm, which enables a potential reduction of the overall costs by
   outsourcing communication services from specific hardware in the
   operator's core to server farms scattered in data centers.  These
   services have different characteristics if compared with conventional
   IT services that have to be taken into account in this cloudification
   process.  Also the transport network is affected in that it is
   evolving to a more sophisticated form of IP architecture with trends
   like separation of control and data plane traffic, and more fine-
   grained forwarding of packets (beyond looking at the destination IP
   address) in the network to fulfill new business and service goals.



   Virtualization of functions also provides operators with tools to
   deploy new services much faster, as compared to the traditional use
   of monolithic and tightly integrated dedicated machinery.  As a
   natural next step, mobile network operators need to re-think how to
   evolve their existing network infrastructures and how to deploy new
   ones to address the challenges posed by the increasing customers'
   demands, as well as by the huge competition among operators.  All
   these changes are triggering the need for a modification in the way
   operators and infrastructure providers operate their networks, as
   they need to significantly reduce the costs incurred in deploying a
   new service and operating it.  Some of the mechanisms that are being
   considered and already adopted by operators include: sharing of
   network infrastructure to reduce costs, virtualization of core
   servers running in data centers as a way of supporting their load-
   aware elastic dimensioning, and dynamic energy policies to reduce the
   monthly electricity bill.  However, this has proved to be tough to
   put in practice, and not enough.  Indeed, it is not easy to deploy
   new mechanisms in a running operational network due to the high
   dependency on proprietary (and sometime obscure) protocols and
   interfaces, which are complex to manage and often require configuring
   multiple devices in a decentralized way.



   Network function virtualization (NFV) [etsi_nfv_whitepaper] and
   software defined networking (SDN) [onf_sdn_architecture] are changing
   the way the telecommunications sector will deploy, extend and operate
   their networks.  The ETSI NFV Industry Specification Group (ISG) is
   developing the baseline NFV architecture, under some assumptions to
   make this development easier.  One of these assumptions is that the
   resources used to run the virtualized functions are well known in
   advance by the management and orchestration entities, as well as
   stable.  This document goes beyond this assumption [RFC8568], by
   describing mechanisms allowing dynamic discovery of virtualization
   resources and orchestrators in IPv6-based networks.  Note that future
   evolutions of mobile networks beyond 5G already hint the extension of
   the network towards the edge, including end-user devices, making the
   need of dynamic resource discovery even more relevant.




2. Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119].



   While [RFC2119] describes interpretations of these key words in terms
   of protocol specifications and implementations, they are used in this
   document to describe requirements for the SFC mechanisms to
   efficiently enable fog RAN.



   The following terms used in this document are defined by the ETSI NFV
   ISG, the ONF and the IETF:



      NFV Infrastructure (NFVI): totality of all hardware and software
      components which build up the environment in which VNFs are
      deployed



      NFV Management and Orchestration (NFV-MANO): functions
      collectively provided by NFVO, VNFM, and VIM.



      NFV Orchestrator (NFVO): functional block that manages the Network
      Service (NS) lifecycle and coordinates the management of NS
      lifecycle, VNF lifecycle (supported by the VNFM) and NFVI
      resources (supported by the VIM) to ensure an optimized allocation
      of the necessary resources and connectivity.



      Virtualized Infrastructure Manager (VIM): functional block that is
      responsible for controlling and managing the NFVI compute, storage
      and network resources, usually within one operator's
      Infrastructure Domain.



      Virtualized Network Function (VNF): implementation of a Network
      Function that can be deployed on a Network Function Virtualisation
      Infrastructure (NFVI).



      Virtualized Network Function Manager (VNFM): functional block that
      is responsible for the lifecycle management of VNF.




3. Network Function Virtualization

   The ETSI ISG NFV is a working group which, since 2012, aims to evolve
   quasi-standard IT virtualization technology to consolidate many
   network equipment types into industry standard high volume servers,
   switches, and storage.  It enables implementing network functions in
   software that can run on a range of industry standard server hardware
   and can be moved to, or loaded in, various locations in the network
   as required, without the need to install new equipment.  The ETSI NFV
   is one of the predominant NFV reference framework and architectural
   footprints [nfv_sota_research_challenges].  The ETSI NFV framework
   architecture framework is composed of three domains (Figure 1):



   o  Virtualized Network Function, running over the NFVI.



   o  NFV Infrastructure (NFVI), including the diversity of physical
      resources and how these can be virtualized.  NFVI supports the
      execution of the VNFs.



   o  NFV Management and Orchestration, which covers the orchestration
      and life-cycle management of physical and/or software resources
      that support the infrastructure virtualization, and the life-cycle
      management of VNFs.  NFV Management and Orchestration focuses on
      all virtualization specific management tasks necessary in the NFV
      framework.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|   Virtualized Network Functions (VNFs)    |  |               |
|  ‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑    |  |               |
|  |     |   |     |   |     |   |     |    |  |               |
|  | VNF |   | VNF |   | VNF |   | VNF |    |  |               |
|  |     |   |     |   |     |   |     |    |  |               |
|  ‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑    |  |               |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  |               |
                                               |               |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  |               |
|         NFV Infrastructure (NFVI)         |  |      NFV      |
| ‑‑‑‑‑‑‑‑‑‑‑    ‑‑‑‑‑‑‑‑‑‑‑    ‑‑‑‑‑‑‑‑‑‑‑ |  |  Management   |
| | Virtual |    | Virtual |    | Virtual | |  |      and      |
| | Compute |    | Storage |    | Network | |  | Orchestration |
| ‑‑‑‑‑‑‑‑‑‑‑    ‑‑‑‑‑‑‑‑‑‑‑    ‑‑‑‑‑‑‑‑‑‑‑ |  |               |
| +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ |  |               |
| |         Virtualization Layer          | |  |               |
| +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ |  |               |
| +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ |  |               |
| | ‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑ | |  |               |
| | | Compute |  | Storage |  | Network | | |  |               |
| | ‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑ | |  |               |
| |          Hardware resources           | |  |               |
| +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ |  |               |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                       Figure 1: ETSI NFV framework



   The NFV architectural framework identifies functional blocks and the
   main reference points between such blocks.  Some of these are already
   present in current deployments, whilst others might be necessary
   additions in order to support the virtualization process and
   consequent operation.  The functional blocks are (Figure 2):



   o  Virtualized Network Function (VNF).



   o  Element Management (EM).



   o  NFV Infrastructure, including: Hardware and virtualized resources,
      and Virtualization Layer.



   o  Virtualized Infrastructure Manager(s) (VIM).



   o  NFV Orchestrator.



   o  VNF Manager(s).



   o  Service, VNF and Infrastructure Description.



   o  Operations and Business Support Systems (OSS/BSS).



                                               +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  | ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑   |
|                 OSS/BSS                   |  | | NFV          |   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  | | Orchestrator +‑‑ |
                                               | ‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑ | |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  |    |             | |
|  ‑‑‑‑‑‑‑‑‑     ‑‑‑‑‑‑‑‑‑     ‑‑‑‑‑‑‑‑‑    |  |    |             | |
|  | EM 1  |     | EM 2  |     | EM 3  |    |  |    |             | |
|  ‑‑‑‑+‑‑‑‑     ‑‑‑‑+‑‑‑‑     ‑‑‑‑+‑‑‑‑    |  | ‑‑‑+‑‑‑‑‑‑‑‑‑‑   | |
|      |             |             |        |‑‑|‑|    VNF     |   | |
|  ‑‑‑‑+‑‑‑‑     ‑‑‑‑+‑‑‑‑     ‑‑‑‑+‑‑‑‑    |  | | manager(s) |   | |
|  | VNF 1 |     | VNF 2 |     | VNF 3 |    |  | ‑‑‑+‑‑‑‑‑‑‑‑‑‑   | |
|  ‑‑‑‑+‑‑‑‑     ‑‑‑‑+‑‑‑‑     ‑‑‑‑+‑‑‑‑    |  |    |             | |
+‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑+  |    |             | |
       |             |             |           |    |             | |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+  |    |             | |
|         NFV Infrastructure (NFVI)         |  |    |             | |
| ‑‑‑‑‑‑‑‑‑‑‑    ‑‑‑‑‑‑‑‑‑‑‑    ‑‑‑‑‑‑‑‑‑‑‑ |  |    |             | |
| | Virtual |    | Virtual |    | Virtual | |  |    |             | |
| | Compute |    | Storage |    | Network | |  |    |             | |
| ‑‑‑‑‑‑‑‑‑‑‑    ‑‑‑‑‑‑‑‑‑‑‑    ‑‑‑‑‑‑‑‑‑‑‑ |  | ‑‑‑+‑‑‑‑‑‑       | |
| +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ |  | |        |       | |
| |         Virtualization Layer          | |‑‑|‑| VIM(s) +‑‑‑‑‑‑‑‑ |
| +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ |  | |        |         |
| +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ |  | ‑‑‑‑‑‑‑‑‑‑         |
| | ‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑ | |  |                    |
| | | Compute |  | Storage |  | Network | | |  |                    |
| | | hardware|  | hardware|  | hardware| | |  |                    |
| | ‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑ | |  |                    |
| |          Hardware resources           | |  |  NFV Management    |
| +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ |  | and Orchestration  |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                 Figure 2: ETSI NFV reference architecture




4. Fog Virtualization Overview

   Virtualization is invading all domains of the E2E 5G network,
   including the access, as a mean to achieve the necessary flexibility
   in support of the E2E slicing concept.  The ETSI NFV framework is the
   cornerstone for making virtualization such a promising technology
   that can be matured in time for 5G.  Typically, virtualization has
   been mostly envisaged in the core network, where sophisticated data
   centers and clouds provided the right substrate.  And mostly, the
   framework focused on virtualizing network functions, so called VNFs
   (virtualized network functions), which were somewhat limited to
   functions that are delay tolerant, typically from the core and
   aggregation transport.



   As the community has recently been developing the 5G applications and
   their technical requirements, it has become clear that certain
   applications would require very low latency which is extremely
   challenging and stressing for the network to deliver through a pure
   centralized architecture.  The need to provide networking, computing,
   and storage capabilities closer to the users has therefore emerged,
   leading to what is known today as the concept of intelligent edge.
   ETSI has been the first to address this need recently by developing
   the framework of mobile edge computing (MEC).



   Such an intelligent edge could not be envisaged without
   virtualization.  Beyond applications, it raises a clear opportunity
   for networking functions to execute at the edge benefiting from
   inherent low latencies.



   Whilst it is appreciated the particular challenge for the intelligent
   edge concept in dealing with mobile users, the edge virtualization
   substrate has been largely assumed to be fixed or stationary.
   Although little developed, the intelligent edge concept is being
   extended further to scenarios where for example the edge computing
   substrate is on the move, e.g., on-board a car or a train, or that it
   is distributed further down the edge, even integrating resources from
   different stakeholders, into what is known as the fog.  The
   challenges and opportunities for such extensions of the intelligent
   edge remain an exciting area of future research.



   Figure 3 shows a diagram representing the fog virtualization concept.
   The fog is composed by virtual resources on top of heterogeneous
   resources available at the edge and even further in the RAN and end-
   user devices.  These resources are therefore owned by different
   stakeholders who collaboratively form a single hosting environment
   for the VNFs to run.  As an example, virtual resources provided to
   the fog might be running on eNBs, APs, at micro data centers deployed
   in shopping malls, cars, trains, etc.  The fog is connected to data
   centers deeper into the network architecture (at the edge ir the
   core).  On the top part of the figure, an example of user and control
   plane VNFs is shown.  User plane VNFs are represented as "fx", and
   control ones as "ctrlx".  Depending on the functionality implemented
   by these VNFs and the service requirements, these VNFs would be
   mapped (i.e., instantiated) differently to the physical resouces (as
   described in [I-D.aranda-sfc-dp-mobile]).



         ‑‑‑‑‑‑‑‑                        ‑‑‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑
control  | ctr1 |........................| ctrl2 |...| ctrl3 |
plane    ‑‑‑‑‑‑‑‑                        ‑‑‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑
‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑
                             ‑‑‑‑‑‑         ‑‑‑‑‑‑     ‑‑‑‑‑‑
                            .| f3 |.........| f5 |.....| f6 |
       ‑‑‑‑‑‑       ‑‑‑‑‑‑ . ‑‑‑‑‑‑         ‑‑‑‑‑‑     ‑‑‑‑‑‑
 user  | f1 |.......| f2 |.                    .
plane  ‑‑‑‑‑‑       ‑‑‑‑‑‑ . ‑‑‑‑‑‑            .
                            .| f4 |.............
                             ‑‑‑‑‑‑
‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑ ‑
      +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
      | ‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑  |  |      ‑‑‑‑‑‑‑‑‑‑   |
      | |     |   |      |   |      |  |  |    ‑‑‑‑‑‑‑‑‑‑ |   |
      | | @UE |   | @car |   | @eNB |  |  |  ‑‑‑‑‑‑‑‑‑‑ | |   |
      | ‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑  |  |  |  Data  | | |   |
      |                                |  |  | Center | | ‑   |
      | ‑‑‑‑‑‑‑‑ Heterogeneous ‑‑‑‑‑‑‑ |  |  |  (DC)  |‑      |
 phy  | |      |   computing   |     | |  |  ‑‑‑‑‑‑‑‑‑‑       |
infra | |@train|    devices    | @AP | |==|      ‑‑‑‑‑‑‑‑‑‑   |
      | ‑‑‑‑‑‑‑‑    forming    ‑‑‑‑‑‑‑ |  |    ‑‑‑‑‑‑‑‑‑‑ |   |
      |             the fog            |  |  ‑‑‑‑‑‑‑‑‑‑ | |   |
      | ‑‑‑‑‑‑‑‑‑        ‑‑‑‑‑‑‑‑‑‑‑‑  |  |  |  Data  | | |   |
      | |       |        |          |  |  |  | Center | | ‑   |
      | | @mall |        | @localDC |  |  |  |  (DC)  |‑      |
      | ‑‑‑‑‑‑‑‑‑        ‑‑‑‑‑‑‑‑‑‑‑‑  |  |  ‑‑‑‑‑‑‑‑‑‑       |
      |              FOG               |  |       CLOUD       |
      +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
      <‑‑‑‑‑‑‑‑‑ fog and edge ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>
                                  <‑‑‑ edge & central cloud ‑‑‑>



                       Figure 3: Fog virtualization




5. Problem statemement

   Virtualized resources do not need to be limited to those available in
   traditional data centers, where the infrastructure is stable, static,
   typically homogeneous and managed by a single admin entity.
   Computational capabilities are becoming more and more ubiquitous,
   with terminal devices getting extremely powerful, as well as other
   types of devices that are close to the end users at the edge (e.g.,
   vehicular onboard devices for infotainment, micro data centers
   deployed at the edge, etc.).  It is envisioned that these devices
   would be able to offer storage, computing and networking resources to
   nearby network infrastructure, devices and things (the fog paradigm).
   These resources can be used to host functions, for example to
   offload/complement other resources available at traditional data
   centers, but also to reduce the end-to-end latency or to provide
   access to specialized information (e.g., context available at the
   edge) or hardware.



   In this draft, we consider that a mobile terminal may: (i) provide
   resources for others to be used, by integrating them into an existing
   virtualization infrastructure (either fixed or mobile); and/or (ii)
   consume resources offered by others, by integrating them into the set
   of resources under the management of the given mobile terminal.  WE
   look at how to enable virtualization infrastructures to dynamically
   integrate resources that are mobile and volatile (because either the
   terminal hosting the resources is mobile/volatile or the terminal
   controlling them is mobile/volatile).  Since the fog resources are
   volatile, i.e. may dynamically appear and disappear, and may be
   mobile, i.e. may move from one place to another, mechanisms to
   discover and advertise virtualized fog resources are required.



   Taking the ETSI NFV architecture (see Section 3) as a baseline for
   the virtualization of the fog nodes, the discovery of a
   virtualization resource can be done either through (i) the discovery
   of NFVI from a VIM; or through (ii) the discovery of VIMs and
   associated NFVI from an NFVO.  In this draft, we focus on the
   alternative (ii), that is, the discovery of the VIMs and NFVI1 from
   an NFVO.  Both mobile VIM+NFVI, and mobile NFVO are in the scope of
   the document.



   The relationship between an NFVO and the resources it is capable to
   orchestrate through a VIM is statically defined according to the
   current ETSI NFV specifications [etsi_nfv_002] [etsi_nfv_ifa_005].
   The interface Or-Vi (between NFVO and VIM) [etsi_nfv_ifa_005] does
   not include any discovery and automatic registration of (mobile) VIMs
   from a (mobile) NFVO.  Therefore, currently there is no standardized
   mechanism defined for such a discovery and registration specified by
   ETSI or any other SDO.  This is the gap addressed by this draft.



   We cover two different scenarios:



   o  A mobile terminal (hosting mobile resources) joins a network where
      there is an existing virtualization infrastructure.  The mobile
      terminal hosts both some kind of NFVI (resources) plus a VIM (in
      charge of managing those resources and providing an appropriate
      interfaces for others to use and control them).



   o  A mobile terminal (looking for available resources) joins a
      network where there are virtualization resources available.  The
      mobile terminal hosts a NFVO, capable of integrating and
      controlling others' virtual resources.




6. Advertisement and discovery of mobile resources (VIM+NFVI)

   This document describes IPv6 extensions to allow discovery of
   virtualization resources, in the form of a VIM + associated NFVI.
   Examples of scenarios where this is useful are shown in Figure 4 and
   Figure 5, including also a high-level view of the solution.



                                                __
              ___________                     _(  )_
‑‑‑‑‑‑‑‑‑‑  _(           )_    ‑‑‑‑‑‑‑‑‑‑‑  _(      )_
| device |‑(_  VIM‑‑NFVI  _)   | network |‑(_  NFVO  _)
‑‑‑‑‑‑‑‑‑‑   (___________)     ‑‑‑‑‑‑‑‑‑‑‑   (_    _)
    |                               |          (__)
   XXX (1. attachment)              |
    |                               |
    +‑‑‑2. Advertisement‑‑‑‑‑‑‑‑‑‑‑>|
    |                               |
    |<......(3. VIM Registration)..>|
    |                               |



                     Figure 4: VIM+NFVI advertisement



   Figure 4 shows an scenario in which a mobile device with available
   resources (NFVI, and associated VIM) attaches to a network (step 1).
   Then, it advertises (step 2) that it has virtualization resources
   (and their characteristics, such as the type of VIM) that could be
   eventually used.  An NFVO sitting in the network can then decide to
   register the VIM for later use (step 3).  This document specifies
   some options for step 2 based on IP signaling.  Step 3 is
   implementation dependent and very much VIM-NFVO specific.



   Similarly, Figure 5 shows a scenario with a mobile NFVO.  A mobile
   device with an embedded NFVO attaches to a network (step 1).  Then,
   it queries the network (step 2) to learn if there are virtualization
   resources available.  If so, the network conveys that information
   (step 3).  The NFVO can then decide to register the VIM for later use
   (step 4).  This document specifies some options for steps 2 and 3
   based on IP signaling.  Step 4 is implementation dependent and very
   much VIM-NFVO specific.



                                                  ___________
                                                _(           )_
                ______                        _(      +‑NFVI   )_
‑‑‑‑‑‑‑‑‑‑‑‑  _(      )_       ‑‑‑‑‑‑‑‑‑‑‑  _(       /           )_
| terminal |‑(_  NFVO  _)      | network |‑(_  VIM(s)‑‑‑NFVI      _)
‑‑‑‑‑‑‑‑‑‑‑‑   (______)        ‑‑‑‑‑‑‑‑‑‑‑   (_      \          _)
    |                               |          (_     +‑NFVI  _)
   XXX (1. attachment)              |            (___________)
    |                               |
    +‑‑‑2. Request‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|
    |                               |
    |<‑‑‑‑‑‑‑‑‑‑‑3. Advertisement‑‑‑|
    |                               |
    |<..(4. VIM Registration)......>|
    |                               |



                       Figure 5: VIM+NFVI discovery




6.1. IPv6 ND-based discovery

   This section describes a solution based on IPv6 Neighbor Discovery
   [RFC4861].  The solution is based on defining a new set of options to
   convey information about available virtualization resources,
   including optional attributes.  In such a way, it is possible to
   discover VIM+NFVI resources available at:



   o  A mobile device connecting to the network, such as a smartphone or
      a device embedded in a vehicle.  This device might have some
      available resources that other mobile devices, or the network
      infrastructure can opportunistically use.



   o  The network infrastructure, e.g., at the edge, like micro-data
      centers deployed at the very edge of the network.  Mobile devices
      can use these available resources to computationally offload some
      tasks that require low latency and/or information that is only
      available at the edge (such as radio related information).



   The discovery of available resources (VIM+NFVI) is based on a
   combination of proactive and reactive advertisement.  IPv6 Neighbor
   Discovery (ND) [RFC4861] is a very good approach to convey this
   information as, (i) it is widely deployed, (ii) it is very
   lightweight and easy to implement, (iii) it allows dynamic updates
   due to network topology updates (e.g., a device connecting/
   disconnecting from a network), and (iv) it is independent on the
   network access technology.



   The basic operation of ND-based VIM+NFVI discovery consists in the
   advertisement of virtual resources in IPv6 ND messages from the
   device hosting those virtual resources.  This can be done, for
   example by a mobile host sending unsolicited Neighbor Advertisement
   (NA) messages (or in response to a Neighbor Solicitation, NS)
   including the new VIM+NFVI options -- as shown in Figure 6 -- or even
   including them in Router Solicitations.  Another example would be the
   network infrastructure advertising available resources by including
   VIM+NFVI options in Router Advertisement (RA) or Neighbor
   Advertisement messages -- as shown in Figure 7.



                                                __
              ___________                     _(  )_
‑‑‑‑‑‑‑‑‑‑  _(           )_    ‑‑‑‑‑‑‑‑‑‑‑  _(      )_
| device |‑(_  VIM‑‑NFVI  _)   | network |‑(_  NFVO  _)
‑‑‑‑‑‑‑‑‑‑   (___________)     ‑‑‑‑‑‑‑‑‑‑‑   (_    _)
    |                               |          (__)
    +‑‑Unsolicited Neigh. Advert.‑‑>|
    |  (incld. VIM+NFVI opt.)       |
    |                               |



      Figure 6: Example of VIM+NFVI advertisement via unsolicited NA



                                                  ___________
                                                _(           )_
                ______                        _(      +‑NFVI   )_
‑‑‑‑‑‑‑‑‑‑‑‑  _(      )_       ‑‑‑‑‑‑‑‑‑‑‑  _(       /           )_
| terminal |‑(_  NFVO  _)      | network |‑(_  VIM(s)‑‑‑NFVI      _)
‑‑‑‑‑‑‑‑‑‑‑‑   (______)        ‑‑‑‑‑‑‑‑‑‑‑   (_      \          _)
    |                               |          (_     +‑NFVI  _)
    |<‑‑‑‑‑‑‑‑Router Advertisement‑‑+            (___________)
    |        (incld. VIM+NFVI opt.) |
    |                               |



            Figure 7: Example of VIM+NFVI advertisement via RA




6.2. VIM+NFVI options

   New ND VIM+NFVI options are defined to be used with Neigbor
   Solicitation, Neighbor Advertisement, Router Solicitation and Router
   Advertisement options.  The presence of any of these options is used
   to signal the availability of VIM+NFVI.  These options are used to
   convey information of associated attributes, like:



   o  Available Virtualized Compute Resources.



   o  Available Virtualized Storage Resources.



   o  Available Virtualized Networking Resources.



   o  Type of virtualization e.g., full virtualization, para
      virtualization, hybrid virtualization.



   o  Available hypervisor e.g., bare metal or hosted hypervisor.



   o  Supported virtual machine images or container format.



   o  Power profile, e.g., battery or mains powered, battery capacity,
      charge status, etc.



   o  Volatility profile, e.g., expected availability.



   o  Type of VIM and version.



   o  Protocol APIs supported by the VIM.



   o  URI of the VIM.



   The format of these options is described next.  Note that this list
   is just an example and that additional options could be added.




6.2.1. Available Virtualized Compute Resources

   The format of this option is shown below.  This option should be
   padded when necessary to ensure that they end on their natural 64-bit
   boundaries, as specified in [RFC4861].



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   Type        |    Length     |N|        Reserved0            |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|    cpuArch    | numVirtualCpu |       virtualCpuClock         |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  accelCapab   | vCpuOP| vMemOP|        virtualMemSize         |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                           Reserved1                           |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   Type



      To be assigned by IANA.



   Length



      2



   N



      1-bit NUMA supported flag.  When set, indicates that the memory
      allocation can be cognisant of the relevant process/core
      allocation.



   Reserved0



      This field is unused for now.  The value MUST be initialized to 0
      by the sender and MUST be ignored by the receiver.



   cpuArch



      8-bit identifier indicating the type CPU architecture type.
      Examples are: 1 (x86), 2 (ARM).



   numVirtualCpu



      8-bit unsigned integer.  Indicates the number of virtual CPUs.



   virtualCpuClock



      16-bit unsigned integer.  Indicates the Minimum virtual CPU clock
      rate (in MHz).



   accelCapab



      8-bit mask indicating the acceleration capabilities.  Examples
      are: 1 (crypto), 2 (GPU).



   vCpuOP



      8-bit unsigned integer.  Indicates the CPU core oversubscription
      policy, e.g. the relation of virtual CPU cores to physical CPU
      cores/threads.  A value of 0 indicates that no concrete policy is
      defined.



   vMemOP



      8-bit unsigned integer.  Indicates the memory core
      oversubscription policy in terms of virtual memory to physical
      memory on the platform.  A value of 0 indicates that no concrete
      policy is defined.



   Reserved1



      This field is unused for now.  The value MUST be initialized to 0
      by the sender and MUST be ignored by the receiver.




6.2.2. Available Virtualized Storage Resources

   The format of this option is shown below.  This option should be
   padded when necessary to ensure that they end on their natural 64-bit
   boundaries, as specified in [RFC4861].



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   Type        |    Length     |         sizeOfStorage         |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                            Reserved                           |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   Type



      To be assigned by IANA.



   Length



      1



   sizeOfStorage



      16-bit unsigned integer.  Indicates the Size of virtualised
      storage resource (in GB).



   Reserved



      This field is unused for now.  The value MUST be initialized to 0
      by the sender and MUST be ignored by the receiver.




6.2.3. Available Virtualized Networking Resources

   The format of this option is shown below.  This option should be
   padded when necessary to ensure that they end on their natural 64-bit
   boundaries, as specified in [RFC4861].



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   Type        |    Length     |            bandwidth          |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  networkType  |                  Reserved                     |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   Type



      To be assigned by IANA.



   Length



      1



   bandwidth



      16-bit unsigned integer.  Indicates the minimum network bandwidth
      (in Mbps).



   networkType



      8-bit unsigned identifier.  Indicates the type of network that
      maps to the virtualised network.  Examples are: 1 (local), 2
      (vlan), 3 (vxlan), 4(gre).



   Reserved



      This field is unused for now.  The value MUST be initialized to 0
      by the sender and MUST be ignored by the receiver.




6.2.4. Type of virtualization

   The format of this option is shown below.  This option should be
   padded when necessary to ensure that they end on their natural 64-bit
   boundaries, as specified in [RFC4861].



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   Type        |    Length     |   virtType    |   hypervisor  |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                            Reserved                           |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   Type



      To be assigned by IANA.



   Length



      1



   virtType



      8-bit identifier indicating the type of virtualization.  Examples
      are: 1 (full virtualization), 2 (para virtualization), 3 (hybrid
      virtualization).



   hypervisor



      8-bit identifier indicating the type of hypervisor (if
      applicable).  Examples are: 0 (not applicable), 1 (type 1), 2
      (type 2).



   Reserved



      This field is unused for now.  The value MUST be initialized to 0
      by the sender and MUST be ignored by the receiver.




6.2.5. Power profile

   The format of this option is shown below.  This option should be
   padded when necessary to ensure that they end on their natural 64-bit
   boundaries, as specified in [RFC4861].



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   Type        |    Length     |B|C|   BatStat |   Reserved0   |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                            Reserved1                          |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   Type



      To be assigned by IANA.



   Length



      1



   B



      1-bit Battery-powered flag.  When set, indicates that the sending
      device is battery powered.



   C



      1-bit Charging flag.  If the B flag is set to 0, this MUST be set
      to 0.  When set, indicates that the battery is charging.



   BatStat



      6-bit integer indicating the charge of the charge of the Battery.
      If the B flag is set to 0, this MUST be set to 0.  A value of 64
      indicates that the battery is full.



   Reserved0



      This field is unused for now.  The value MUST be initialized to 0
      by the sender and MUST be ignored by the receiver.



   Reserved1



      This field is unused for now.  The value MUST be initialized to 0
      by the sender and MUST be ignored by the receiver.




6.2.6. Volatility profile

   The format of this option is shown below.  This option should be
   padded when necessary to ensure that they end on their natural 64-bit
   boundaries, as specified in [RFC4861].



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   Type        |    Length     |      ExpectedAvailability     |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                            Reserved                           |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   Type



      To be assigned by IANA.



   Length



      1



   ExpectedAvailability



      16-bit integer indicating the expected availability (in units of
      seconds).  This is an estimation from the sender.  How this is set
      is implementation dependent.



   Reserved



      This field is unused for now.  The value MUST be initialized to 0
      by the sender and MUST be ignored by the receiver.




6.2.7. URI of the VIM

   The format of this option is shown below.  This option should be
   padded when necessary to ensure that they end on their natural 64-bit
   boundaries, as specified in [RFC4861].



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   Type        |    Length     |            Reserved           |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                             VimUri                            |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   Type



      To be assigned by IANA.



   Length



      1



   Reserved



      This field is unused for now.  The value MUST be initialized to 0
      by the sender and MUST be ignored by the receiver.



   VimUri



      A variable-length encoded string containing the URI of the VIM.




7. IANA Considerations

   TBD.




8. Security Considerations

   TBD.
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Abstract

   This document defines two new Routing header types.  Collectively,
   they are called the Compact Routing Headers (CRH).  Individually,
   they are called CRH-16 and CRH-32.
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1. Introduction

   IPv6 [RFC8200] source nodes use Routing headers to specify the path
   that a packet takes to its destination.  The IETF has defined several
   Routing header types [IANA-RH].  This document defines two new
   Routing header types.  Collectively, they are called the Compact
   Routing Headers (CRH).  Individually, they are called CRH-16 and CRH-
   32.



   The CRH allows IPv6 source nodes to specify the path that a packet
   takes to its destination.  The CRH:



   o  Can be encoded in relatively few bytes.



   o  Is designed to operate within a network domain.  (See Section 9).



   The following are reasons for encoding the CRH in as few bytes as
   possible:



   o  Many ASIC-based forwarders copy all headers from buffer memory to
      on-chip memory.  As header sizes increase, so does the cost of
      this copy.



   o  Because Path MTU Discovery (PMTUD) [RFC8201] is not entirely
      reliable, many IPv6 hosts refrain from sending packets larger than
      the IPv6 minimum link MTU (i.e., 1280 bytes).  When packets are
      small, the overhead imposed by large Routing Headers is excessive.




2. Requirements Language

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.




3. The Compressed Routing Headers (CRH)

   Both CRH versions (i.e., CRH-16 and CRH-32) contain the following
   fields:



   o  Next Header - Defined in [RFC8200].



   o  Hdr Ext Len - Defined in [RFC8200].



   o  Routing Type - Defined in [RFC8200].  Value TBD by IANA.  (For
      CRH-16, the suggested value is 5.  For CRH-32, the suggested value
      is 6.)



   o  Segments Left - Defined in [RFC8200].



   o  Type-specific Data - Described in [RFC8200].



   In the CRH, the Type-specific data field contains a list of Segment
   Identifiers (SIDs).  Each SID represents both of the following:



   o  A segment of the path that the packet takes to its destination.



   o  An entry in the CRH Forwarding Information Base (CRH-FIB)
      (Section 4).



   SIDs are listed in reverse order.  So, the first SID in the list
   represents the final segment in the path.  Because segments are
   listed in reverse order, the Segments Left field can be used as an
   index into the SID list.  In this document, the "current SID" is the
   SID list entry referenced by the Segments Left field.



   The first segment in the path can be omitted from the list.  See
   (Appendix A) for examples.



   In the CRH-16 (Figure 1), each SID is encoded in 16-bits.  In the
   CRH-32 (Figure 2), each SID is encoded in 32-bits.



   In all cases, the CRH MUST end on a 64-bit boundary.  So, the Type-
   specific data field MUST be padded with zeros if the CRH would
   otherwise not end on a 64-bit boundary.



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  Next Header  |  Hdr Ext Len  | Routing Type  | Segments Left |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|             SID[0]            |          SID[1]               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑|
|                          .........
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑





                             Figure 1: CRH-16



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  Next Header  |  Hdr Ext Len  | Routing Type  | Segments Left |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
+                             SID[0]                            +
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
+                             SID[1]                            +
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
//                                                              //
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
+                             SID[n]                            +
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+




                             Figure 2: CRH-32




4. The CRH Forwarding Information Base (CRH-FIB)

   Each SID identifies a CRH-FIB entry.



   Each CRH-FIB entry contains:



   o  A IPv6 address.



   o  A forwarding method.



   o  Method-specific parameters (optional).



   The IPv6 address represents an interface on the next segment
   endpoint.  It MUST NOT be a link-local address.  While the IPv6
   address represents an interface on the next segment endpoint, it does
   not necessarily represent the interface through which the packet will
   arrive at the next segment endpoint.



   The forwarding method specifies how the processing node will forward
   the packet to the next segment endpoint.  The following are examples:



   o  Forward the packet to the next-hop along the least-cost path to
      the next segment endpoint.



   o  Forward the packet through a specified interface to the next
      segment endpoint.



   Some forwarding methods require method-specific parameters.  For
   example, a forwarding method might require a parameter that
   identifies the interface through which the packet should be
   forwarded.



   The CRH-FIB can be populated:



   o  By an operator, using a Command Line Interface (CLI).



   o  By a controller, using the Path Computation Element (PCE)
      Communication Protocol (PCEP) [RFC5440] or the Network
      Configuration Protocol (NETCONF) [RFC6241].



   o  By a distributed routing protocol [ISO10589-Second-Edition],
      [RFC5340], [RFC4271].




5. Processing Rules

   The following rules describe CRH processing:



   o  If Segments Left equals 0, skip over the CRH and process the next
      header in the packet.



   o  If Hdr Ext Len indicates that the CRH is larger than the
      implementation can process, discard the packet and send an ICMPv6
      Parameter Problem, Code 0, message to the Source Address, pointing
      to the Hdr Ext Len field.



   o  Compute L, the minimum CRH length (See (Section 5.1)).



   o  If L is greater than Hdr Ext Len, discard the packet and send an
      ICMPv6 Parameter Problem, Code 0, message to the Source Address,
      pointing to the Segments Left field.



   o  Decrement Segments Left.



   o  Search for the current SID in the CRH-FIB.  In this document, the
      "current SID" is the SID list entry referenced by the Segments
      Left field.



   o  If the search does not return a CRH-FIB entry, discard the packet
      and send an ICMPv6 Parameter Problem, Code 0, message to the
      Source Address, pointing to the current SID.



   o  If Segments Left is greater than 0 and the CRH-FIB entry contains
      a multicast address, discard the packet and send an ICMPv6
      Parameter Problem, Code 0, message to the Source Address, pointing
      to the current SID.



   o  Copy the IPv6 address from the CRH-FIB entry to the Destination
      Address field in the IPv6 header.



   o  Decrement the IPv6 Hop Limit.



   o  Submit the packet and optional parameters to the IPv6 module.
      Optional parameters are derived from the CRH-SID.  See NOTE.



   NOTE: By default, the IPv6 module determines the next-hop and
   forwards the packet.  However, optional parameters may ellicit
   another behavior.  For example, if a next-hop is provided as an
   optional parameter, the IPv6 module forwards to that next-hop.




5.1. Computing Minimum CRH Length

   The algorithm described in this section accepts the following CRH
   fields as its input parameters:



   o  Routing Type (i.e., CRH-16 or CRH-32).



   o  Segments Left.



   It yields L, the minimum CRH length.  The minimum CRH length is
   measured in 8-octet units, not including the first 8 octets.



             <CODE BEGINS>



switch(Routing Type) {
    case CRH‑16:
        if (Segments Left <= 2)
            return(0)
        sidsBeyondFirstWord = Segments Left ‑ 2;
        sidPerWord = 4;
    case CRH‑32:
        if (Segments Left <= 1)
            return(0)
        sidsBeyondFirstWord = Segments Left ‑ 1;
        sidsPerWord = 2;
    case default:
        return(0xFF);
    }

words = sidsBeyondFirstWord div sidsPerWord;
if (sidsBeyondFirstWord mod sidsPerWord)
    words++;



             return(words)




             <CODE ENDS>





6. Mutability

   In the CRH, the Segments Left field is mutable.  All remaining fields
   are immutable.




7. Applications And SIDs

   A CRH contains one or more SIDs.  Each SID is processed by exactly
   one node.



   Therefore, a SID is not required to have domain-wide significance.
   Applications can:



   o  Allocate SIDs so that they have domain-wide significance.



   o  Allocate SIDs so that they have node-local significance.




8. Management Considerations

   PING and TRACEROUTE [RFC2151] both operate correctly in the presence
   of the CRH.




9. Security Considerations

   Networks that process the CRH MUST NOT accept packets containing the
   CRH from untrusted sources.  Their border routers SHOULD discard
   packets that satisfy the following criteria:



   o  The packet contains a CRH



   o  The Segments Left field in the CRH has a value greater than 0



   o  The Destination Address field in the IPv6 header represents an
      interface that resides inside of the network.



   Many border routers cannot filter packets based upon the Segments
   Left value.  These border routers MAY discard packets that satisfy
   the following criteria:



   o  The packet contains a CRH



   o  The Destination Address field in the IPv6 header represents an
      interface that resides inside of the network.




10. Implementation and Deployment Status

   Juniper Networks has produced experimental implementations of the CRH
   on:



   o  A LINUX-based software platform



   o  The MX-series (ASIC-based) router



   Liquid Telecom has deployed the CRH, on a limited basis, in their
   network.  Other experimental deployments are in progress.




11. IANA Considerations

   This document makes the following registrations in the "Internet
   Protocol Version 6 (IPv6) Parameters" "Routing Types" subregistry
   maintained by IANA:



+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Value | Description                  | Reference     |
+=======+==============================+===============+
| 5     | CRH‑16                       | This document |
+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| 6     | CRH‑32                       | This document |
+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
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Appendix A. CRH Processing Examples

   This appendix demonstrates CRH processing in the following scenarios:



   o  The SID list contains one entry for each segment in the path
      (Appendix A.1).



   o  The SID list omits the first entry in the path (Appendix A.2).



 ‑‑‑‑‑‑‑‑‑‑‑                 ‑‑‑‑‑‑‑‑‑‑‑                 ‑‑‑‑‑‑‑‑‑‑‑
|Node: S    |               |Node: I1   |               |Node: I2   |
|Loopback:  |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|Loopback:  |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|Loopback:  |
|2001:db8::a|               |2001:db8::1|               |2001:db8::2|
 ‑‑‑‑‑‑‑‑‑‑‑                 ‑‑‑‑‑‑‑‑‑‑‑                 ‑‑‑‑‑‑‑‑‑‑‑
      |                                                       |
      |                      ‑‑‑‑‑‑‑‑‑‑‑                      |
      |                     |Node: D    |                     |
       ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|Loopback:  |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
                            |2001:db8::b|
                             ‑‑‑‑‑‑‑‑‑‑‑



                       Figure 3: Reference Topology



   Figure 3 provides a reference topology that is used in all examples.



+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| SID | IPv6 Address | Forwarding Method |
+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| 2   | 2001:db8::2  | Least‑cost path   |
| 11  | 2001:db8::b  | Least‑cost path   |
+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                            Table 1: Node SIDs



   Table 1 describes two entries that appear in each node's CRH-FIB.




A.1. The SID List Contains One Entry For Each Segment In The Path

   In this example, Node S sends a packet to Node D, via I2.  In this
   example, I2 appears in the CRH segment list.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| As the packet travels from S to I2: |                   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Source Address = 2001:db8::a        | Segments Left = 1 |
| Destination Address = 2001:db8::2   | SID[0] = 11       |
|                                     | SID[1] = 2        |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+

+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| As the packet travels from I2 to D: |                   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Source Address = 2001:db8::a        | Segments Left = 0 |
| Destination Address = 2001:db8::b   | SID[0] = 11       |
|                                     | SID[1] = 2        |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+




A.2. The SID List Omits The First Entry In The Path

   In this example, Node S sends a packet to Node D, via I2.  In this
   example, I2 does not appear in the CRH segment list.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| As the packet travels from S to I2: |                   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Source Address = 2001:db8::a        | Segments Left = 1 |
| Destination Address = 2001:db8::2   | SID[0] = 11       |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+

+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| As the packet travels from I2 to D: |                   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Source Address = 2001:db8::a        | Segments Left = 0 |
| Destination Address = 2001:db8::b   | SID[0] = 11       |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
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1. Introduction

   IPv6 [RFC8200] source nodes use the Compressed Routing Header (CRH)
   [I-D.bonica-6man-comp-rtg-hdr] to steer packets along a delivery path
   to their destination.  Two CRH versions have been defined.  The
   CRH-16 encodes segment endpoints in 16 bits, while CRH-32, encodes
   segment endpoints in 32 bits.



   Both CRH versions contain the following fields:



   o  Next Header - Identifies the header immediately following the CRH.



   o  Hdr Ext Len - Length of the CRH.



   o  Routing Type - Identifies the Routing header variant (i.e., CRH-16
      or CRH-32).



   o  Segments Left - The number of segments still to be traversed
      before reaching the packet's ultimate destination.



   o  Segment Identifier (SID) List - Represents the delivery path as an
      ordered list of Segment Identifiers (SID).  SIDs are listed in
      reverse order, with SID[0] representing the final segment, SID[1]
      representing the penultimate segment, and so forth.  SIDs are
      listed in reverse order so that Segments Left can be used as an
      index to the SID List.  The SID indexed by Segments Left is called
      the current SID.



   As per [RFC8200], when an IPv6 node receives a packet, it examines
   the packet's destination address.  If the destination address
   represents an interface belonging to the node, the node processes the
   next header.  If the next header is a CRH, it is processed as
   follows:



   o  If Segments Left equals 0, skip over the CRH and process the next
      header in the packet.



   o  Decrement Segments Left.



   o  Query a local data structure, called the CRH Forwarding
      Information Base (CRH-FIB), searching for an entry that is indexed
      by the current SID.



   o  If the above-mentioned query returns a CRH-FIB entry, update the
      packet's IPv6 Destination Address and forward the packet.



   In a typical CRH deployment, every segment ingress node maintains a
   complete CRH-FIB and the above-mentioned query returns a CRH-FIB
   entry.  However, in some CRH deployments, some segment ingress nodes
   maintain a complete CRH-FIB while others do not.  For example, a node
   that does not participate in a control plane or communicate with a
   controller may not maintain a CRH-FIB.



   This document defines the IPv6 CRH Helper option.  When a source node
   sends a packet with a CRH, it can use the IPv6 CRH Helper option to
   provide CRH-FIB information to downstream nodes that do not maintain
   a complete CRH-FIB.



   If a segment ingress node queries its CRH-FIB, searching for an entry
   that is indexed by the current SID, and that query returns nothing,
   the segment ingress node can obtain the required CRH-FIB information
   from the IPv6 CRH Helper option.  If the segment ingress node cannot
   obtain the required CRH-FIB information from either source, it
   discards the packet and sends an ICMPv6 [RFC4443] Parameter Problem
   message to the source node.




2. Requirements Language

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.




3. Option Format

   The CRH Helper option contains the following fields:



   o  Option Type - (8-bits) CRH Helper option.  Value TBD by IANA.
      (Suggested value: 0x11).  See Note below.



   o  Opt Data Len - (8-bits) Length of the option, in octets, excluding
      the Option Type and Option Length fields.



   o  Helper List - (Variable length) A list of Helpers.



   Each Helper contains the following fields:



   o  Helper Length - (8-bits) Length of the Helper, in octets,
      excluding Helper Length.  Value MUST be greater than 2 and less
      than 19.



   o  Low SID - (8-bits) Index to the CRH SID List.  References the
      first member of the SID List to which this Helper applies.



   o  High SID - (8-bits) Index to the CRH SID List.  References the
      last member of the SID List to which this Helper applies.



   o  Prefix field (variable length): An IPv6 Prefix.



   NOTE : The highest-order two bits of the Option Type (i.e., the "act"
   bits) are 00.  These bits specify the action taken by a destination
   node that does not recognize the option.  The required action is to
   skip over this option and continue processing the header.



   The third highest-order bit of the Option Type (i.e., the "chg" bit)
   is 0.  This indicates that Option Data cannot be modified along the
   path between the packet's source and its destination.




4. Option Processing

   When a segment endpoint node processes a CRH, it attempts to resolve
   the SID using information contained by its CRH-FIB.  If it cannot
   resolve the SID using CRH-FIB, it attempts to resolve the SID using
   information received in an applicable Helper.  If no Helper applies
   to the current SID, the processing node discards the packet and sends
   an ICMPv6 Parameter Problem message to the source node.



   When the processing node uses a Helper to resolve a SID, it executes
   the following procedure:



   o  Set the IPv6 Destination Address to 0::



   o  Overwrite the low order bits of the IPv6 Destination Address with
      the current SID found in the CRH



   o  Overwrite the high order bits of the IPv6 Destination Address with
      the prefix found in the applicable Helper



   If the prefix found in the applicable Helper is 16 bytes long, it
   overwrites the entire IPv6 Destination Address.



   The CRH Helper option MAY occur in a Destination Options header that
   precedes a CRH.  It SHOULD NOT occur in a Hop-by-hop options header
   or in a Destination Options header that precedes an upper-layer
   header.



   When a segment ingress node resolves a SID using information obtained
   from the CRH helper option, it forwards the packet through the least-
   cost path to its new destination.



   Information obtained from the CRH Helper option is transient.  It is
   discarded as soon as the packet that carried it has been processed.




5. Security Considerations

   When a segment endpoint node processes a CRH, it attempts to resolve
   the SID using information contained by its CRH-FIB.  If it can
   resolve the SID using CRH-FIB, it MUST ignore the CRH Helper option,
   even if it contains an applicable Helper.




6. IANA Considerations

   IANA is requested to allocate a code point from the Destination
   Options and Hop-by-hop Options registry
   (https://www.iana.org/assignments/ipv6-parameters/
   ipv6-parameters.xhtml#ipv6-parameters-2).  This option is called "CRH
   Helper Option".  The "act" bits are 00 and the "chg" bit is 0.
   (Suggested value: 0x11).
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Abstract

   This document provides guidance regarding the processing, insertion
   and deletion of IPv6 extension headers.  It updates RFC 8200.
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1. Introduction

   In IPv6 [RFC8200] optional internet-layer information is encoded in
   extension headers.  As specified by [RFC8200], "extension headers
   (except for the Hop-by-Hop Options header) are not processed,
   inserted, or deleted by any node along a packet's delivery path,
   until the packet reaches the node (or each of the set of nodes, in
   the case of multicast) identified in the Destination Address field of
   the IPv6 header".



   The statement quoted above identifies nodes upon which extension
   headers are not processed, inserted or deleted.  It does not imply
   that extension headers can be processed, inserted or deleted on any
   other node along a packet's delivery path.



   This document provides guidance regarding the processing, insertion
   and deletion of IPv6 extension headers.  It clarifies the statement
   quoted above and updates [RFC8200].




2. Terminology

   The following terms are used in this document:



   o  Source node - An IPv6 source node accepts data from an upper-layer
      protocol, prepends an IPv6 header, and sends the resulting IPv6
      packet to a destination node.



   o  Final destination node - An IPv6 final destination node receives
      an IPv6 packet and delivers its payload to an upper-layer
      protocol.  If a packet contains a Routing header, its destination
      address may represent an interface that belongs to a node other
      than the final destination node.



   o  Delivery path - A packet's delivery path is a series of nodes that
      a packet traverses on route to its final destination.  The
      delivery path includes the final destination node.



   o  Segment - A segment is a series of links and nodes in a packet's
      delivery path.  An IPv6 Routing header steers packets from segment
      to segment along the delivery path.  If a packet contains a
      Routing header, its delivery path can contain multiple segments.
      If a packet does not contain a Routing header, its delivery path
      contains only one segment.



   o  Segment egress node - A segment egress node terminates a segment.
      When a packet arrives at a segment egress node, its IPv6
      Destination Address identifies an interface that belongs to the
      node.  All final destination nodes are also segment egress nodes.



   o  Extension header processing - Each IPv6 extension header is
      associated with a procedure.  For example, the Fragment header is
      associated with fragmentation and reassembly procedures.
      Extension header processing is the reception of an extension
      header and the execution of its associated procedure.




3. Updates To RFC 8200

   The terms defined in Section 2 of this document should be added to
   Section 2 of [RFC8200].



   Section 3.1 of this document quotes text from [RFC8200].  That text
   should be replaced with the text contained by Section 3.2 of this
   document.




3.1. Original Text

   "Extension headers (except for the Hop-by-Hop Options header) are not
   processed, inserted, or deleted by any node along a packet's delivery
   path, until the packet reaches the node (or each of the set of nodes,
   in the case of multicast) identified in the Destination Address field
   of the IPv6 header.



   The Hop-by-Hop Options header is not inserted or deleted, but may be
   examined or processed by any node along a packet's delivery path,
   until the packet reaches the node (or each of the set of nodes, in
   the case of multicast) identified in the Destination Address field of
   the IPv6 header.  The Hop-by-Hop Options header, when present, must
   immediately follow the IPv6 header.  Its presence is indicated by the
   value zero in the Next Header field of the IPv6 header."




3.2. Updated Text

   Source nodes can send packets that include extension headers.
   Extension headers are not inserted by subsequent nodes along a
   packet's delivery path.



   The Hop-by-Hop Options header, when present, must immediately follow
   the IPv6 header.  Its presence is indicated by the value zero in the
   Next Header field of the IPv6 header.



   The Hop-by-Hop Options header can be processed by any node in a
   packet's delivery path.  All remaining extension headers can be
   processed at segment endpoints only.  While some extension headers
   can be processed at any segment endpoint node, others (e.g., the
   Fragment header) can only be processed at the final destination node.



   The following extension header fields, if present, are not modified
   by nodes along a packet's delivery path:



   o  Next Header.



   o  Hdr Ext Len.



   Extension headers are not deleted by any node along a packet's
   delivery path, until the packet reaches the final destination node
   (or each of the set of final destination nodes, in the case of
   multicast).



   Extension headers can be inspected for various purposes (e.g.,
   firewall filtering) by any node along a packet's delivery path.




4. Motivation

   The following are reasons why extension headers are not inserted by
   nodes along a packet's delivery path:



   o  Nodes that execute Path MTU Discovery (PMTUD) [RFC8201] procedures
      can send packets that are nearly as large as the Path MTU.  Adding
      an extension header to such a packet can cause MTU black holing.



   o  IPv6 Authentication Header [RFC4302] processing relies on the
      immutability of the Payload Length field in the IPv6 header.  When
      a node along a packet's delivery path inserts an extension header,
      it must also update the Payload Length field in the IPv6 header.
      Therefore, it causes IPv6 Authentication Header processing to fail
      on the final destination node.



   o  When a source node sends a packet to a final destination node, and
      a node along the packet's delivery path inserts an extension
      header, the final destination node will mistakenly attribute the
      extension header to the source node.  Attackers can leverage this
      mistaken attribution.



   The following are reasons why extension headers are not deleted by
   any node along a packet's delivery path, until the packet reaches the
   destination node:



   o  IPv6 Authentication Header processing relies on the immutability
      of the Payload Length field in the IPv6 header.  When a node along
      a packet's delivery path inserts an extension header, it must also
      update the Payload Length field in the IPv6 header.  Therefore, it
      causes IPv6 Authentication Header processing to fail on the final
      destination node.



   o  When a source node sends a packet to a final destination node, and
      a node along the packet's delivery path removes an extension
      header, the resulting packet may not elicit the behavior intended
      by the source node.  For example, if a Destination Options header
      is removed, none of the options that it contains will be delivered
      to the final destination node.




5. Security Considerations

   This document does not introduce any new security considerations.




6. IANA Considerations

   This document does not request any IANA actions.
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Abstract

   SRm6 encodes Per-Segment Service Instructions (PSSI) in a new IPv6
   option, called the PSSI Option.  This document describes the PSSI
   Option.




Status of This Memo
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   provisions of BCP 78 and BCP 79.
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1. Introduction

   An SRm6 [I-D.bonica-spring-srv6-plus] path provides unidirectional
   connectivity from its ingress node to its egress node.  While an SRm6
   path can follow the least cost path from ingress to egress, it can
   also follow any other path.



   An SRm6 path contains one or more segments.  A segment provides
   unidirectional connectivity from its ingress node to its egress node.



   SRm6 paths are programmable.  They support several instruction types,
   including Per-Segment Service Instructions (PSSI).  The following are
   examples of PSSIs:



   o  Expose a packet to a firewall policy.



   o  Expose a packet to a sampling policy.



   PSSIs are executed at segment egress nodes and can be used to
   implement limited service chains.  However, they do not provide an
   alternative to the Network Service Header (NSH) [RFC8300].



   SRm6 encodes PSSIs in a new IPv6 option, called the PSSI Option.
   This document describes the PSSI Option.




2. Requirements Language

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.




3. PSSI Identifiers

   PSSI Identifiers identify PSSIs.  They have domain-wide significance.
   When a controller creates a limited service chain, also allocates a
   PSSI Identifier.  It then distributes the following information to
   each node that contributes to the limited service chain:



   o  The PSSI Identifier.



   o  The PSSI that the node should execute when it receives a packet
      that has the PSSI Identifier encoded within it.




4. Option Format

   The PSSI Option contains the following fields:



   o  Option Type: 8-bit selector.  PSSI option.  Value TBD by IANA.
      (Suggested value: 0x10).  See Note below.



   o  Opt Data Len - 8-bit unsigned integer.  Length of the option, in
      octets, excluding the Option Type and Option Length fields.  This
      field MUST be set to 4.



   o  PSSI identifier - (32-bit selector).  Identifies a PSSI.



   The PSSI option MAY appear in any Destination Options header,
   regardless of whether that Destination Options header precedes a
   Routing header or an upper-layer header.  The PSSI option MUST NOT
   appear in a Hop-by-hop Options header.



   NOTE : The highest-order two bits of the Option Type (i.e., the "act"
   bits) are 00.  These bits specify the action taken by a destination
   node that does not recognize the option.  The required action is to
   skip over this option and continue processing the header.



   The third highest-order bit of the Option Type (i.e., the "chg" bit)
   is 0.  This indicates that Option Data cannot be modified along the
   path between the packet's source and its destination.




5. Security Considerations

   The PSSI option shares many security concerns with IPv6 routing
   headers.  In particular, any boundary filtering protecting a domain
   from external routing headers should also protect against external
   PSSI options being processed inside a domain.  This occurs naturally
   if encapsulation is used to add routing headers to a packet.  If
   external routing headers are allowed, then protections must also
   include ensuring that any provided PSSI option is properly protected,
   e.g. with an IPSEC AH header or other suitable means.



   As with Routing headers, the security assumption within a domain is
   that the domain is trusted to provide, and to avoid improperly
   modifying, the PSSI Option.




6. ICMPv6 Considerations

   SRm6 implementations MUST comply with the ICMPv6 processing rules
   specified in Section 2.4 of [RFC4443].  For example:



   o  An SRm6 implementation MUST NOT originate an ICMPv6 error message
      in response to another ICMPv6 error message.



   o  An SRm6 implementation MUST rate limit the ICMPv6 messages that it
      originates.




7. IANA Considerations

   IANA is requested to allocate a cod epoint from the Destination
   Options and Hop-by-hop Options registry
   (https://www.iana.org/assignments/ipv6-parameters/
   ipv6-parameters.xhtml#ipv6-parameters-2).  This option is called
   "PSSI".  The "act" bits are 00 and the "chg" bit is 0.  (Suggested
   value: 0x10).
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Abstract

   This document explains how IPv6 options can be used in IPv6 tunnels.
   It also defines the IPv6 Tunnel Payload Forwarding (TPF) option.




Status of This Memo
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1. Introduction

   This document explains how IPv6 options [RFC8200] can be used in IPv6
   tunnels.  It also defines the IPv6 Tunnel Payload Forwarding (TPF)
   option.



   An IPv6 tunnel [RFC2473] connects two nodes, called the entry-point
   and the exit-point.  The entry-point receives a packet and
   encapsulates it in a Tunnel IPv6 Header.  Figure 1 depicts the
   encapsulation.



                      +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑//‑‑‑‑‑+
                      | Original |                              |
                      |          |   Original Packet Payload    |
                      | Header   |                              |
                      +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑//‑‑‑‑‑+
                       <            Original Packet            >
                                        |
                                        v
 <Tunnel IPv6 Headers> <       Original Packet                 >

+‑‑‑‑‑‑‑‑‑+ ‑ ‑ ‑ ‑ ‑ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑//‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| IPv6    | IPv6      |                                         |
|         | Extension |        Original Packet                  |
| Header  | Headers   |                                         |
+‑‑‑‑‑‑‑‑‑+ ‑ ‑ ‑ ‑ ‑ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑//‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
 <                          Tunnel IPv6 Packet                 >



                    Figure 1: IPv6 Tunnel Encapsulation



   The original packet can be any layer-2 or layer-3 packet (e.g.,
   Ethernet, IPv4, IPv6).  The Tunnel Header is an IPv6 header followed
   by zero or more extension headers.  The resulting packet is a Tunnel
   IPv6 Packet.



   The entry-point sends the Tunnel IPv6 Packet to the exit-point which
   then executes the following procedure:



   o  Process the Tunnel IPv6 Header.



   o  Remove the Tunnel IPv6 Header, exposing the original packet.



   o  Submit the original packet to the next-protocol engine.



   The exit-point node processes the Tunnel IPv6 Header in strict left-
   to-right order.  It processes the IPv6 header first and then
   processes extension headers in the order that they appear in the
   packet.  The IPv6 header, and each extension header, includes a Next
   Header field.  The last Next Header field processed identifies the
   next-protocol engine.



   Entry-point nodes can send optional information to the next-protocol
   engine on the exit-point node.  For example, the entry-point can
   indicate:



   o  The interface through which the next-protocol engine should send
      the packet.



   o  The routing table that the next-protocol engine should use to
      process the packet.



   To send this information, the entry-point node includes an IPv6
   Destination Option header in the Tunnel IPv6 Header.  The IPv6
   Destination Options header includes an IPv6 TPF option and the IPv6
   TPF option includes TPF information.  The next-protocol engine on the
   exit-point node uses TPF information when it forwards the original
   packet.




2. Requirements Language

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.




3. The IPv6 Tunnel Payload Forwarding (TPF) Option

   The TPF Option contains the following fields:



   o  Option Type: 8-bit selector.  TPF option.  Value TBD by IANA.
      (Suggested value: 33).  See Note below.



   o  Opt Data Len - 8-bit unsigned integer.  Length of the option, in
      octets, excluding the Option Type and Option Length fields.  This
      field MUST be set to 4.



   o  Option Data - 32-bits.  Tunnel Payload Forwarding (TPF)
      Information.



   The TPF option MAY appear in a Destination Options header that
   precedes an upper-layer header.  It MUST NOT appear in a Hop-by-hop
   Options header or in a Destination Options header that precedes a
   Routing header.



   NOTE : The highest-order two bits of the Option Type (i.e., the "act"
   bits) are 01.  These bits specify the action taken by a destination
   node that does not recognize the option.  The required action is to
   discard the packet.  The third highest-order bit of the Option Type
   (i.e., the "chg" bit) is 0.  This indicates that Option Data cannot
   be modified along the path between the packet's source and its
   destination.




4. TPF Information Determines Next-Protocol Engine Behavior

   An exit-point node supports one or more next-protocol engines (e.g.,
   Ethernet, IPv4, IPv6).  Each next-protocol engine supports a default
   forwarding procedure and zero or more special forwarding procedures.



   When an exit-point node submits a packet to a next-protocol engine
   without TPF information, the next-protocol engine executes its
   default forwarding procedure.  For example, assume that the exit-
   point node receives the following Tunnel IPv6 Packet:



   o  The Tunnel IPv6 Packet does not contain TPF information.



   o  The original packet is IPv4.



   In this case, the exit-point node processes and removes the Tunnel
   IPv6 Header.  It then submits the original packet, without any TPF
   information, to the IPv4 protocol engine.



   The IPv4 protocol engine executes its default forwarding procedure.
   It searches its Forwarding Information Base (FIB) for and entry that
   matches the original packet's destination address.  If the search
   returns a FIB entry, the protocol engine forwards the packet through
   an interface that the FIB entry identifies.



   When an exit-point node submits a packet to a next-protocol engine
   with TPF information, the next-protocol engine executes a special
   forwarding procedure.  For example, assume that the exit-point node
   receives the following Tunnel IPv6 packet:



   o  The Tunnel IPv6 Packet contains TPF information that identifies an
      interface.



   o  The original packet is IPv4.



   In this case, the exit-point node processes and removes the Tunnel
   IPv6 Header.  It then submits the original packet, along with TPF
   information, to the IPv4 protocol engine.



   The IPv4 protocol engine executes a special forwarding procedure.  It
   forwards the packet through the interface identified by TPF
   information, without searching the FIB.




5. TPF Information Semantics

   TPF information is opaque.  While it must be understood by the entry-
   point node and the exit-point node, it does not need to be understood
   by any other node.




6. Virtual Private Networking (VPN) Applications

   The IPv6 TPF option is useful in deployments where IPv6 tunnels
   carry:



   o  Layer 3 Virtual Private Network (L3VPN) [RFC4364] traffic.



   o  Ethernet Virtual Private Network (EVPN) [RFC7432] traffic.



   When an IPv6 tunnel carries L3VPN traffic, VPN context information
   can be encoded in an IPv6 TPF option.  Therefore, the MPLS service
   label that is normally present in an L3VPN packet can be eliminated.



   When an IPv6 tunnel carries EVPN traffic, VPN context information can
   be encoded in an IPv6 TPF option.  Therefore, the UDP and VXLAN
   headers that might otherwise be present can be eliminated.




7. Security Considerations

   TPF information MUST NOT be accepted from untrusted sources.  The
   following are acceptable methods of risk mitigation:



   o  Authenticate the IPv6 TPF option using the IPv6 Authentication
      Header (AH) [RFC4302] or the IPv6 Encapsulating Security Payload
      (ESP) Header [RFC4303].



   o  Maintain a secure TPF domain.



   All nodes at the edge of a secure TPF domain discard packets that
   satisfy the following criteria:



   o  Contain an IPv6 TPF option.



   o  Contain an IPv6 Destination Address that represents an interface
      inside of the secure TPF domain.




8. IANA Considerations

   IANA is requested to allocate a code point from the Destination
   Options and Hop-by-hop Options registry
   (https://www.iana.org/assignments/ipv6-parameters/
   ipv6-parameters.xhtml#ipv6-parameters-2).  This option is called
   "Tunnel Payload Forwarding Option".  The "act" bits are 01 and the
   "chg" bit is 0.  The suggested value is 33.
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Abstract

   The Internet Protocol Suite is increasingly used on small devices
   with severe constraints on power, memory, and processing resources,
   creating constrained-node networks.  This document provides a number
   of basic terms that have been useful in the standardization work for
   constrained-node networks.
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1. Introduction

   Small devices with limited CPU, memory, and power resources, so-
   called "constrained devices" (often used as sensors/actuators, smart
   objects, or smart devices) can form a network, becoming "constrained
   nodes" in that network.  Such a network may itself exhibit
   constraints, e.g., with unreliable or lossy channels, limited and
   unpredictable bandwidth, and a highly dynamic topology.



   Constrained devices might be in charge of gathering information in
   diverse settings, including natural ecosystems, buildings, and
   factories, and sending the information to one or more server
   stations.  They might also act on information, by performing some
   physical action, including displaying it.  Constrained devices may
   work under severe resource constraints such as limited battery and
   computing power, little memory, and insufficient wireless bandwidth
   and ability to communicate; these constraints often exacerbate each
   other.  Other entities on the network, e.g., a base station or
   controlling server, might have more computational and communication
   resources and could support the interaction between the constrained
   devices and applications in more traditional networks.



   Today, diverse sizes of constrained devices with different resources
   and capabilities are becoming connected.  Mobile personal gadgets,
   building-automation devices, cellular phones, machine-to-machine
   (M2M) devices, and other devices benefit from interacting with other
   "things" nearby or somewhere in the Internet.  With this, the
   Internet of Things (IoT) becomes a reality, built up out of uniquely
   identifiable and addressable objects (things).  Over the next decade,
   this could grow to large numbers of Internet-connected constrained
   devices ([IoT-2025] predicts that by, 2025, more than 2500 devices
   will be connected to the Internet per second), greatly increasing the
   Internet's size and scope.



   The present document provides a number of basic terms that have been
   useful in the standardization work for constrained environments.  The
   intention is not to exhaustively cover the field but to make sure a
   few core terms are used consistently between different groups
   cooperating in this space.



   The present document is a revision of [RFC7228].



   In this document, the term "byte" is used in its now customary sense
   as a synonym for "octet".  Where sizes of semiconductor memory are
   given, the prefix "kibi" (1024) is combined with "byte" to
   "kibibyte", abbreviated "KiB", for 1024 bytes [ISQ-13].



   In computing, the term "power" is often used for the concept of
   "computing power" or "processing power", as in CPU performance.  In
   this document, the term stands for electrical power unless explicitly
   stated otherwise.  "Mains-powered" is used as a shorthand for being
   permanently connected to a stable electrical power grid.




2. Core Terminology

   There are two important aspects to _scaling_ within the Internet of
   Things:



   *  scaling up Internet technologies to a large number [IoT-2025] of
      inexpensive nodes, while



   *  scaling down the characteristics of each of these nodes and of the
      networks being built out of them, to make this scaling up
      economically and physically viable.



   The need for scaling down the characteristics of nodes leads to
   "constrained nodes".




2.1. Constrained Nodes

   The term "constrained node" is best defined by contrasting the
   characteristics of a constrained node with certain widely held
   expectations on more familiar Internet nodes:



Constrained Node:  A node where some of the characteristics that are
   otherwise pretty much taken for granted for Internet nodes at the
   time of writing are not attainable, often due to cost constraints
   and/or physical constraints on characteristics such as size,
   weight, and available power and energy.  The tight limits on
   power, memory, and processing resources lead to hard upper bounds
   on state, code space, and processing cycles, making optimization
   of energy and network bandwidth usage a dominating consideration
   in all design requirements.  Also, some layer‑2 services such as
   full connectivity and broadcast/multicast may be lacking.



   While this is not a rigorous definition, it is grounded in the state
   of the art and clearly sets apart constrained nodes from server
   systems, desktop or laptop computers, powerful mobile devices such as
   smartphones, etc.  There may be many design considerations that lead
   to these constraints, including cost, size, weight, and other scaling
   factors.



   (An alternative term, when the properties as a network node are not
   in focus, is "constrained device".)



   There are multiple facets to the constraints on nodes, often applying
   in combination, for example:



   *  constraints on the maximum code complexity (ROM/Flash),



   *  constraints on the size of state and buffers (RAM),



   *  constraints on the amount of computation feasible in a period of
      time ("processing power"),



   *  constraints on the available power, and



   *  constraints on user interface and accessibility in deployment
      (ability to set keys, update software, etc.).



   Section 3 defines a number of interesting classes ("class-N") of
   constrained nodes focusing on relevant combinations of the first two
   constraints.  With respect to available power, [RFC6606]
   distinguishes "power-affluent" nodes (mains-powered or regularly
   recharged) from "power-constrained nodes" that draw their power from
   primary batteries or by using energy harvesting; more detailed power
   terminology is given in Section 4.



   The use of constrained nodes in networks often also leads to
   constraints on the networks themselves.  However, there may also be
   constraints on networks that are largely independent from those of
   the nodes.  We therefore distinguish "constrained networks" from
   "constrained-node networks".




2.2. Constrained Networks

   We define "constrained network" in a similar way:



Constrained Network:  A network where some of the characteristics
   pretty much taken for granted with link layers in common use in
   the Internet at the time of writing are not attainable.



   Constraints may include:



   *  low achievable bitrate/throughput (including limits on duty
      cycle),



   *  high packet loss and high variability of packet loss (delivery
      rate),



   *  highly asymmetric link characteristics,



   *  severe penalties for using larger packets (e.g., high packet loss
      due to link-layer fragmentation),



   *  limits on reachability over time (a substantial number of devices
      may power off at any point in time but periodically "wake up" and
      can communicate for brief periods of time), and



   *  lack of (or severe constraints on) advanced services such as IP
      multicast.



   More generally, we speak of constrained networks whenever at least
   some of the nodes involved in the network exhibit these
   characteristics.



   Again, there may be several reasons for this:



   *  cost constraints on the network,



   *  constraints posed by the nodes (for constrained-node networks),



   *  physical constraints (e.g., power constraints, environmental
      constraints, media constraints such as underwater operation,
      limited spectrum for very high density, electromagnetic
      compatibility),



   *  regulatory constraints, such as very limited spectrum availability
      (including limits on effective radiated power and duty cycle) or
      explosion safety, and



   *  technology constraints, such as older and lower-speed technologies
      that are still operational and may need to stay in use for some
      more time.




2.2.1. Challenged Networks

   A constrained network is not necessarily a "challenged network"
   [FALL]:



Challenged Network:  A network that has serious trouble maintaining
   what an application would today expect of the end‑to‑end IP model,
   e.g., by:



      *  not being able to offer end-to-end IP connectivity at all,



      *  exhibiting serious interruptions in end-to-end IP connectivity,
         or



      *  exhibiting delay well beyond the Maximum Segment Lifetime (MSL)
         defined by TCP [RFC0793].



   All challenged networks are constrained networks in some sense, but
   not all constrained networks are challenged networks.  There is no
   well-defined boundary between the two, though.  Delay-Tolerant
   Networking (DTN) has been designed to cope with challenged networks
   [RFC4838].




2.3. Constrained-Node Networks

Constrained‑Node Network:  A network whose characteristics are
   influenced by being composed of a significant portion of
   constrained nodes.



   A constrained-node network always is a constrained network because of
   the network constraints stemming from the node constraints, but it
   may also have other constraints that already make it a constrained
   network.



   The rest of this subsection introduces two additional terms that are
   in active use in the area of constrained-node networks, without an
   intent to define them: LLN and (6)LoWPAN.




2.3.1. LLN

   A related term that has been used to describe the focus of the IETF
   ROLL working group is "Low-Power and Lossy Network (LLN)".  The ROLL
   (Routing Over Low-Power and Lossy) terminology document [RFC7102]
   defines LLNs as follows:



      LLN: Low-Power and Lossy Network.  Typically composed of many
      embedded devices with limited power, memory, and processing
      resources interconnected by a variety of links, such as IEEE
      802.15.4 or low-power Wi-Fi.  There is a wide scope of application
      areas for LLNs, including industrial monitoring, building
      automation (heating, ventilation, and air conditioning (HVAC),
      lighting, access control, fire), connected home, health care,
      environmental monitoring, urban sensor networks, energy
      management, assets tracking, and refrigeration.



   Beyond that, LLNs often exhibit considerable loss at the physical
   layer, with significant variability of the delivery rate, and some
   short-term unreliability, coupled with some medium-term stability
   that makes it worthwhile to both construct directed acyclic graphs
   that are medium-term stable for routing and do measurements on the
   edges such as Expected Transmission Count (ETX) [RFC6551].  Not all
   LLNs comprise low-power nodes [I-D.hui-vasseur-roll-rpl-deployment].



   LLNs typically are composed of constrained nodes; this leads to the
   design of operation modes such as the "non-storing mode" defined by
   RPL (the IPv6 Routing Protocol for Low-Power and Lossy Networks
   [RFC6550]).  So, in the terminology of the present document, an LLN
   is a constrained-node network with certain network characteristics,
   which include constraints on the network as well.




2.3.2. LoWPAN, 6LoWPAN

   One interesting class of a constrained network often used as a
   constrained-node network is "LoWPAN" [RFC4919], a term inspired from
   the name of an IEEE 802.15.4 working group (low-rate wireless
   personal area networks (LR-WPANs)).  The expansion of the LoWPAN
   acronym, "Low-Power Wireless Personal Area Network", contains a hard-
   to-justify "Personal" that is due to the history of task group naming
   in IEEE 802 more than due to an orientation of LoWPANs around a
   single person.  Actually, LoWPANs have been suggested for urban
   monitoring, control of large buildings, and industrial control
   applications, so the "Personal" can only be considered a vestige.
   Occasionally, the term is read as "Low-Power Wireless Area Networks"
   [WEI].  Originally focused on IEEE 802.15.4, "LoWPAN" (or when used
   for IPv6, "6LoWPAN") also refers to networks built from similarly
   constrained link-layer technologies [RFC7668] [RFC8105] [RFC7428].




2.3.3. LPWAN

   An overview over Low-Power Wide Area Network (LPWAN) technologies is
   provided by [RFC8376].




3. Classes of Constrained Devices

   Despite the overwhelming variety of Internet-connected devices that
   can be envisioned, it may be worthwhile to have some succinct
   terminology for different classes of constrained devices.



   Before we get to that, let's first distinguish two big rough groups
   of devices based on their CPU capabilities:



   *  Microcontroller-class devices (sometimes called "M-class").  These
      often (but not always) include RAM and code storage on chip and
      would struggle to support more powerful general-purpose operating
      systems, e.g., they do not have an MMU (memory management unit).
      They use most of their pins for interfaces to application hardware
      such as digital in/out (the latter often Pulse Width Modulation
      (PWM)-controllable), ADC/DACs (analog-to-digital and digital-to-
      analog converters), etc.  Where this hardware is specialized for
      an application, we may talk about "Systems on a Chip" (SOC).
      These devices often implement elaborate sleep modes to achieve
      microwatt- or at least milliwatt-level sustained power usage (Ps,
      see below).



   *  General-purpose-class devices (sometimes called "A-class").  These
      usually have RAM and Flash storage on separate chips (not always
      separate packages), and offer support for general-purpose
      operating systems such as Linux, e.g. an MMU.  Many of the pins on
      the CPU chip are dedicated to interfacing with RAM and other
      memory.  Some general-purpose-class devices integrate some
      application hardware such as video controllers, these are often
      also called "Systems on a Chip" (SOC).  While these chips also
      include sleep modes, they are usually more on the watt side of
      sustained power usage (Ps).



   If the distinction between these groups needs to be made in this



   document, we distinguish group "M" (microcontroller) from group "J"
   (general purpose).



   In this document, the class designations in Table 1 may be used as
   rough indications of device capabilities.  Note that the classes from
   10 upwards are not really constrained devices in the sense of the
   previous section; they may still be useful to discuss constraints in
   larger devices:



+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Group | Name    | data size   | code size     | Examples    |
|       |         | (e.g., RAM) | (e.g., Flash) |             |
+=======+=========+=============+===============+=============+
| M     | Class   | << 10 KiB   | << 100 KiB    | ATtiny      |
|       | 0, C0   |             |               |             |
+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+
| M     | Class   | ~ 10 KiB    | ~ 100 KiB     | STM32F103CB |
|       | 1, C1   |             |               |             |
+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+
| M     | Class   | ~ 50 KiB    | ~ 250 KiB     | STM32F103RC |
|       | 2, C2   |             |               |             |
+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+
| M     | Class   | ~ 100 KiB   | ~ 500..1000   | STM32F103RG |
|       | 3, C3   |             | KiB           |             |
+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+
| M     | Class   | ~ 300..1000 | ~ 1000..2000  | "Luxury"    |
|       | 4, C4   | KiB         | KiB           |             |
+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+
| J     | Class   | 4‑8 MiB     | (?)           | OpenWRT     |
|       | 10, C10 |             |               | routers     |
+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+
| J     | Class   | 0.5..1 GiB  | (lots)        | Raspberry   |
|       | 15, C13 |             |               | PI          |
+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+
| J     | Class   | 1..4 GiB    | (lots)        | Smartphones |
|       | 16, C15 |             |               |             |
+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+
| J     | Class   | 4..32 GiB   | (lots)        | Laptops     |
|       | 17, C16 |             |               |             |
+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+
| J     | Class   | (lots)      | (lots)        | Servers     |
|       | 19, C19 |             |               |             |
+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+



         Table 1: Classes of Constrained Devices (KiB = 1024 bytes)



   As of the writing of this document, these characteristics correspond
   to distinguishable clusters of commercially available chips and
   design cores for constrained devices.  While it is expected that the
   boundaries of these classes will move over time, Moore's law tends to
   be less effective in the embedded space than in personal computing
   devices: gains made available by increases in transistor count and
   density are more likely to be invested in reductions of cost and
   power requirements than into continual increases in computing power.



   Class 0 devices are very constrained sensor-like motes.  They are so
   severely constrained in memory and processing capabilities that most
   likely they will not have the resources required to communicate
   directly with the Internet in a secure manner (rare heroic, narrowly
   targeted implementation efforts notwithstanding).  Class 0 devices
   will participate in Internet communications with the help of larger
   devices acting as proxies, gateways, or servers.  Class 0 devices
   generally cannot be secured or managed comprehensively in the
   traditional sense.  They will most likely be preconfigured (and will
   be reconfigured rarely, if at all) with a very small data set.  For
   management purposes, they could answer keepalive signals and send on/
   off or basic health indications.



   Class 1 devices are quite constrained in code space and processing
   capabilities, such that they cannot easily talk to other Internet
   nodes employing a full protocol stack such as using HTTP, Transport
   Layer Security (TLS), and related security protocols and XML-based
   data representations.  However, they are capable enough to use a
   protocol stack specifically designed for constrained nodes (such as
   the Constrained Application Protocol (CoAP) over UDP [RFC7252]) and
   participate in meaningful conversations without the help of a gateway
   node.  In particular, they can provide support for the security
   functions required on a large network.  Therefore, they can be
   integrated as fully developed peers into an IP network, but they need
   to be parsimonious with state memory, code space, and often power
   expenditure for protocol and application usage.



   Class 2 devices are less constrained and fundamentally capable of
   supporting most of the same protocol stacks as used on notebooks or
   servers.  However, even these devices can benefit from lightweight
   and energy-efficient protocols and from consuming less bandwidth.
   Furthermore, using fewer resources for networking leaves more
   resources available to applications.  Thus, using the protocol stacks
   defined for more constrained devices on Class 2 devices might reduce
   development costs and increase the interoperability.



   Constrained devices with capabilities significantly beyond Class 2
   devices exist.  They are less demanding from a standards development
   point of view as they can largely use existing protocols unchanged.
   The previous version of the present document therefore did not make
   any attempt to define constrained classes beyond Class 2.  These
   devices, and to a certain extent even J-group devices, can still be
   constrained by a limited energy supply.  Class 3 and 4 devices are
   less clearly defined than the lower classes; they are even less
   constrained.  In particular Class 4 devices are powerful enough to
   quite comfortably run, e.g., JavaScript interpreters, together with
   elaborate network stacks.  Additional classes may need to be defined
   based on protection capabilities, e.g., an MPU (memory protection
   unit; true MMUs are typically only found in J-group devices).



   With respect to examining the capabilities of constrained nodes,
   particularly for Class 1 devices, it is important to understand what
   type of applications they are able to run and which protocol
   mechanisms would be most suitable.  Because of memory and other
   limitations, each specific Class 1 device might be able to support
   only a few selected functions needed for its intended operation.  In
   other words, the set of functions that can actually be supported is
   not static per device type: devices with similar constraints might
   choose to support different functions.  Even though Class 2 devices
   have some more functionality available and may be able to provide a
   more complete set of functions, they still need to be assessed for
   the type of applications they will be running and the protocol
   functions they would need.  To be able to derive any requirements,
   the use cases and the involvement of the devices in the application
   and the operational scenario need to be analyzed.  Use cases may
   combine constrained devices of multiple classes as well as more
   traditional Internet nodes.




3.1. Firmware/Software upgradeability

   Platforms may differ in their firmware or software upgradeability.
   The below is a first attempt at classifying this.



+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Name | Firmware/Software upgradeability                           |
+======+============================================================+
| F0   | no (discard for upgrade)                                   |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| F1   | replaceable, out of service during replacement, reboot     |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| F2   | patchable during operation, reboot required                |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| F3   | patchable during operation, restart not visible            |
|      | externally                                                 |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| F9   | app‑level upgradeability, no reboot required               |
|      | ("hitless")                                                |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



              Table 2: Levels of software update capabilities




3.2. Isolation functionality

   TBD.  This section could discuss the ability of the platform to
   isolate different components.  The categories below are not mutually
   exclusive; we need to build relevant clusters.



+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Name | Isolation functionality                                   |
+======+===========================================================+
| Is0  | no isolation                                              |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Is2  | MPU (memory protection unit), at least boundary registers |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Is5  | MMU with Linux‑style kernel/user                          |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Is7  | Virtualization‑style isolation                            |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Is8  | Secure enclave isolation                                  |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                Table 3: Levels of isolation capabilities




3.3. Shielded secrets

   [Need to identify clusters]



   Some platforms can keep shielded secrets (usually in conjunction with
   secure enclave functionality).



+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Name | Secret shielding functionality |
+======+================================+
| Sh0  | no secret shielding            |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Sh1  | some secret shielding          |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Sh9  | perfect secret shielding       |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                    Table 4: Levels of secret shielding

                                capabilities




4. Power Terminology

   Devices not only differ in their computing capabilities but also in
   available power and/or energy.  While it is harder to find
   recognizable clusters in this space, it is still useful to introduce
   some common terminology.




4.1. Scaling Properties

   The power and/or energy available to a device may vastly differ, from
   kilowatts to microwatts, from essentially unlimited to hundreds of
   microjoules.



   Instead of defining classes or clusters, we simply state, using the
   International System of Units (SI units), an approximate value for
   one or both of the quantities listed in Table 5:



+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
| Name | Definition                                 | SI Unit |
+======+============================================+=========+
| Ps   | Sustainable average power available for    | W       |
|      | the device over the time it is functioning | (Watt)  |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
| Et   | Total electrical energy available before   | J       |
|      | the energy source is exhausted             | (Joule) |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+



              Table 5: Quantities Relevant to Power and Energy



   The value of Et may need to be interpreted in conjunction with an
   indication over which period of time the value is given; see
   Section 4.2.



   Some devices enter a "low-power" mode before the energy available in
   a period is exhausted or even have multiple such steps on the way to
   exhaustion.  For these devices, Ps would need to be given for each of
   the modes/steps.




4.2. Classes of Energy Limitation

   As discussed above, some devices are limited in available energy as
   opposed to (or in addition to) being limited in available power.
   Where no relevant limitations exist with respect to energy, the
   device is classified as E9.  The energy limitation may be in total
   energy available in the usable lifetime of the device (e.g., a device
   that is discarded when its non-replaceable primary battery is
   exhausted), classified as E2.  Where the relevant limitation is for a
   specific period, the device is classified as E1, e.g., a solar-
   powered device with a limited amount of energy available for the
   night, a device that is manually connected to a charger and has a
   period of time between recharges, or a device with a periodic
   (primary) battery replacement interval.  Finally, there may be a
   limited amount of energy available for a specific event, e.g., for a
   button press in an energy-harvesting light switch; such devices are
   classified as E0.  Note that, in a sense, many E1 devices are also
   E2, as the rechargeable battery has a limited number of useful
   recharging cycles.



   Table 6 provides a summary of the classifications described above.



+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Name | Type of energy         | Example Power Source         |
|      | limitation             |                              |
+======+========================+==============================+
| E0   | Event energy‑limited   | Event‑based harvesting       |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| E1   | Period energy‑limited  | Battery that is periodically |
|      |                        | recharged or replaced        |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| E2   | Lifetime energy‑       | Non‑replaceable primary      |
|      | limited                | battery                      |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| E9   | No direct quantitative | Mains‑powered                |
|      | limitations to         |                              |
|      | available energy       |                              |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                  Table 6: Classes of Energy Limitation




4.3. Strategies for Using Power for Communication

   Especially when wireless transmission is used, the radio often
   consumes a big portion of the total energy consumed by the device.
   Design parameters, such as the available spectrum, the desired range,
   and the bitrate aimed for, influence the power consumed during
   transmission and reception; the duration of transmission and
   reception (including potential reception) influence the total energy
   consumption.



   Different strategies for power usage and network attachment may be
   used, based on the type of the energy source (e.g., battery or mains-
   powered) and the frequency with which a device needs to communicate.



   The general strategies for power usage can be described as follows:



Always‑on:  This strategy is most applicable if there is no reason
   for extreme measures for power saving.  The device can stay on in
   the usual manner all the time.  It may be useful to employ power‑
   friendly hardware or limit the number of wireless transmissions,
   CPU speeds, and other aspects for general power‑saving and cooling
   needs, but the device can be connected to the network all the
   time.

Normally‑off:  Under this strategy, the device sleeps such long
   periods at a time that once it wakes up, it makes sense for it to
   not pretend that it has been connected to the network during
   sleep: the device reattaches to the network as it is woken up.
   The main optimization goal is to minimize the effort during the
   reattachment process and any resulting application communications.
   If the device sleeps for long periods of time and needs to
   communicate infrequently, the relative increase in energy
   expenditure during reattachment may be acceptable.

Low‑power:  This strategy is most applicable to devices that need to
   operate on a very small amount of power but still need to be able
   to communicate on a relatively frequent basis.  This implies that
   extremely low‑power solutions need to be used for the hardware,
   chosen link‑layer mechanisms, and so on.  Typically, given the
   small amount of time between transmissions, despite their sleep
   state, these devices retain some form of attachment to the
   network.  Techniques used for minimizing power usage for the
   network communications include minimizing any work from re‑
   establishing communications after waking up and tuning the
   frequency of communications (including "duty cycling", where
   components are switched on and off in a regular cycle) and other
   parameters appropriately.



   Table 7 provides a summary of the strategies described above.



+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Name | Strategy     | Ability to communicate    |
+======+==============+===========================+
| P0   | Normally‑off | Reattach when required    |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| P1   | Low‑power    | Appears connected,        |
|      |              | perhaps with high latency |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| P9   | Always‑on    | Always connected          |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                   Table 7: Strategies of Using Power for

                               Communication



   Note that the discussion above is at the device level; similar
   considerations can apply at the communications-interface level.  This
   document does not define terminology for the latter.



   A term often used to describe power-saving approaches is "duty-
   cycling".  This describes all forms of periodically switching off
   some function, leaving it on only for a certain percentage of time
   (the "duty cycle").



   [RFC7102] only distinguishes two levels, defining a Non-Sleepy Node
   as a node that always remains in a fully powered-on state (always
   awake) where it has the capability to perform communication (P9) and
   a Sleepy Node as a node that may sometimes go into a sleep mode (a
   low-power state to conserve power) and temporarily suspend protocol
   communication (P0); there is no explicit mention of P1.




4.4. Strategies of Keeping Time over Power Events

   [This subsection is very drafty.]



   Many applications for a device require it to keep some concept of
   time.



   Time-keeping can be relative to a previous event (last packet
   received), absolute on a device-specific scale (e.g., last reboot),
   or absolute on a world-wide scale ("wall-clock time").



   Some devices lose the concept of time when going to sleep: after
   wakeup, they don't know how long they slept.  Some others do keep
   some concept of time during sleep, but not precise enough to use as a
   basis for keeping absolute time.  Some devices have a continuously
   running source of a reasonably accurate time (often a 32,768 Hz watch
   crystal).  Finally, some devices can keep their concept of time even
   during a battery change, e.g., by using a backup battery or a
   supercapacitor to power the real-time clock (RTC).



   The actual accuracy of time may vary, with errors ranging from tens
   of percent from on-chip RC oscillators (not useful for keeping
   absolute time, but still useful for, e.g., timing out some state) to
   approximately 1e-4 to 1e-5 ("watch crystal") of error.  More precise
   timing is available with temperature compensated crystal oscillators
   (TCXO).  Further improvement requires significantly higher power
   usage, bulk, fragility, and device cost, e.g. oven-controlled crystal
   oscillators (OCXO) can reach 1e-8 accuracy, and Rubidium frequency
   sources can reach 1e-11 over the short term and 1e-9 over the long
   term.



   A device may need to fire up a more accurate frequency source during
   wireless communication, this may also allow it to keep more precise
   time during the period.



   The various time sources available on the device can be assisted by
   external time input, e.g. via the network using the NTP protocol
   [RFC5905].  Information from measuring the deviation between external
   input and local time source can be used to increase the accuracy of
   maintaining time even during periods of no network use.



   Errors of the frequency source can be compensated if known
   (calibrated against a known better source, or even predicted, e.g.,
   in a software TCXO).  Even with errors partially compensated, an
   uncertainty remains, which is the more fundamental characteristic to
   discuss.



   Battery solutions may allow the device to keep a wall-clock time
   during its entire life, or the wall-clock time may need to be reset
   after a battery change.  Even devices that have a battery lasting for
   their lifetime may not be set to wall-clock time at manufacture time,
   possibly because the battery is only activated at installation time
   where time sources may be questionable or because setting the clock
   during manufacture is deemed too much effort.



   Devices that keep a good approximation of wall-clock time during
   their life may be in a better position to securely validate external
   time inputs than devices that need to be reset episodically, which
   can possibly be tricked by their environment into accepting a long-
   past time, for instance with the intent of exploiting expired
   security assertions such as certificates.



   From a practical point of view, devices can be divided at least on
   the two dimensions proposed in Table 8 and Table 9.  Corrections to
   the local time of a device performed over the network can be used to
   improve the uncertainty exhibited by these basic device classes.



+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Name | Type                      | Uncertainty (roughly)       |
+======+===========================+=============================+
| T0   | no concept of time        | infinite                    |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| T1   | relative time while awake | (usually high)              |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| T2   | relative time             | (usually high during sleep) |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| T3   | relative time             | 1e‑4 or better              |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| T5   | absolute time (e.g.,      | 1e‑4 or better              |
|      | since boot)               |                             |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| T7   | wall‑clock time           | 1e‑4 or better              |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| T8   | wall‑clock time           | 1e‑5 or better              |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| T9   | wall‑clock time           | 1e‑6 or better (TCXO)       |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| T10  | wall‑clock time           | 1e‑7 or better (OCXO or Rb) |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



          Table 8: Strategies of Keeping Time over Power Events



+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Name | Permanency (from type T5 upwards): | Uncertainty     |
+======+====================================+=================+
| TP0  | time needs to be reset on certain  |                 |
|      | occasions                          |                 |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| TP1  | time needs to be set during        | (possibly       |
|      | installation                       | reduced...      |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| TP9  | reliable time is maintained during | ...by using     |
|      | lifetime                           | external input) |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                    Table 9: Permanency of Keeping Time




5. Classes of Networks


5.1. Classes of link layer MTU size

   Link layer technologies used by constrained devices can be
   categorized on the basis of link layer MTU size.  Depending on this
   parameter, the fragmentation techniques needed (if any) to support
   the IPv6 MTU requirement may vary.



   We define the following classes of link layer MTU size:



+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Name | L2 MTU size (bytes) | 6LoWPAN Fragmentation applicable*? |
+======+=====================+====================================+
| S0   | 3 ‑ 12              | need new kind of fragmentation     |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| S1   | 13 ‑ 127            | yes                                |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| S2   | 128 ‑ 1279          | yes                                |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| S3   | >= 1280             | no fragmentation needed            |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                                  Table 10



   * if no link layer fragmentation is available (note: 'Sx' stands for
   'Size x')



   S0 technologies require fragmentation to support the IPv6 MTU
   requirement.  If no link layer fragmentation is available,
   fragmentation is needed at the adaptation layer below IPv6.  However,
   6LoWPAN fragmentation [RFC4944] cannot be used for these
   technologies, given the extremely reduced link layer MTU.  In this
   case, lightweight fragmentation formats must be used (e.g.
   [I-D.ietf-lpwan-ipv6-static-context-hc]).



   S1 and S2 technologies require fragmentation at the subnetwork level
   to support the IPv6 MTU requirement.  If link layer fragmentation is
   unavailable or insufficient, fragmentation is needed at the
   adaptation layer below IPv6. 6LoWPAN fragmentation [RFC4944] can be
   used to carry 1280-byte IPv6 packets over these technologies.



   S3 technologies do not require fragmentation to support the IPv6 MTU
   requirement.




5.2. Class of Internet Integration

   The term "Internet of Things" is sometimes confusingly used for
   connected devices that are not actually employing Internet
   technology.  Some devices do use Internet technology, but only use it
   to exchange packets with a fixed communication partner ("device-to-
   cloud" scenarios, [RFC7452]).  More general devices are prepared to
   communicate with other nodes in the Internet as well.



   We define the following classes of Internet technology level:



+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Name | Internet technology                  |
+======+======================================+
| I0   | none (local interconnect only)       |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| I1   | device‑to‑cloud only                 |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| I9   | full Internet connectivity supported |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                                  Table 11




5.3. Classes of physical layer bit rate

   [This section is a trial balloon.  We could also talk about burst
   rate, sustained rate; bits/s, messages/s, ...]



   Physical layer technologies used by constrained devices can be
   categorized on the basis of physical layer (PHY) bit rate.  The PHY
   bit rate class of a technology has important implications with regard
   to compatibility with existing protocols and mechanisms on the
   Internet, responsiveness to frame transmissions and need for header
   compression techniques.



   We define the following classes of PHY bit rate:



+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Name | PHY bit rate | Comment                                    |
|      | (bit/s)      |                                            |
+======+==============+============================================+
| B0   | < 10         | Transmission time of 150‑byte frame > MSL  |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| B1   | 10 ‑ 10^3    | Unresponsiveness if human expects reaction |
|      |              | to sent frame (frame size > 62.5 byte)     |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| B2   | 10^3 ‑ 10^6  | Responsiveness if human expects reaction   |
|      |              | to sent frame, but header compression      |
|      |              | still needed                               |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| B3   | > 10^6       | Header compression yields relatively low   |
|      |              | performance benefits                       |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                                 Table 12



   (note: 'Bx' stands for 'Bit rate x')



   B0 technologies lead to very high transmission times, which may be
   close to or even greater than the Maximum Segment Lifetime (MSL)
   assumed on the Internet [RFC0793].  Many Internet protocols and
   mechanisms will fail when transmit times are greater than the MSL.
   B0 technologies lead to a frame transmission time greater than the
   MSL for a frame size greater than 150 bytes.



   B1 technologies offer transmission times which are lower than the MSL
   (for a frame size greater than 150 bytes).  However, transmission
   times for B1 technologies are still significant if a human expects a
   reaction to the transmission of a frame.  With B1 technologies, the
   transmission time of a frame greater than 62.5 bytes exceeds 0.5
   seconds, i.e. a threshold time beyond which any response or reaction
   to a frame transmission will appear not to be immediate [RFC5826].



   B2 technologies do not incur responsiveness problems, but still
   benefit from using header compression techniques (e.g.  [RFC6282]) to
   achieve performance improvements.



   Over B3 technologies, the relative performance benefits of header
   compression are low.  For example, in a duty-cycled technology
   offering B3 PHY bit rates, energy consumption decrease due to header
   compression may be comparable with the energy consumed while in a
   sleep interval.  On the other hand, for B3 PHY bit rates, a human
   user will not be able to perceive whether header compression has been
   used or not in a frame transmission.




6. IANA Considerations

   This document makes no requests to IANA.




7. Security Considerations

   This document introduces common terminology that does not raise any
   new security issues.  Security considerations arising from the
   constraints discussed in this document need to be discussed in the
   context of specific protocols.  For instance, Section 11.6 of
   [RFC7252], "Constrained node considerations", discusses implications
   of specific constraints on the security mechanisms employed.
   [RFC7416] provides a security threat analysis for the RPL routing
   protocol.  Implementation considerations for security protocols on
   constrained nodes are discussed in [RFC7815] and
   [I-D.ietf-lwig-tls-minimal].  A wider view of security in
   constrained-node networks is provided in [RFC8576].
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1. Introduction

   Advertising and discovering devices and services on the network can
   leak a lot of information about a device or person, such as their
   name, the types of services they provide or use, and persistent
   identifiers.  This information can be used to identify and track a
   person's location and daily routine (e.g. buys coffee every morning
   at 8 AM at Starbucks on Main Street).  It can also reveal intimate
   details about a person's behavior and medical conditions, such as
   discovery requests for a glucose monitor, possibly indicating
   diabetes.



   This document specifies a system for advertising and discovery of
   devices and services while preserving privacy and confidentiality.



   This document does not specify how keys are provisioned.
   Provisioning keys is complex enough to justify its own document(s).
   This document assumes each peer has a long-term asymmetric key pair
   (LTPK and LTSK) and communicating peers have each other's long-term
   asymmetric public key (LTPK).




2. Conventions and Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119].



   "Friend"

      A peer you have a cryptographic relationship with.  Specifically,
      that you have the peer's LTPK.



   "Probe"

      Unsolicited multicast message sent to find friends on the network.



   "Announcement"

      Unsolicited multicast message sent to inform friends on the
      network that you have become available or have updated data.



   "Response"

      Solicited unicast message sent in response to a probe or
      announcement.



   "Query"

      Unsolicited unicast message sent to get specific info from a peer.



   "Answer"

      Solicited unicast message sent in response to a query to provide
      info or indicate the lack of info.



   "Multicast"

      This term is used in the generic sense of sending a message that
      targets 0 or more peers.  It's not strictly required to be a UDP
      packet with a multicast destination address.  It could be sent via
      TCP or some other transport to a router that repeats the message
      via unicast to each peer.



   "Unicast"

      This term is used in the generic sense of sending a message that
      targets a single peer.  It's not strictly required to be a UDP
      packet with a unicast destination address.



   Multi-byte values are encoded from the most significant byte to the
   least significant byte (big endian).



   When multiple items are concatenated together, the symbol "||"
   (without quotes) between each item is used to indicate this.  For
   example, a combined item of A followed by B followed by C would be
   written as "A || B || C".




3. Protocol

   There are two techniques used to preserve privacy and provide
   confidentiality in this document.  The first is announcing, probing,
   and responding with only enough info to allow a peer with your public
   key to detect that it's you while hiding your identity from peers
   without your public key.  This technique uses a fresh random signed
   with your private key using a signature algorithm that doesn't reveal
   your public key.  The second technique is to query and answer in a
   way that only a specific friend can read the data.  This uses
   ephemeral key exchange and symmetric encryption and authentication.



   The general flow of the protocol is a device sends multicast probes
   to discover friend devices on the network.  If friend devices are
   found, it directly communicates with them via unicast queries and
   answers.  Announcements are sent to report availability and when
   services are added or removed.



   Messages use a common header with a flags/type field.  This indicates
   the format of the data after the header.  Any data beyond the type-
   specific message body must be ignored.  Future versions of this
   document may define additional data and this must not cause older
   message parsers to break.  Updated formats that break compatibility
   with older parsers must use a new message type.



   Message format:



 0 1 2 3 4 5 6 7 8 bits
+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+~~~~~~~~~~~~~~~
|Flags|  Type   | Type‑specific
+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+~~~~~~~~~~~~~~~



   o  Flags: Flags for future use.  Set to 0 when sending.  Ignore when
      receiving.



   o  Type: Message type.  See Section 7.




3.1. Probe

   A probe is sent via multicast to discover friends on the network.  A
   probe contains a fresh, ephemeral public key (EPK1), a timestamp
   (TS1), and a signature (SIG1).  This provides enough for a friend to
   identify the source, but doesn't allow non-friends to identify it.



   Probe Fields:



   o  EPK1 (Ephemeral Public Key 1).



   o  TS1 (Timestamp 1).  See Timestamps Section 4.



   o  SIG1 (Signature of "Probe" || EPK1 || TS1 || "End").



   When a peer receives a probe, it verifies TS1.  If TS1 is outside the
   time window then it SHOULD be ignored.  It then attempts to verify
   SIG1 with the public key of each of its friends.  If verification
   fails for all public keys then it ignores the probe.  If a
   verification succeeds for a public key then it knows which friend
   sent the probe.  It SHOULD send a response to the friend.



   Message format:



+0   +‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
     |Flags| Type=1  | 1 byte
+1   +‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
     | EPK1 (Ephemeral Public Key 1) | 32 bytes
     |                               |
+33  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
     | TS1 (Timestamp 1)             | 4 bytes
+37  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
     | SIG1 (Signature 1)            | 64 bytes
     |                               |
     |                               |
     +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
+101 Total bytes




3.2. Response

   A response contains a fresh, ephemeral public key (EPK2) and a
   symmetrically encrypted signature (ESIG2).  The encryption key is
   derived by first generating a fresh ephemeral public key (EPK2) and
   its corresponding secret key (ESK2) and performing Diffie-Hellman
   (DH) using EPK1 and ESK2 to compute a shared secret.  The shared
   secret is used to derive a symmetric session key (SSK2).  A signature
   of the payload is generated (SIG2) using the responder's long-term
   secret key (LTSK2).  The signature is encrypted with SSK2 (ESIG2).
   The nonce for ESIG2 is 1 and is not included in the response.  The
   response is sent via unicast to the sender of the probe.



   When the friend that sent the probe receives the response, it
   performs DH, symmetrically verifies ESIG2 and, if successful,
   decrypts it to reveal SIG2.  It then tries to verify SIG2 with the
   public keys of all of its friends.  If a verification succeeds for a
   public key then it knows which friend sent the response.  If any
   steps fail, the response is ignored.  If all steps succeed, it
   derives a session key (SSK1).  Both session keys (SSK1 and SSK2) are
   remembered for subsequent communication with the friend.



   Response Fields:



   o  EPK2 (Ephemeral Public Key 2).



   o  ESIG2 (Encrypted Signature of "Response" || EPK2 || EPK1 || TS1 ||
      "End").



   Key Derivation values:



   o  SSK1: HKDF-SHA-512 with Salt = "SSK1-Salt", Info = "SSK1-Info",
      Output size = 32 bytes.



   o  SSK2: HKDF-SHA-512 with Salt = "SSK2-Salt", Info = "SSK2-Info",
      Output size = 32 bytes.



   Message format:



+0   +‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
     |Flags| Type=2  | 1 byte
+1   +‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
     | EPK2 (Ephemeral Public Key 2) | 32 bytes
     |                               |
+33  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
     | ESIG2 (Encrypted Signature 2) | 96 bytes
     |                               |
     |                               |
     +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
+129 Total bytes




3.3. Announcement

   An announcement indicates availability to friends on the network or
   if it has update(s).  It is sent whenever a device joins a network
   (e.g. joins WiFi, plugged into Ethernet, etc.), its IP address
   changes, or when it has an update for one or more of its services.
   Announcements are sent via multicast.



   Announcement Fields:



   o  EPK1 (Ephemeral Public Key 1).



   o  TS1 (Timestamp 1).  See Timestamps Section 4.



   o  SIG1 (Signature of "Announcement" || EPK1 || TS1 || "End").



   When a peer receives an announcement, it verifies TS1.  If TS1 is
   outside the time window then it SHOULD be ignored.  It then attempts
   to verify SIG1 with the public key of each of its friends.  If
   verification fails for all public keys then it ignores the probe.  If
   a verification succeeds for a public key then it knows which friend
   sent the announcement.



   Message format:



+0   +‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
     |Flags| Type=3  | 1 byte
+1   +‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
     | EPK1 (Ephemeral Public Key 1) | 32 bytes
     |                               |
+33  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
     | TS1 (Timestamp 1)             | 4 bytes
+37  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
     | SIG1 (Signature 1)            | 64 bytes
     |                               |
     |                               |
     +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
+101 Total bytes




3.4. Query

   A query is sent via unicast to request specific info from a friend.
   The query data (MSG1) is encrypted with the symmetric session key
   (SSK1 for the original prober or SSK2 for the original responder) for
   the target friend previously generated via the probe/response
   exchange.  This encrypted field is EMSG1.  The nonce for EMSG1 is 1
   larger than the last nonce used with this symmetric key and is not
   included in the query.  For example, if this is the first message
   sent to this friend after the probe/response then the nonce would be
   2.  The query is sent via unicast to the friend.



   When the friend receives a query, it symmetrically verifies EMSG1
   against every active session's key and, if one is successful (which
   also identifies the friend), it decrypts the field.  If verification
   fails, the query is ignored, If verification succeeds, the query is
   processed.



   Query Fields:



   o  EMSG1 (Encrypted query data).



   Message format:



+0  +‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
    |Flags| Type=4  | 1 byte
+1  +‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
    | EMSG1 (Encrypted query data) | n + 16 bytes
    |                              |
    +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
+17 + n Total bytes




3.5. Answer

   An answer is sent via unicast in response to a query from a friend.
   The answer data (MSG2) is encrypted with the symmetric session key of
   the destination friend (SSK1 it was the original prober or SSK2 if it
   was the original responder from the previous probe/response
   exchange).  This encrypted field is EMSG2.  The nonce for EMSG2 is 1
   larger than the last nonce used with this symmetric key and is not
   included in the answer.  For example, if this is the first message
   sent to this friend after the probe/response then the nonce would be
   2.  The answer is sent via unicast to the friend.



   When the friend receives an answer, it symmetrically verifies EMSG2
   against every active session's key and, if one is successful (which
   also identifies the friend), it decrypts the field.  If verification
   fails, the answer is ignored, If verification succeeds, the answer is
   processed.



   Answer Fields:



   o  EMSG2 (Encrypted answer data).



   Message format:



+0  +‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
    |Flags| Type=5  | 1 byte
+1  +‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
    | EMSG2 (Encrypted query data) | n + 16 bytes
    |                              |
    +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
+17 + n Total bytes




4. Timestamps

   A timestamp in this document is the number of seconds since
   2001-01-01 00:00:00 UTC.  Timestamps sent in messages SHOULD be
   randomized by +/- 30 seconds to reduce the fingerprinting ability of
   observers.  A timestamp of 0 means the sender doesn't know the
   current time (e.g. lacks a battery-backed RTC and access to an NTP
   server).  Receivers MAY use a timestamp of 0 to decide whether to
   enforce time window restrictions.  This can allow discovery in
   situations where one or more devices don't know the current time
   (e.g. location without Internet access).



   A timestamp is considered valid if it's within N seconds of the
   current time of the receiver.  The RECOMMENDED value of N is 900
   seconds (15 minutes) to allow peers to remain discoverable even after
   a large amount of clock drift.




5. Implicit Nonces

   The nonces in this document are integers that increment by 1 for each
   encryption.  Nonces are never included in any message.  Including
   nonces in messages would enable transactions to be easily tracked by
   following nonce 1, 2, 3, etc.  This may seem futile if other layers
   of the system also leak trackable identifiers, such as IP addresses,
   but those problems can be solved by other documents.  Random nonces
   could avoid tracking, but make replay protection difficult by
   requiring the receiver to remember previously received messages to
   detect a replay.



   One issue with implicit nonces and replay protection in general is
   handling lost messages.  Message loss and reordering is expected and
   shouldn't cause complete failure.  Accepting nonces within N of the
   expected nonce enables recovery from some loss and reordering.  When
   a message is received, the expected nonce is checked first and then
   nonce + 1, nonce - 1, up to nonce +/- N.  The RECOMMENDED value of N
   is 8 as a balance between privacy, robustness, and performance.




6. Re-keying and Limits

   Re-keying is a hedge against key compromise.  The underlying
   algorithms have limits that far exceed reasonable usage (e.g. 96-bit
   nonces), but if a key was revealed then we want to reduce the damage
   by periodically re-keying.



   Probes are periodically re-sent with a new ephemeral public key in
   case the previous key pair was compromised.  The RECOMMENDED maximum
   probe ephemeral public key lifetime is 20 hours.  This is close to 1
   day since people often repeat actions on a daily basis, but with some
   leeway for natural variations.  If a probe ephemeral public key is
   re-generated for other reasons, such as joining a WiFi network, the
   refresh timer is reset.



   Session keys are periodically re-key'd in case a symmetric key was
   compromised.  The RECOMMENDED maximum session key lifetime is 20
   hours or 1000 messages, whichever comes first.  This uses the same
   close-to-a-day reasoning as probes, but adds a maximum number of
   messages to reduce the potential for exposure when many messages are
   being exchanged.  Responses SHOULD be throttled if it appears that a
   peer is making an excessive number of requests since this may
   indicate the peer is probing for weaknesses (e.g. timing attacks,
   ChopChop-style attacks).




7. Message Types

+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Name         | Type  | Description                                |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Invalid      | 0     | Invalid message type. Avoids               |
|              |       | misinterpreting zeroed memory.             |
| Probe        | 1     | See Section 3.1.                           |
| Response     | 2     | See Section 3.2.                           |
| Announcement | 3     | See Section 3.3.                           |
| Query        | 4     | See Section 3.4.                           |
| Answer       | 5     | See Section 3.5.                           |
| Reserved     | 6‑255 | Reserved. Don't use when sending. Ignore   |
|              |       | if received.                               |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+




8. Message Fields

+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Name        | Description                                         |
+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| EPK1/EPK2   | Ephemeral Public Key. 32‑byte Curve25519 public     |
|             | key.                                                |
| TS1         | Timestamp. 4‑byte timestamp. See Timestamps Section |
|             | 4.                                                  |
| SIG1/SIG2   | Signature. 64‑byte Ed25519 signature.               |
| ESIG1/ESIG2 | Encrypted signature. Ed25519 signature encrypted    |
|             | with ChaCha20‑Poly1305. Formatted as the 64‑byte    |
|             | encrypted portion followed by a 16‑byte MAC (96     |
|             | bytes total).                                       |
| EMSG1/EMSG2 | Encrypted message. Message encrypted with           |
|             | ChaCha20‑Poly1305. Formatted as the N‑byte          |
|             | encrypted portion followed by a 16‑byte MAC (N + 16 |
|             | bytes total).                                       |
+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+




9. Security Considerations

   o  Privacy considerations are specified in draft-cheshire-dnssd-
      privacy-considerations.



   o  Ephemeral key exchange uses elliptic curve Diffie-Hellman (ECDH)
      with Curve25519 as specified in [RFC7748].



   o  Signing and verification uses Ed25519 as specified in [RFC8032].



   o  Symmetric encryption uses ChaCha20-Poly1305 as specified in
      [RFC7539].



   o  Key derivation uses HKDF as specified in [RFC5869] with SHA-512 as
      the hash function.



   o  Randoms and randomization MUST use cryptographic random numbers.



   Information leaks may still be possible in some situations.  For
   example, an attacker could capture probes from a peer they've
   identified and replay them elsewhere within the allowed timestamp
   window.  This could be used to determine if a friend of that friend
   is present on that network.



   The network infrastructure may leak identifiers in the form of
   persistent IP addresses and MAC addresses.  Mitigating this requires
   changes at lower levels of the network stack, such as periodically
   changing IP addresses and MAC addresses.




10. IANA Considerations

   o  A multicast UDP port number would need to be allocated by IANA.



   o  Message types defined by this document are intended to be managed
      by IANA.




11. To Do

   The following are some of the things that still need to be specified
   and decided:



   o  Figure out how sleep proxies might work with this protocol.



   o  Define probe and announcement random delays to reduce collisions.



   o  Describe when to use the same EPK2 in a response to reduce churn
      on probe/response collisions.



   o  Consider randomly answering probes for non-friends to mask real
      friends.



   o  Design public service protocol to allow pairing.
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When users are at known underground locations, such as tube stations
they often do not have a GPS signal, as the radio waves from the
satellites required cannot penetrate the earth, this draft suggests
providing GPS locations over WiFI using remote IP detection for a
server to respond with the correct name of clients location and
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Extending this to those without WiFI access the standard goes one
stage further, by offering a hidden WiFI network with a standard name,
such as .location. The principle being that mobile devices can
look for this network in cases where GPS data cannot be collected. It
is hoped that this will allow those using mapping services to know
where they are when travelling on underground trains etc.
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1. Introduction


1.1 Motivation

Those travelling underground networks, such as the London underground
or the German autobahn do know where they are when underground. At
best apps such as citymapper will estimate where people are based
on the time the carridge takes to get to their location.  It would
be convenient for them to know where they are. This protocol resolves
this problem, not just to those who have a wireless location but also
to those who do not.



1.2 The code for this servlet, implemented in Java running on tomcat8
is available at https://www.github.com/rydal/underground.



1.3 Security considerations: In order to prevent spoofing of the
location https can be used.



1.4 IANA Considerations:
 This document has no actions for IANA.

2. Mechanisms.
2.1
The Server, with the aforementioned outline code, knows the IP
address of the WiFi hot spot.  It holds a  list of GPS locations,
related to the IP address of the provided underground network.
Using this list it responds to the client (the Wireless
network of the underground network), with the relevant GPS
co‑ordinates of the physical site being referenced by the
incoming IP address. The server responds with a name of the
location, it's GPS latitude and GPS longitude in a JSON array.

2.2:
Making this more accessible, including to user's not currently
connected to a WiFi network, we can implement a hidden wireless
network with a standardized name, such as ".location".

The operating system's of mobile phones can then search for
such a wireless network when GPS is unavailable. The hidden
wireless network can then act in the same manner as described
in section 2.1.

2.3:
As referenced in section 1.3.  Standard https encryption can
prevent location spoofing.

3.
Interested parties:
The transport organisations for the relevant underground locations
would need to be involved in this to provide said wireless
networks. The mobile manufacturers would need to add a function
to their GPS location code.
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1. Introduction

   Internet Service Providers (ISPs) traditionally provide DNS resolvers
   to their customers.  Typically, ISPs deploy the following mechanisms
   to advertise a list of DNS Recursive DNS server(s) to their
   customers:



   o  Protocol Configuration Options in cellular networks [TS.24008].



o  DHCP [RFC2132] (Domain Name Server Option) or DHCPv6
   [RFC8415][RFC3646] (OPTION_DNS_SERVERS).
o  IPv6 Router Advertisement [RFC4861][RFC8106] (Type 25 (Recursive
   DNS Server Option)).



   The communication between a customer's device (possibly via Customer
   Premises Equipment (CPE)) and an ISP-supplied DNS resolver takes
   place by using cleartext DNS messages (Do53,
   [I-D.ietf-dnsop-terminology-ter]).  Some examples are depicted in
   Figure 1.  In the case of cellular networks, the cellular network
   will provide connectivity directly to a host (e.g., smartphone,
   tablet) or via a CPE.  Do53 mechanisms used within the Local Area
   Network (LAN) are similar in both fixed and cellular CPE-based
   broadband service offerings.



(a) Fixed Networks
           ,‑‑,‑‑,‑‑.             ,‑‑,‑‑,‑‑.
        ,‑'   +‑‑+  `‑.       ,‑'   ISP    `‑.
       ( LAN  |H |    CPE‑‑‑‑(                 )
        `‑.   +‑‑+   ,‑'       `‑.          ,‑'
           `‑‑'|‑'‑‑'             `‑‑'‑‑'‑‑'
               |                     |
               |<=======Do53========>|

(b) Cellular Networks
                |<===========Do53=========>|
           ,‑‑,‑|,‑‑.                      |
        ,‑'   +‑‑+   `‑.               ,‑‑,‑‑,‑‑.
       ( LAN  |H |     CPE‑‑‑‑‑‑‑‑‑‑‑‑+          \
        `‑.   +‑‑+   ,‑'            ,'   ISP     `‑.
           `‑‑'‑‑'‑‑'              (                )
                              +‑‑‑‑‑+‑.          ,‑'
              +‑‑+            |        `‑‑'‑‑'‑‑'
              |H +‑‑‑‑‑‑‑‑‑‑‑‑+
              +‑‑+
Legend:
 * H: refers to a host.



                    Figure 1: Sample Legacy Deployments



   ISPs use DNS to provide additional services such as (but not limited
   to) malware filtering, parental control, or VoD (Video on Demand)
   optimization.  DNS is also a central component for mastering the
   quality of experience for current latency-sensitive services, but
   also emerging ones (such as those services that pertain to the Ultra
   Reliability and Low Latency Communications (uRLLC) or Enhanced Mobile
   Broadband (eMBB).



      For example, the latency targets set in the context of 5G are 1ms
      (uRLLC) and 4ms (eMBB).  An ISP will be able to address such
      demanding latency requirements assuming the corresponding services
      rely upon resources (network, compute, storage) that are located
      as close to the user as possible (e.g., by means of Edge Computing
      techniques and resources).  Such latency requirements are likely
      to be addressed by means of optimized designs (DNS, in
      particular), too.



   Relying upon local DNS resolvers will therefore contribute to meet
   the aforementioned service requirements.  The use of external
   resolvers is likely to induce an extra service delay which exceeds by
   far the service target.



   This document focuses on the support of DNS-over-HTTPS (DoH)
   [RFC8484] or DNS-over-TLS (DoT) [RFC7858] in local networks.  In
   particular, the document describes how a local DoH/DoT server can be
   discovered and used by connected hosts.  This document specifies
   options that allow DNS clients to discover local DoT/DoH servers.
   Section 4 describes DHCP, DHCPv6, and RA options to convey the
   Authentication Domain Name (ADN, defined in [RFC8310]).



   Some ISPs rely upon external resolvers (e.g., outsourced service or
   public resolvers); these ISPs provide their customers with the IP
   addresses of these resolvers.  These addresses are typically
   configured on CPEs using the same mechanisms listed above.  Likewise,
   users can modify the default DNS configuration of their CPEs (e.g.,
   supplied by their ISP) to configure their favorite DNS servers.  This
   document permits such deployments.



   Both managed and unmanaged CPEs are discussed in the document
   (Section 3).  Also, considerations related to hosting a DNS forwarder
   in the CPE are described (Section 7).



   Hosts and/or CPEs may be connected to multiple networks; each
   providing their own DNS configuration using the discovery mechanisms
   specified in this document.  Nevertheless, it is out of the scope of
   this specification to discuss DNS selection of multi-interface
   devices.  The reader may refer to [RFC6731] for a discussion of
   issues and an example of DNS server selection for multi-interfaced
   devices.




2. Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119][RFC8174] when, and only when, they appear in all
   capitals, as shown here.



   This document makes use of the terms defined in [RFC8499] and
   [I-D.ietf-dnsop-terminology-ter].



   Do53 refers to unencrypted DNS.



   'DoH/DoT' refers to DNS-over-HTTPS and/or DNS-over-TLS.




3. Sample Deployment Scenarios


3.1. Managed CPEs

   ISPs have developed an expertise in managing service-specific
   configuration information (e.g., CPE WAN Management Protocol
   [TR-069]).  For example, these tools may be used to provision the
   authentication domain name information (ADN) to managed CPEs if DoH/
   DoT is supported by a local network similar to what is depicted in
   Figure 2.



   DoH-capable (or DoT) clients establish the DoH (or DoT) session with
   the discovered DoH (or DoT) server.



   The DNS client discovers whether the DNS server in the local network
   supports DoH/DoT by using a dedicated field in the discovery message:
   Encrypted DNS Types (Section 4).



           (a) Fixed Networks



    ,‑‑,‑‑,‑‑.             ,‑‑,‑‑,‑‑.
 ,‑'   +‑‑+  `‑.       ,‑'   ISP    `‑.
( LAN  |H |    CPE‑‑‑‑(    DNS Server  )
 `‑.   +‑‑+   ,‑'       `‑.         ,‑'
    `‑‑'|‑'‑‑'             `‑‑'‑‑'‑‑'
        |                     |
        |<=======DoH/DoT=====>|




           (b) Cellular Networks



         |<===========DoH/DoT======>|
    ,‑‑,‑|,‑‑.                      |
 ,‑'   +‑‑+   `‑.               ,‑‑,‑‑,‑‑.
( LAN  |H |     CPE‑‑‑‑‑‑‑‑‑‑‑‑+          \
 `‑.   +‑‑+   ,‑'            ,'   ISP     `‑.
    `‑‑'‑‑'‑‑'              (    DNS Server  )
                       +‑‑‑‑‑+‑.          ,‑'
        +‑‑+           |        `‑‑'‑‑'‑‑'
        |H +‑‑‑‑‑‑‑‑‑‑‑+
        +‑‑+



                       Figure 2: DoH/DoT in the WAN



   Figure 2 shows the scenario where the CPE relays the list of DoT/DoH
   servers it learns for the network by using mechanisms like DHCP or a
   specific Router Advertisement message.  In such context, direct DoH/
   DoT sessions will be established between a host serviced by a CPE and
   an ISP-supplied DoT/DoH server (see the example depicted in Figure 3
   for a DoH/DoT-capable host).



           ,‑‑,‑‑,‑‑.             ,‑‑,‑‑,‑‑.
        ,‑'          `‑.       ,‑'   ISP    `‑.
Host‑‑‑(      LAN      CPE‑‑‑‑(    DNS Server  )
  |     `‑.          ,‑'       `‑.          ,‑'
  |        `‑‑'‑‑'‑‑'             `‑‑'‑‑'‑‑'
  |                                   |
  |<==============DoT/DoH============>|



                     Figure 3: Direct DoH/DoT Sessions



   Figure 4 shows a deployment where the CPE embeds a caching DNS
   forwarder.  The CPE advertises itself as the default DNS server to
   the hosts it serves.  The CPE relies upon DHCP or RA to advertise
   itself to internal hosts as the default DoT/DoH/Do53 server.  When
   receiving a DNS request it cannot handle locally, the CPE forwards
   the request to an upstream DoH/DoT/Do53 resolver.  Such deployment is
   required for IPv4 service continuity purposes (e.g.,
   [I-D.ietf-v6ops-rfc7084-bis]) or for supporting advanced services
   within the home (e.g., malware filtering, parental control,
   Manufacturer Usage Description (MUD, [RFC8520] to only allow intended
   communications to and from an IoT device)).  When the CPE behaves as
   a DNS forwarder, DNS communications can be decomposed into two legs:



   o  The leg between an internal host and the CPE.



   o  The leg between the CPE and an upstream DNS resolver.



   An ISP that offers DoH/DoT to its customers may enable DoH/DoT in
   both legs as shown in Figure 4.  Additional considerations related to
   this deployment are discussed in Section 7.



           ,‑‑,‑‑,‑‑.             ,‑‑,‑‑,‑‑.
        ,‑'          `‑.       ,‑'   ISP    `‑.
Host‑‑‑(      LAN      CPE‑‑‑‑(    DNS Server  )
  |     `‑.          ,‑'|      `‑.          ,‑'
  |        `‑‑'‑‑'‑‑'   |         `‑‑'‑‑'‑‑'
  |                     |             |
  |<======DoT/DoH======>|<==DoT/DoH==>|




                    Figure 4: Proxied DoH/DoT Sessions




3.2. Unmanaged CPEs

Customers may decide to deploy unmanaged CPEs (assuming the CPE is
compliant with the network access technical specification that is
usually published by ISPs).  Upon attachment to the network, an
unmanaged CPE receives from the network its service configuration
(including the DNS information) by means of, e.g., DHCP.  That DNS
information is shared within the LAN following the same mechanisms as
those discussed in Section 3.1.  A host can thus establish DoH/DoT
session with a DoH/DoT server similar to what is depicted in
Figure 3.



   Customers may also decide to deploy internal home routers (called
   hereafter, Internal CPEs) for a variety of reasons that are not
   detailed here.  Absent any explicit configuration on the internal CPE
   to override the DNS configuration it receives from the ISP-supplied
   CPE, an Internal CPE relays the DNS information it receives via DHCP/
   RA from the ISP-supplied CPE to connected hosts.  DoH/DoT sessions
   can be established by a host with the DoH/DoT servers of the ISP (see
   Figure 5).



          ,‑‑,‑‑,‑‑.                    ,‑‑,‑‑,‑‑.
       ,‑'          Internal         ,‑'    ISP   `‑.
Host‑‑(    Network#A   CPE‑‑‑‑CPE‑‑‑(    DNS Server   )
 |     `‑.          ,‑'              `‑.          ,‑'
 |        `‑‑'‑‑'‑‑'                    `‑‑'‑‑'‑‑'
 |                                          |
 |<===================DoT/DoH==============>|



   Figure 5: Direct DoH/DoT Sessions with the ISP DNS Resolver (Internal

                                   CPE)



   Similar to managed CPEs, a user may modify the default DNS
   configuration of an unmanaged CPE to use his/her favorite DNS servers
   instead.  DoH/DoT sessions can be established directly between a host
   and a 3rd Party DNS server (see Figure 6).



         ,‑‑,‑‑,‑‑.                  ,‑‑,
       ,'         Internal        ,‑'    '‑     3rd Party
Host‑‑(  Network#A  CPE‑‑‑‑CPE‑‑‑(   ISP   )‑‑‑ DNS Server
 |     `.         ,‑'             `‑.    ‑'         |
 |       `‑'‑‑'‑‑'                   `‑‑'           |
 |                                                  |
 |<======================DoT/DoH===================>|



     Figure 6: Direct DoH/DoT Sessions with a Third Party DNS Resolver



   Section 7.2 discusses considerations related to hosting a forwarder
   in the Internal CPE.




4. DNS Reference Identifier Option

   This section describes how a DNS client can discover the ADN of local
   DoH/DoT server(s) using DHCP (Sections 4.1 and 4.2) and Neighbor
   Discovery protocol (Section 4.3).



   As reported in Section 1.7.2 of [RFC6125]:



      "few certification authorities issue server certificates based on
      IP addresses, but preliminary evidence indicates that such
      certificates are a very small percentage (less than 1%) of issued
      certificates".



   In order to allow for PKIX-based authentication between a DNS client
   and a DoH/DoT server while accommodating the current best practices
   for issuing certificates, this document allows for configuring an
   authentication domain name to be presented as a reference identifier
   for DNS authentication purposes.



   The DNS client establishes a DoH/DoT session with the discovered DNS
   IP address(es) (Section 6) and uses the mechanism discussed in
   Section 8 of [RFC8310] to authenticate the DNS server certificate
   using the authentication domain name conveyed in the DNS Reference
   Identifier.



   If the DNS Reference Identifier is discovered by a host using both RA
   and DHCP, the rules discussed in Section 5.3.1 of [RFC8106] MUST be
   followed.




4.1. DHCPv6 DNS Reference Identifier Option

   The DHCPv6 DNS Reference Identifier option is used to configure an
   authentication domain name of the DoH/DoT server.  The format of this
   option is shown in Figure 7.



 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|     OPTION_V6_DNS_RI          |         Option‑length         |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Encr DNS Types|                                               |
+‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+                                               |
|                                                               |
~                 Authentication Domain Name                    ~
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+




             Figure 7: DHCPv6 DNS Reference Identifier Option



   The fields of the option shown in Figure 7 are as follows:



o  Option‑code: OPTION_V6_DNS_RI (TBA1, see Section 10.1)
o  Option‑length: Length of the enclosed data in octets.
o  Encr DNS Types (Encrypted DNS Types): Indicates the type(s) of the
   encrypted DNS server conveyed in this attribute.  The format of
   this 8‑bit field is shown in Figure 8.

                          +‑+‑+‑+‑+‑+‑+‑+‑+
                          |U|U|U|U|U|U|H|T|
                          +‑+‑+‑+‑+‑+‑+‑+‑+



                       Figure 8: Encrypted DNS Types



T: If set, this bit indicates that the server supports DoT
[RFC7858].
H: If set, this bit indicates that the server supports DoH
[RFC8484].



         U: Unassigned bits.  These bits MUST be unset by the sender.
         Associating a meaning with an unassigned bit can be done via
         Standards Action [RFC8126].



      In a request, these bits are assigned to indicate the requested
      encrypted DNS server type(s) by the client.  In a response, these
      bits are set as a function of the encrypted DNS supported by the
      server and the requested encrypted DNS server type(s).



   To keep the packet small, if more than one encrypted DNS type
   (e.g., both DoH and DoT) are to be returned to a requesting client
   and the same ADN is used for these types, the corresponding bits
   MUST be set in the 'Encrypted DNS Types' field of the same option
   instance in a response.  For example, if the client requested DoH
   and DoTand the server supports both, then both T and H bits must
   be set.
o  Authentication Domain Name: A fully qualified domain name of the
   DoH/DoT server.  This field is formatted as specified in
   Section 10 of [RFC8415].



   An example of the Authentication Domain Name encoding is shown in
   Figure 9.  This example conveys the FQDN "doh1.example.com.".



+‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑+
| 0x04 |   d  |   o  |   h  |  1   | 0x07 |   e  |   x  |   a  |
+‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑+
|   m  |   p  |   l  |   e  | 0x03 |   c  |   o  |   m  | 0x00 |
+‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑+



      Figure 9: An example of the authentication-domain-name Encoding



   Multiple instances of OPTION_V6_DNS_RI may be returned to a DHCPv6
   client; each pointing to a distinct encrypted DNS server type.



   To discover an encrypted DNS server, the DHCPv6 client including
   OPTION_V6_DNS_RI in an Option Request Option (ORO), as in Sections
   18.2.1, 18.2.2, 18.2.4, 18.2.5, 18.2.6, and 21.7 of [RFC8415].  The
   DHCPv6 client sets the Encrypted DNS Types field to the requested
   encrypted DNS server type(s).



   If the DHCPv6 client requested more than one encrypted DNS server
   type, the DHCP client MUST be prepared to receive multiple DHCP
   OPTION_V6_DNS_RI options; each option is to be treated as a separate
   encrypted DNS server.




4.2. DHCP DNS Reference Identifier Option

   The DHCP DNS Reference Identifier option is used to configure an
   authentication domain name of the DoH/DoT server.  The format of this
   option is illustrated in Figure 10.



 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|     TBA2      |     Length    |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Encr DNS Types|               |
+‑+‑+‑+‑+‑+‑+‑+‑+               |
|                               |
~  Authentication Domain Name   ~
|                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



  with:



 Authentication Domain Name
+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑
|  s1 |  s2 |  s3 |  s4 | s5  |  ...
+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑



     The values s1, s2, s3, etc. represent the domain name labels in the
     domain name encoding.




              Figure 10: DHCP DNS Reference Identifier Option



   The fields of the option shown in Figure 10 are as follows:



o  Code: OPTION_V4_DNS_RI (TBA2, see Section 10.2).
o  Length: Length of the enclosed data in octets.
o  Encr DNS Types (Encrypted DNS Types): Indicates the type(s) of the
   encrypted DNS server conveyed in this attribute.  The format of
   this field is shown in Figure 8.
o  Authentication Domain Name: The domain name of the DoH/DoT server.
   This field is formatted as specified in Section 10 of [RFC8415].



   OPTION_V4_DNS_RI is a concatenation-requiring option.  As such, the
   mechanism specified in [RFC3396] MUST be used if OPTION_V4_DNS_RI
   exceeds the maximum DHCP option size of 255 octets.



   To discover an encrypted DNS server, the DHCP client requests the
   Encrypted DNS Reference Identifier by including OPTION_V4_DNS_RI in a
   Parameter Request List option [RFC2132].  The DHCP client sets the
   Encrypted DNS Types field to the requested encrypted DNS server.



   If the DHCP client requested more than one encrypted DNS server type,
   the DHCP client MUST be prepared to receive multiple DHCP
   OPTION_V4_DNS_RI options; each option is to be treated as a separate
   encrypted DNS server.




4.3. RA DNS Reference Identifier Option

   The IPv6 Router Advertisement (RA) DNS Reference Identifier option is
   used to configure an authentication domain name of the DoH/DoT
   server.  The format of this option is illustrated in Figure 11.



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|     Type      |     Length    | Encr DNS Types|   Unassigned  |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                           Lifetime                            |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
:                  Authentication Domain Name                   :
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



               Figure 11: RA DNS Reference Identifier Option



   The fields of the option shown in Figure 11 are as follows:



o  Type: 8‑bit identifier of the DNS Reference Identifier Option as
   assigned by IANA (TBA3, see Section 10.3).
o  Length: 8‑bit unsigned integer.  The length of the option
   (including the Type and Length fields) is in units of 8 octets.
o  Encr DNS Types (Encrypted DNS Types): Indicates the type(s) of the
   encrypted DNS server conveyed in this attribute.  The format of
   this field is shown in Figure 8.
o  Unassigned: This field is unused.  It MUST be initialized to zero
   by the sender and MUST be ignored by the receiver.
o  Lifetime: 32‑bit unsigned integer.  The maximum time in seconds
   (relative to the time the packet is received) over which the
   authentication domain name MAY be used as a DNS Reference
   Identifier.



      The value of Lifetime SHOULD by default be at least 3 *
      MaxRtrAdvInterval, where MaxRtrAdvInterval is the maximum RA
      interval as defined in [RFC4861].



      A value of all one bits (0xffffffff) represents infinity.



   A value of zero means that the DNS Reference Identifier MUST no
   longer be used.
o  Authentication Domain Name: The domain name of the DoH/DoT server.
   This field is formatted as specified in Section 10 of [RFC8415].



      This field MUST be padded with zeros so that its size is a
      multiple of 8 octets.




5. DoH URI Templates

   DoH servers may support more than one URI Template [RFC8484].  The
   following discusses a mechanism for a DoH client to retrieve the list
   of supported templates by a DoH server.  Also, if the resolver hosts
   several DoH services (e.g., no-filtering, blocking adult content,
   blocking malware), these services can be discovered as templates.



   Upon discovery of a DoH resolver (Section 4), the DoH client contacts
   that DoH resolver to retrieve the list of supported DoH services
   using the well-known URI defined in
   [I-D.btw-add-rfc8484-clarification].  DoH clients re-iterates that
   request regularly to retrieve an updated list of supported DoH
   services.  Note that a "push" mode can be considered using the
   mechanism defined in [I-D.ietf-dnssd-push].



   How a DoH client makes use of the configured DoH services is out of
   scope of this document.




6. Locating DoH/DoT Servers

   A CPE or a host relies upon discovery mechanisms (such as PCO, DHCP,
   or RA) to retrieve DoH/DoT servers' reachability information.  In the
   various scenarios sketched in Section 3, Do53, DoH, and DoT may
   terminate on the same IP address or distinct IP addresses.
   Terminating Do53/DoH/DoT on the same or distinct IP addresses is
   deployment-specific.



   From an IP reachability standpoint, DoH/DoT servers SHOULD be located
   by their address literals rather than their names.  This avoids
   adding a dependency on another server to resolve the DoH/DoT name.
   Concretely, if Do53/DoH/DoT terminate on same IP addresses, existing
   discovery mechanisms [RFC2132][RFC3646][RFC8106] can be leveraged to
   learn the IP addresses of DoT/DoH servers while an authentication
   domain name is supplied by one of the options discussed in Section 4.



   The following sub-sections discusses the conditions under which
   discovered DoT/DoH server can be used.




6.1. DoT/DoH Auto-Upgrade

   Additional considerations are discussed below for the use of DoH and
   DoT servers provided by local networks:



   o  If the DNS server's IP address discovered by using DHCP/RA is pre-
      configured in the OS or Browser as a verified resolver (e.g., part
      of an auto-upgrade program such as [Auto-upgrade]), the DNS client
      auto-upgrades to use the pre-configured DoH/DoT server tied to the
      discovered DNS server IP address.  In such a case the DNS client
      will perform additional checks out of band, such as confirming
      that the Do53 IP address and the DoH server are owned and operated
      by the same organisation.



   o  Similarly, if the ADN conveyed in DHCP/RA (Section 4) is pre-
      configured in the OS or browser as a verified resolver, the DNS
      client auto-upgrades to establish a DoH/DoT session with the ADN.



      In such case, the DNS client matches the domain name in the DNS
      Reference Identifier DHCP/RA option with the 'DNS-ID' identifier
      type within subjectAltName entry in the server certificate
      conveyed in the TLS handshake.




6.2. Other Deployment Options

   Some deployment options to securely configure hosts are discussed
   below.  These options are provided for the sake of completeness.



   o  If Device Provisioning Protocol (DPP) [DPP] is used, the
      configurator can securely configure devices in the home network
      with the local DoT/DoH server using DPP.  If the DoT/DoH servers
      use raw public keys [RFC7250], the Subject Public Key Info (SPKI)
      pin set [RFC7250] of raw public keys may be encoded in a QR code.
      The configurator (e.g., mobile device) can scan the QR code and
      provision SPKI pin set in OS/Browser.  The configurator can in-
      turn securely configure devices (e.g., thermostat) in the home
      network with the SPKI pin set using DPP.



   o  If a CPE is co-located with security services within the home
      network, the CPE can use WPA-PSK but with unique pre-shared keys
      for different endpoints to deal with security issues.  In such
      networks, [I-D.reddy-add-iot-byod-bootstrap] may be used to
      securely bootstrap endpoint devices with the authentication domain
      name and DNS server certificate of the local network's DoH/DoT
      server.



      The OS would not know if the WPA pre-shared-key is the same for
      all clients or a unique pre-shared key is assigned to the host.
      Hence, the user has to indicate to the system that a unique pre-
      shared key is assigned to trigger the bootstrapping procedure.



      If the device joins a home network using a single shared password
      among all the attached devices, a compromised device can host a
      fake access point, and the device cannot be securely bootstrapped
      with the home network's DoH/DoT server.




7. Hosting DoH/DoT Forwarder in the CPE


7.1. Managed CPEs

   The following mechanisms can be used to host a DoH/DoT forwarder in a
   managed CPE (Section 3.1).




7.1.1. ACME

   The ISP can assign a unique FQDN (e.g., cpe1.example.com) and a
   domain-validated public certificate to the DoH/DoT forwarder hosted
   on the CPE.  Automatic Certificate Management Environment (ACME)
   [RFC8555] can be used by the ISP to automate certificate management
   functions such as domain validation procedure, certificate issuance
   and certificate revocation.



   The managed CPE should support a configuration parameter to instruct
   the CPE whether it has to relay the encrypted DNS server received
   from the ISP's network or has to announce itself as a forwarder
   within the local network.  The default behavior of the CPE is to
   supply the encrypted DNS server received from the ISP's network.




7.1.2. Auto-Upgrade based on Domains and their Sub-domains

   If the ADN conveyed in DHCP/RA (Section 4) is pre-configured in
   popular OSes or browsers as a verified resolver and the auto-upgrade
   (Section 6.1) is allowed for both the pre-configured ADN and its sub-
   domains, the DoH/DoT client will learn the local DoH/DoT forwarder
   using DHCP/RA and auto-upgrade because the left-most label of the
   pre-configured ADN would match the subjectAltName value in the server
   certificate.  Concretely, the CPE can communicate the ADN of the
   local DoH forwarder (Section 7.1.1) to internal hosts using DHCP/RA
   (Section 4).



   Let's suppose that "example.net" is pre-configured as a verified
   resolved in the browser or OS.  If the DoH/DoT client discovers a
   local forwarder "cpe1-internal.example.net", the DoH/DoT client will
   auto-upgrade because the pre-configured ADN would match
   subjectAltName value "cpe1-internal.example.net" of type dNSName.  As
   shown in Figure 12, the auto-upgrade to a rogue server advertising
   "rs.example.org" will fail.



                         Rogue Server
             |              |
             X<==DHCP=======|
             | {ADN=        |
             |  rs.example.org, @rs}
             |              |                  ‑‑,‑‑,‑
             |        ,+‑,‑‑+‑‑.             ,/  ISP   \.
             |     ,‑'          `‑.       ,‑'            `‑.
         DoH/DoT ‑‑(      LAN      CPE‑‑‑‑( S (@1)          )
    capable client  `‑.          ,‑'|      `‑.           ,‑'
             |        `‑‑'‑‑'‑‑'    |         `‑‑'‑‑'‑‑'
             |<========DHCP========>|
             |{ADN=                 |
             |  cpe1‑internal.example.net, @i}
             |
             |<========DoH=========>|
             |                      |
Legend:
  * S: DoH/DoT server
  * @1: IP address of S
  * @i: internal IP address of the CPE
  * @rs: IP address of a rogue server



   Figure 12: A Simplified Example of Auto-upgrade based on Sub-domains




7.2. Unmanaged CPEs

   The approach specified in Section 7.1 does not apply for hosting a
   DNS forwarder in an unmanaged CPE.



   The unmanaged CPE administrator (referred to as administrator) can
   host a DoH/DoT forwarder on the unmanaged CPE.  This assumes the
   following:



   o  The DoH/DoT server certificate is managed by the entity in-charge
      of hosting the DoT/DoH forwarder.



      Alternatively, a security service provider can assign a unique
      FQDN to the CPE.  The DoH/DoT forwarder will act like a private
      DoT/DoH server only be accessible from within the home network.



   o  The DoH/DoT forwarder will either be configured to use the ISP's
      or a 3rd party DoH/DoT server.



   o  The unmanaged CPE will advertise the DoH/DoT forwarder ADN using
      DHCP/RA to internal hosts.



   Figure 13 illustrates an example of an unmanaged CPE hosting a
   forwarder which connects to a 3rd party DoH/DoT server.  In this
   example, the DNS information received from the managed CPE (and
   therefore from the ISP) is ignored by the Internal CPE hosting the
   forwarder.



         ,‑‑,‑‑,‑‑.                         ,‑‑,
       ,'         Internal   Managed     ,‑'    '‑     3rd Party
Host‑‑(  Network#A  CPE‑‑‑‑‑‑‑‑CPE‑‑‑‑‑‑(   ISP   )‑‑‑ DNS Server
 |     `.         ,‑'|          |        `‑.    ‑'       |
 |       `‑'‑‑'‑‑'   |          |<==DHCP==>|`‑‑'         |
 |                   |<==DHCP==>|          |             |
 |<======DHCP=======>|          |                        |
 |     {RI, @i}      |                                   |
 |<=====DoT/DoH=====>|<=============DoT/DoH=============>|



     Legend:

       * @i: IP address of the DNS forwarder hosted in the Internal
             CPE.



         Figure 13: Example of an Internal CPE Hosting a Forwarder




8. Legacy CPEs

   Hosts serviced by legacy CPEs that can't be upgraded to support the
   options defined in Section 4 won't be able to learn the DoH/DoT
   server hosted by the ISP, in particular.  If the ADN is not
   discovered using DHCP/RA, such hosts will have to fallback to use the
   special-use domain name defined in [I-D.pp-add-resinfo] to discover
   the DoH/DoT server and to retrieve the list of supported DoH services
   using the RESINFO RRtype [I-D.pp-add-resinfo].  The DHCP/RA option to
   discover ADN takes precedence over special-use domain name since the
   special-use domain name is suseptible to both internal and external
   attacks whereas DHCP/RA is only vulnerable to internal attacks.




9. Security Considerations

   An attacker can get a domain name, domain-validated public
   certificate from a CA, host a DoT/DoH server and claim the best DNS
   privacy preservation policy.  Also, an attacker within the home
   network can use the public IP address, get an 'IP address'-validated
   public certificate from a CA, host a DoT/DoH server and claim the
   best DNS privacy preservation policy.



   Wireless LAN as frequently deployed in home networks is vulnerable to
   various attacks (e.g., [Evil-Twin], [Krack], [Dragonblood]).  Because
   of these attacks, only cryptographically authenticated communications
   are trusted on Wireless LAN networks.  This means information
   provided by such networks via DHCP, DHCPv6, or RA (e.g., NTP server,
   DNS server, default domain) are untrusted because DHCP and RA are not
   authenticated.



   Because DHCP/RA messages are not encrypted or protected against
   modification in any way, their content can be spoofed or modified by
   active attackers (e.g., compromised devices within the home network).
   An active attacker (Section 3.3 of [RFC3552]) can spoof the DHCP/RA
   response to provide the attacker's DoT/DoH server.  Note that such an
   attacker can launch other attacks as discussed in Section 22 of
   [RFC8415].  Furthermore, if the browser or the OS is pre-configured
   with a list of DNS servers and some of which perform malware
   filtering while others do not, an attacker can prevent contacting the
   preferred filtering DNS servers causing a downgrade attack to a non-
   filtering DNS server, which the attacker can leverage to deliver
   malware.



   In this specification, DoH/DoT servers discovered using insecure
   discovery mechanisms (like DHCP/RA) are only used if that DoH/DoT
   server is pre-configured in the OS or the browser.  Section 6.1
   identifies a set of deployment options under which DHCP/RA RI options
   can be used.  If the insecurely discovered DoH/DoT server is not pre-
   configured in the OS or browser, the client must validate the
   signatory (e.g., cryptographically attested by the ISP
   [I-D.reddy-add-server-policy-selection]).  If the DHCP/RA response is
   dropped by the attacker, the client can fallback to use a pre-
   configured DoH/DoT server.  However, the use of policies to select
   servers is out of scope of this document.



   The use of DoH/DoT also depends on the user's policies.  For example,
   the user may indicate his/her consent to use (or not) the locally-
   discovered DoH/DoT server or request to review human-readable privacy
   policy information of a selected DNS server and to assess whether
   that DNS server performs DNS-based content filtering (e.g.,
   [I-D.reddy-add-server-policy-selection]).  The DNS client is assumed
   to adhere to these policies.  This document does not make any
   assumption about the structure of such policies nor mandates specific
   requirements.  Such policies and their handling is out of scope.



   DoT/DoH sessions with rogue servers spoofing the IP address of a DNS
   server will fail because the DNS client will fail to authenticate
   that rogue server based upon PKIX authentication [RFC6125] based upon
   the authentication domain name in the Reference Identifier Option.
   DNS clients that ignore authentication failures and accept spoofed
   certificates will be subject to attacks (e.g., redirect to malicious
   servers, intercept sensitive data).



   A passive attacker (Section 3.2 of [RFC3552]) can identify the host
   is using DHCP/RA to discover the DoH/DoT server and can infer the
   host is capable of using DoH/DoT to encrypt DNS messages.  However, a
   passive attacker cannot spoof or modify DHCP/RA messages.



   Attacks of spoofed or modified DHCP responses and RA messages by
   attackers in the home network can possibly be mitigated by making use
   of the mechanisms described in [RFC7610], [RFC7113], and [RFC7513].



   TCP connections received outside the home network MUST be discarded
   by the DoH/DoT forwarder in the CPE.  This behavior adheres to REQ#8
   in [RFC6092]; it MUST apply for both IPv4 and IPv6.




10. IANA Considerations


10.1. DHCPv6 Option

   IANA is requested to assign the following new DHCPv6 Option Code in
   the registry maintained in: https://www.iana.org/assignments/dhcpv6-
   parameters/dhcpv6-parameters.xhtml#dhcpv6-parameters-2.



+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Value | Description      | Client  | Singleton   | Reference      |
|       |                  | ORO     | Option      |                |
+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| TBA1  | OPTION_V6_DNS_RI | Yes     | Yes         | [ThisDocument] |
+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+




10.2. DHCP Option

   IANA is requested to assign the following new DHCP Option Code in the
   registry maintained in: https://www.iana.org/assignments/bootp-dhcp-
   parameters/bootp-dhcp-parameters.xhtml#options.



+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Tag  | Name             | Data  | Meaning        | Reference      |
|      |                  | Length|                |                |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| TBA2 | OPTION_V4_DNS_RI | N     | DoT/DoH server | [ThisDocument] |
|      |                  |       | authentication |                |
|      |                  |       | domain name    |                |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+




10.3. RA Option

   IANA is requested to assign the following new IPv6 Neighbor Discovery
   Option type in the "IPv6 Neighbor Discovery Option Formats" sub-
   registry under the "Internet Control Message Protocol version 6
   (ICMPv6) Parameters" registry maintained in
   http://www.iana.org/assignments/icmpv6-parameters/
   icmpv6-parameters.xhtml#icmpv6-parameters-5.



+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Type | Description                     | Reference      |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| TBA3 | DNS Reference Identifier Option | [ThisDocument] |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
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1. Introduction

   This document specifies encrypted DNS configuration for an IKE
   initiator, particularly the Authentication Domain Name (ADN, defined
   in [RFC8310]) of DNS-over-HTTPS (DoH) [RFC8484] or DNS-over-TLS (DoT)
   [RFC7858] server using Internet Key Exchange Protocol Version 2
   (IKEv2) [RFC7296].



   Particularly, this document introduces a new IKEv2 Configuration
   Payload Attribute Types (Section 4) for the support of encrypted DNS
   servers (e.g., DoT, DoH).



   Sample use cases are discussed in Section 3.  The Configuration
   Payload Attribute Type defined in Section 4 is not specific to these
   deployments, but can be used in other deployment contexts.



   Note that, for many years, typical designs has often considered that
   the DNS server was usually located inside the protected domain, but
   could theoretically be located outside of it.  With DoH or DoT, the
   latter option becomes plausible.




2. Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119][RFC8174] when, and only when, they appear in all
   capitals, as shown here.



   This document makes use of the terms defined in [RFC8499] and
   [I-D.ietf-dnsop-terminology-ter].



   Also, this document makes use of the terms defined in [RFC7296].  In
   particular, readers should be familiar with "initiator" and
   "responder" terms used in that document.



   Do53 refers to unencrypted DNS.



   'DoH/DoT' refers to DNS-over-HTTPS and/or DNS-over-TLS.




3. Sample Deployment Scenarios


3.1. Roaming Enterprise Users

   In this Enterprise scenario (Section 1.1.3 of [RFC7296]), a roaming
   user connects to the Enterprise network through an IPsec tunnel.  The
   split-tunnel Virtual Private Network (VPN) configuration allows the
   endpoint to access hosts that resides in the Enterprise network
   [RFC8598] using that tunnel; other traffic not destined to the
   Enterprise does not traverse the tunnel.  In contrast, a non-split-
   tunnel VPN configuration causes all traffic to traverse the tunnel
   into the enterprise.



   For both split- and non-split-tunnel configurations, the use of DoT/
   DoH instead of Do53 provides privacy and integrity protection along
   the entire path (rather than just to the VPN termination device) and
   can communicate the DoT/DoH server policies.



   For split-tunnel VPN configurations, the endpoint uses the
   Enterprise-provided DoT/DoH server to resolve internal-only domain
   names.



   For non-split-tunnel VPN configurations, the endpoint uses the
   Enterprise-provided DoT/DoH server to resolve both internal and
   external domain names.



Enterprise networks are susceptible to internal and external attacks.
To minimize that risk all enterprise traffic is encrypted
(Section 2.1 of [I‑D.arkko‑farrell‑arch‑model‑t]).




3.2. VPN Service Provider

   Legacy VPN service providers usually preserve end-users' data
   confidentiality by sending all communication traffic through an
   encrypted tunnel.  A VPN service provider can also provide guarantees
   about the security of the VPN network by filtering malware and
   phishing domains.



   Browsers and OSes support DoH/DoT; VPN providers may no longer expect
   DNS clients to fallback to Do53 just because it is a closed network.



   The DoT/DoH server hosted by the VPN service provider can be securely
   discovered by the endpoint using the IKEv2 Configuration Payload
   Attribute Type.




3.3. DNS Offload

   VPN service providers typically allow split-tunnel VPN configuration
   in which users can choose applications that can be excluded from the
   tunnel.  For example, users may exclude applications that restrict
   VPN access.



   VPN service providers can also offer publicly accessible DoH/DoT
   servers.  The split-tunnel VPN configuration allows the client to
   access the DoH/DoT servers hosted by the VPN provider without
   traversing the tunnel.



   The DoT/DoH server hosted by the VPN service provider can be securely
   discovered by the endpoint using the IKEv2 Configuration Payload
   Attribute Type.




4. INTERNAL_ENC_DNS Attribute

   The INTERNAL_ENC_DNS IKEv2 Configuration Payload Attribute Type is
   used to configure an encrypted DNS server.  The format of this
   attribute is shown in Figure 1.



                     1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|R|         Attribute Type      |            Length             |
+‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|S|Enc DNS Type | Num addresses |                               |
+‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+                               +
|                          IPv6 Addresses                       ~
|                               +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
~                               |                               |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+                               |
|                                                               |
~                  DNS Authentication Domain Name               ~
|                                                               |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                Figure 1: INTERNAL_ENC_DNS Attribute Format



   The fields of the attribute shown in Figure 1 are as follows:



   o  R: Reserved bit; refer to Section 3.15.1 of [RFC7296].



   o  Attribute Type: MUST be set to TBA (Section 8.1).



   o  Length: Length of the data in octets.  It MUST be set to 1 if the
      Configuration payload has types CFG_REQUEST or CFG_ACK or to (2 +
      Length of the ADN + N * 16) if the Configuration payload has types
      CFG_REPLY or CFG_SET; N being the number of included IP addresses
      ('Num addresses').



   o  S: Scope bit.  This bit controls whether the DNS queries are sent
      within the tunnel or outside.  If set, this bit instructs the
      initiator to send encrypted DNS queries outside the tunnel.  If
      the bit is unset, the queries are sent inside the tunnel.  The
      default value of this bit is "0".



   o  Encrypted DNS Type: Indicates the type of the encrypted DNS server
      conveyed in this attribute.  The following values are defined:



         0: Reserved



         1: DoT



         2: DoH



         See Section 8.2 for future assignment considerations.



   o  Num addresses: If Length > 1, it indicates the number of enclosed
      IP addresses.



   o  IPv6 Address(es): One or more IPv6 addresses to be used to reach
      the encrypted DNS identified by the name in the DNS Authentication
      Domain Name.



      IPv4 addresses MUST be encoded using the IPv4-Mapped IPv6 Address
      format defined in [RFC4291].



   o  Authentication Domain Name: A fully qualified domain name of the
      DoT (or DoH) server following the syntax defined in [RFC5890].
      The name MUST NOT contain any terminators (e.g., NULL, CR).



      An example of valid ADN for DoH server is "doh1.example.com".




5. URI Template

   DoH servers may support more than one URI Template [RFC8484].  The
   following sub-sections discuss some candidate solutions for a DoH
   client to retrieve the list of supported templates by a DoH server.
   Also, if the resolver hosts several DoH services (e.g., no-filtering,
   blocking adult content, blocking malware), these services can be
   discovered as templates.



   This section will be updated to reflect the outcome of the discussion
   in [I-D.btw-add-home].



   How a DoH client makes use of the configured DoH services is out of
   the scope of this document.




6. IKEv2 Protocol Exchange

   This section describes how an initiator can be configured with an
   encrypted DNS server (e.g., DoH, DoT) using IKEv2.



   Initiators indicate the support of an encrypted DNS in the
   CFG_REQUEST payloads by including INTERNAL_ENC_DNS attribute, while
   responders supply the encrypted DNS configuration in the CFG_REPLY
   payloads.  Concretely:



      If the initiator supports encrypted DNS, it includes one or more
      INTERNAL_ENC_DNS attributes in the CFG_REQUEST with the "Encrypted
      DNS Type" set to the requested encrypted DNS type (Section 4).
      For each supported encrypted DNS type the initiator MUST include
      exactly one INTERNAL_ENC_DNS attribute with the Length field set
      to 1.



      If an INTERNAL_ENC_DNS attribute is included in the CFG_REQUEST,
      the INTERNAL_ENC_DNS attribute MUST NOT include an ADN and list of
      IP addresses.



      For each INTERNAL_ENC_DNS attribute from the CFG_REQUEST, if the
      responder supports the corresponding encrypted DNS type, then it
      MAY send back an INTERNAL_ENC_DNS attribute in the CFG_REPLY with
      this encrypted DNS type and an appropriate list of IP addresses
      and ADN.  The list of IP addresses MUST NOT be empty.



      If the CFG_REQUEST includes an INTERNAL_ENC_DNS attribute but the
      CFG_REPLY does not include an INTERNAL_ENC_DNS, this is an
      indication that requested encrypted DNS type(s) is not supported
      by the responder.



      The behavior of the responder if it receives both INTERNAL_ENC_DNS
      and INTERNAL_IP6_DNS (or INTERNAL_IP4_DNS) attributes is policy-
      based and deployment-specific.  However, it is RECOMMENDED that if
      the responder includes at least one INTERNAL_ENC_DNS attribute in
      the reply, it should not include any of INTERNAL_IP4_DNS/
      INTERNAL_IP6_DNS attributes.



   The DNS client establishes a DoH/DoT session with the address(es)
   conveyed in INTERNAL_ENC_DNS and uses the mechanism discussed in
   Section 8 of [RFC8310] to authenticate the DNS server certificate
   using the authentication domain name conveyed in INTERNAL_ENC_DNS.



   If the IPsec connection is a split-tunnel configuration and the
   initiator negotiated INTERNAL_DNS_DOMAIN as per [RFC8598], the DNS
   client MUST resolve the internal names using INTERNAL_ENC_DNS DNS
   servers.



      Note: [RFC8598] requires INTERNAL_IP6_DNS (or INTERNAL_IP4_DNS)
      attribute to be mandatory present when INTERNAL_DNS_DOMAIN is
      included.  This specification relaxes that constraint in the
      presence of INTERNAL_ENC_DNS attribute.




7. Security Considerations

   This document adheres to the security considerations defined in
   [RFC7296].  In particular, this document does not alter the trust on
   the DNS configuration provided by a responder.



   Networks are susceptible to internal attacks as discussed in
   Section 3.2 of [I-D.arkko-farrell-arch-model-t].  Hosting DoH/DoT
   server even in case of split-VPN configuration minimizes the attack
   vector (e.g., a compromised network device cannot monitor/modify DNS
   traffic).  This specification describes a mechanism to restrict
   access to the DNS messages to only the parties that need to know.



   In most deployment scenarios, the initiator expects that it is using
   the DoH/DoT server hosted by a specific organization or enterprise.
   The DNS client can validate the signatory (i.e., cryptographically
   attested by the organization hosting the DoH/DoT server) using, for
   example, [I-D.reddy-add-server-policy-selection], and the user can
   review human-readable privacy policy information of the DNS server
   and assess whether the DNS server performs DNS-based content
   filtering.  This helps to protect from a compromised IKE server
   advertising a malicious DoH/DoT server.



   The initiator may trust the DoH/DoT servers supplied by means of
   IKEv2 from a trusted responder more than the locally provided DNS
   servers, especially in the case of connecting to unknown or untrusted
   networks (e.g., coffee shops or hotel networks).  In addition, the
   initiator may prefer IKEv2-supplied DoH/DoT servers if they provide
   additional features (e.g., malware filtering) compared to the pre-
   configured DNS servers and meets the privacy preserving data policy
   requirements of the user.



   If the DoH/DoT server that was discovered by means of IKEv2 does not
   meet the privacy preserving data policy and filtering requirements of
   the user, the user can instruct the DNS client to take appropriate
   actions.  For example, the action can be to use the local DoH/DoT
   server only to access internal-only DNS names and use another DNS
   server (that addresses his/her expectations) for public domains.
   Such actions and their handling is out of scope.



   If IKEv2 is being negotiated with an anonymous or unknown endpoint
   (such as for Opportunistic Security [RFC7435]), the initiator MUST
   NOT use INTERNAL_ENC_DNS servers unless it is pre-configured in the
   OS or the browser.



   This specification does not extend the scope of accepting DNSSEC
   trust anchors beyond the usage guidelines defined in Section 6 of
   [RFC8598].




8. IANA Considerations


8.1. Configuration Payload Attribute Type

   This document requests IANA to assign the following new IKEv2
   Configuration Payload Attribute Types from the "IKEv2 Configuration
   Payload Attribute Types" namespace available at
   https://www.iana.org/assignments/ikev2-parameters/
   ikev2-parameters.xhtml#ikev2-parameters-21.



                              Multi‑
Value    Attribute Type       Valued  Length      Reference
‑‑‑‑‑‑   ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑  ‑‑‑‑‑‑‑‑‑‑‑‑
TBA      INTERNAL_ENC_DNS      YES    1 or more   RFC XXXX





8.2. Encrypted DNS Types

   This document requests IANA to create a new registry called
   "Encrypted DNS Types" under "Internet Key Exchange Version 2 (IKEv2)
   Parameters" available at https://www.iana.org/assignments/ikev2-
   parameters/ikev2-parameters.xhtml#ikev2-parameters-21.  The initial
   values of the registry is as follows:



+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+
| Value | Description          | Reference |
+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+
| 0     | Reserved             | RFC XXXX  |
| 1     | DNS‑over‑TLS (DoT)   | RFC XXXX  |
| 2     | DNS‑over‑HTTPs (DoH) | RFC XXXX  |
+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+



   New values are assigned on a First Come, First Served (FCFS) basis
   (Section 4.4 of [RFC8126]).
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Abstract

   This document clarifies whether DNS-over-HTTPS (DoH) redirection is
   allowed, describes potential issues with redirection in DoH, and
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1. Introduction

   This document clarifies the intent of DNS-over-HTTPS (DoH) [RFC8484]
   whether redirection is allowed (Section 4), potential issues with
   redirection in DoH (Section 5) and subsequently makes some proposals
   for how service-level (Section 6) and resource-level (Section 7)
   redirection might be performed.



   This document adheres to Section 4.3 of [I-D.ietf-httpbis-bcp56bis]
   which discusses the need for protocols using HTTP to specify redirect
   handling to avoid interoperability problems.




2. Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119][RFC8174] when, and only when, they appear in all
   capitals, as shown here.



   "A/AAAA" is used to refer to "A and/or AAAA records".




3. Discussion

   [RFC8484] indicates that the support of HTTP [RFC7540] redirection is
   one of DoH design goals (Section 1):



      "The described approach is more than a tunnel over HTTP.  It
      establishes default media formatting types for requests and
      responses but uses normal HTTP content negotiation mechanisms for
      selecting alternatives that endpoints may prefer in anticipation
      of serving new use cases.  In addition to this media type
      negotiation, it aligns itself with HTTP features such as caching,
      redirection, proxying, authentication, and compression.



      The integration with HTTP provides a transport suitable for both
      existing DNS clients and native web applications seeking access to
      the DNS."



   Nevertheless, Section 3 of [RFC8484] indicates the following:



      "This specification does not extend DNS resolution privileges to
      URIs that are not recognized by the DoH client as configured
      URIs."



   This looks like an internal inconsistency of [RFC8484] that is worth
   the clarification: is redirection allowed or not?



   Also, Section 3 of [RFC8484] indicates that:



      "A DoH client MUST NOT use a different URI simply because it was
      discovered outside of the client's configuration (such as through
      HTTP/2 server push) or because a server offers an unsolicited
      response that appears to be a valid answer to a DNS query."



   Nevertheless, [RFC8484] does not:



   o  specify under which conditions a discovered different URI can be
      used.



   o  describe how a different URI can be discovered using HTTP/2 server
      push.  The only available example in the mailing list archives
      clarifies that server push is an example of unsolicited responses.



      The text was updated late in the publication process to address
      this comment: https://mailarchive.ietf.org/arch/msg/doh/f_V-tBgB-
      KRsLZhttx9tGt75cps/.  The example provided in the thread (server
      push) is related to the second part of the above excerpt.



   o  clarify that unsolicited messages from a configured DoH server
      should be excluded.



   A clarification is proposed in Section 4.  This clarification focuses
   on a "different URI" that might be discovered while communicating
   with an HTTP server.



   Additionally, assuming that redirection is allowed, this
   specification recommends how it is achieved.  This is required
   because redirection to a domain-based URI requires DNS resolution of
   that domain name, which creates a potential bootstrapping problem
   (e.g., If DoH server is the only configured DNS server, redirecting
   the client to a new server by presenting a name will fail).




4. RFC8484 Update

   OLD:



      A DoH client MUST NOT use a different URI simply because it was
      discovered outside of the client's configuration (such as through
      HTTP/2 server push) or because a server offers an unsolicited
      response that appears to be a valid answer to a DNS query.



   NEW



      A DoH client MUST NOT use a different URI that was discovered
      outside of the client's configuration when communicating with HTTP
      servers except via HTTP redirection from a configured URI
      (Section 6.4 of [RFC7231]).



      Also, a DoH client MUST ignore an unsolicited response (such as
      through HTTP/2 server push) that appears to be a valid answer to a
      DNS query unless that response comes from a configured URI (as
      described in Section 5.3 of [RFC8484]).




5. Issues with Redirection in DoH

   There are several potential issues with redirection in DoH, which are
   summarized below.



   The first issue to be considered is whether a new document
   considering redirection is needed at all.  Redirection in HTTP is
   done on a per-resource basis; if the only functionality required is
   to redirect all requests to an entirely different server under the
   same administrative control, then the alternative service mechanism
   described in [RFC7838] might be sufficient.  However, there are
   restrictions on the use of alternative services; specifically the
   certificate presented by the alternative service must be valid for
   the origin.  This restriction means that alternative services cannot
   be used for use-cases such as redirecting the client to a locally
   administered DoH server (e.g., resolver or forwarder) which does not
   have a certificate valid for the origin.  Additionally, alternative
   services suffer from the bootstrapping issue described below.



   The second issue with using HTTP redirection is bootstrapping; any
   client that is relying solely upon a DoH server for resolution must
   be able to resolve the domain in the redirect response.  Even if a
   DoH client has a plaintext DNS resolver configured, using that
   resolver is considered as a minimal privacy leakage [RFC8310].  One
   possible solution is for the DoH client to use the same server that
   returned the redirect response to perform the resolution, however
   that may then lead to a further redirect response.  Another solution
   is for the DoH server to include additional information in the
   response, similar to the "glue" records as defined in [RFC7719].



   The final issue is that HTTP redirection is done on a per-resource
   basis; this presents several problems for DoH:



   1.  Every GET request with a new query name will require redirection,
       which is suboptimal.  Indeed, a redirect will only affect a
       unique request, and the DoH client will thus need to contact the
       origin server for every new request and get redirected, requiring
       two roundtrips.  Also, permanent redirects [RFC7538] for all
       these queries would bloat the client's HTTP cache.



   2.  Using POST requests would solve the issue.  Nevertheless POST
       responses are not widely cached as per Section 4.2.3 of
       [RFC7231], and mandating the use of POST requests for DoH in
       order to enable redirection hardly seems reasonable.



   The above issues would seem to indicate that despite the intention of
   [RFC8484] to align itself with HTTP redirection, some additional work
   is required in order for any other mechanism than alternative
   services (e.g., [RFC7838]) to be deployed with confidence.



   The rest of this document considers the issue of redirection at two
   levels:



   1.  Service-level Redirect: Similar to alternative services, this
       would allow a DoH server to redirect a DoH client to an
       alternative service for all future queries, rather than on a per-
       resource basis.



   2.  Resource-Level Redirect: Solving the bootstrapping problem for
       regular HTTP redirects.  Note that this doesn't solve the caching
       issues described above, and does raise the question of whether
       regular HTTP redirection is desirable or worthwhile (i.e., are
       there any valid use-cases for resource-level redirection in
       DoH?).




6. Service-Level Redirect

   We considered two possibilities for service-level redirect:



   1.  Extending [RFC7838] by relaxing the host authentication checks.



   2.  Using a well-known URI to return information about alternative
       services.



   Extending alternative services was considered, but rejected (see
   Appendix A for the reasons) in favour of the well-known URI approach.




6.1. Well-Known URI

   We propose the use of the well-known URI mechanism [RFC8615], with
   the name "resinfo" to retrieve resolver information, which could
   include specifying alternative services, through the use of a JSON
   object in the response payload.  A well-known URI would thus look
   like "https://doh.example.com/.well-known/resinfo".



   The example in Figure 1 shows what a JSON object might look like that
   specified one or more alternative services.  The structure of the
   response is inspired by Section 4.4.2 of [RFC7975].



   Note that the response includes "glue" RR information to allow the
   alternative service to be accessed without further DNS queries, and
   includes an authenticated domain name to be used for authenticating
   the alternative service.



{
  "associated‑resolvers": {
    "adn": [
      {
        "name": "cpe123.example.net",
        "uri‑template": [
          "https://cpe123.example.net/dns‑query{?dns}"
        ],
        "a": [
          "192.0.2.1",
          "192.0.2.2"
        ],
        "aaaa": [
          "2001:db8::1",
          "2001:db8::2"
        ],
        "ttl": 3600
      }
    ]
  }
}




            Figure 1: Response Example with Glue RR Information





7. Resource-Level Redirect

   Notwithstanding the issues with resource-level redirects described in
   Section 5, this section describes a proposal for returning the "glue"
   RRs required to avoid the bootstrapping issue described in that
   section (but not the roundtrip or caching issues).



   Servers supporting DoH redirect MUST support returning the redirect
   response body mechanism described hereafter.



      Note: "MUST" is used here because resolving the redirect name
      using Do53 will fail in some configurations, e.g.,
      https://wiki.mozilla.org/Trusted_Recursive_Resolver
      (network.trr.mode=3).



   Concretely, the DoH server returns in the response body a DNS
   response with an 'application/dns-message' media type as specified in
   Section 6 of [RFC8484], containing any A and AAAA records for the
   domain name in the redirect URI, including any CNAMEs.



   For example, if the redirect URI contains the domain name
   "redirect.example.com", and "redirect.example.com" is a CNAME
   pointing to "real.example.com", then an example response body would
   contain:



   o  A CNAME record for "redirect.example.com"



   o  Any A records for "real.example.com"



   o  Any AAAA records for "real.example.com"



   This approach is simple; no client or server support of server push
   is required, and it is also more efficient in terms of the amount of
   data transmitted.




8. Security Considerations

   DoH-related security considerations are discussed in Section 9 of
   [RFC8484].



   Section 9 of [RFC7838] describes security considerations related to
   the use of alternate services.  Relaxing the host authentication
   requirements would certainly warrant additional security
   considerations.




9. IANA Considerations


9.1. resinfo Well-Known URI Suffix

   This document requests IANA to assign the following well-known URI
   from the registry available at https://www.iana.org/assignments/well-
   known-uris/well-known-uris.xhtml.



      URI suffix: resinfo



      Change controller: IETF



      Specification document(s): This document



      Status: permanent
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Appendix A. Extending Alternative Services

   Section 9.2 of [RFC7838] discusses the possibilities for attackers to
   hijack the communication to an origin.  This is the justification for
   the requirement in Section 2.1 of [RFC7838] that "Clients MUST have
   reasonable assurances that the alternative service is under control
   of and valid for the whole origin.".



   However, when a DoH server presents an alternative DoH service to a
   DoH client, both the origin and alternative service, as well as the
   DNS queries and responses, must be, by definition, resistant to MITM
   attacks.  Thus it could be argued that in these circumstances,
   relaxing the host authentication requirements is justified.  The
   relaxation could be limited, e.g., still requiring some relationship
   between the origin and the alternative, or unlimited, allowing no
   such relationship to exist.



   However the bootstrapping issues described in Section 5 still apply,
   and there is no mechanism for the DoH server to specify an
   authenticated domain name to use to authenticate the alternative
   service, making this proposal unsuitable for deployment.
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Abstract

   This document specifies a framework and mapping from slices in 5G
   mobile systems to transport slices in IP and Layer 2 transport
   networks.  Slices in 5G systems are characterized by latency bounds,
   reservation guarantees, jitter, data rates, availability, mobility
   speed, usage density, criticality and priority should be mapped to
   transport slice characteristics that include bandwidth, latency and
   criteria such as isolation, directionality and disjoint routes.
   Mobile slice criteria need to be mapped to the appropriate transport
   slice and capabilities offered in backhaul, midhaul and fronthaul
   connectivity segments between radio side network functions and user
   plane function (gateway).



   This document describes how mobile network functions map its slice
   criteria to identifiers in IP packets that transport segments use to
   grant transport layer services.  This is based on mapping between
   mobile and IP transport underlays (IPv6, MPLS, IPv4, Segment
   Routing).  Applicability of this framework and a new transport
   network underlay routing mechanism, Preferred Path Routing (PPR),
   which brings slice properties and works with any underlying transport
   (L2, IPv4, SR and MPLS) is also discussed.



Requirements Language



   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in RFC2119 [RFC2119].




Status of This Memo

   This Internet-Draft is submitted in full conformance with the
   provisions of BCP 78 and BCP 79.



   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF).  Note that other groups may also distribute
   working documents as Internet-Drafts.  The list of current Internet-
   Drafts is at https://datatracker.ietf.org/drafts/current/.



   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
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1. Introduction

   The 3GPP architecture for 5GS is defined in [TS.23.501-3GPP],
   [TS.23.502-3GPP] and [TS.23.503-3GPP].  The architecture defines a
   comprehensive set of functions for access mobility, session handling
   and related functions for subscription management, authentication and
   policy among others.  These network functions (NF) are defined using
   a service-based architecture (SBA) that allows NFs to expose their
   functions via an API and common service framework.



   UPFs are the data forwarding entities in the 5GC architecture.  The
   architecture allows the placement of Branching Point (BP) and Uplink
   Classifier (ULCL) UPFs closer to the access network (5G-AN).  The 5G-
   AN can be a radio access network or any non-3GPP access network, for
   example, WLAN.  The IP address is anchored by a PDU session anchor
   UPF (PSA UPF). 3GPP slicing and RAN aspects are further described in
   (Appendix A.1).



   5GS allows more than one UPF on the path for a PDU (Protocol Data
   Unit) session that provides various functionality including session
   anchoring, uplink classification and branching point for a multihomed
   IPv6 PDU session.  The interface between the BP/ULCL UPF and the PSA
   UPF is called N9 [TS.23.501-3GPP].  3GPP has adopted GTP-U for the N9
   and N3 interface between the various UPF instances and the (R)AN and
   also for the F1-U interface between the DU and the CU in the RAN.
   3GPP has specified control and user plane aspects in [TS.23.501-3GPP]
   to provide slice and QoS support.  3GPP has defined three broad slice
   types to cover enhanced mobile broadband (eMBB) communications,
   ultra-reliable low latency communications(URLLC) and massive internet
   of things (mIoT).  ATIS [ATIS075] has defined an additional slice
   type for V2X services.  There may be multiple instances of a slice
   type to satisfy some characteristics like isolation.  The slice
   details in 3GPP, ATIS or NGMN do not specify how slice
   characteristics for QoS, hard /soft isolation, protection and other
   aspects should be satisfied in IP transport networks.  This is
   explored further in this document.




1.1. Problem Statement

   [TS.23.501-3GPP] and [TS.23.502-3GPP] define network slicing as one
   of the core capability of 5GC with slice awareness from Radio and 5G
   Core (5GC) network.  The 5G System (5GS) as defined, does not
   consider the resources and functionalities needed from transport
   network for the selection of UPF.  This is seen as independent
   functionality and currently not part of 5GS.



   However, the lack of underlying Transport Network (TN) awareness may
   lead to selection of sub-optimal UPF(s) and/or 5G-AN during 5GS
   various procedures (e.g., session establishment, mobility).  Meeting
   the specific slice characteristics on the F1-U, N3, N9 interfaces
   depends on the IP transport underlay providing these resources and
   capabilities.  This could also lead to the inability in meeting SLAs
   for real-time, mission-critical or latency sensitive services.  5GS
   procedures including but not limited to Service Request, PDU Session
   Establishment, or UE mobility need same service level characteristics
   from the Transport Network (TN) for the Protocols Data Unit (PDU)
   session, similar to as provided in Radio and 5GC for the various
   Slice Service Types (SST) and 5QI's defined in [TS.23.501-3GPP].



   The 5GS provides slices to its clients (UEs).  The UE's PDU session
   spans the access network (radio network including the F1-U) and N3
   and N9 transport segments which have an IP transport underlay.  The
   5G operator needs to obtain slice capability from the IP transport
   provider.  Several UE sessions that match a slice may be mapped to an
   IP transport segment.  Thus there needs to be a mapping between the
   slice capability offered to the UE (S-NSSAI) and what is provided by
   the IP transport.




1.2. Solution Approach

   This document specifies an approach to fulfil the needs of 5GS to
   transport user plane traffic from 5G-AN to UPF for all service
   continuity modes [TS.23.501-3GPP] in an optimized fashion.  This is
   done by, keeping establishment and mobility procedures aware of
   underlying transport network along with slicing requirements.
   (Section 2) describes in detail on how TN aware mobility can be built
   irrespective of underlying TN technology used.  Using Preferred Path
   Routing (PPR), applicable to any transport network underlay (IPv6,
   MPLS and IPv4) is detailed in (Section 3.1).  How other IETF TE
   technologies applicable for this draft is specified in (Section 3.2).
   At the end, (Appendix B) further describes the applicability and
   procedures of PPR with 5G SSC modes on F1-U, N3 and N9 interfaces.




1.3. Acronyms

5QI      ‑  5G QoS Indicator

5G‑AN    ‑  5G Access Network

AMF      ‑  Access and Mobility Management Function (5G)

BP       ‑  Branch Point (5G)

CSR      ‑  Cell Site Router

CP       ‑  Control Plane (5G)

CU       ‑  Centralized Unit (5G, gNB)

DN       ‑  Data Network (5G)

DU       ‑  Distributed Unit (5G, gNB)

eMBB     ‑  enhanced Mobile Broadband (5G)

FRR      ‑  Fast ReRoute

gNB      ‑  5G NodeB

GBR      ‑  Guaranteed Bit Rate (5G)

GTP‑U    ‑  GPRS Tunneling Protocol ‑ Userplane (3GPP)

IGP      ‑  Interior Gateway Protocols (e.g.  IS‑IS, OSPFv2, OSPFv3)

LFA      ‑  Loop Free Alternatives (IP FRR)

mIOT     ‑  Massive IOT (5G)

MPLS     ‑  Multi Protocol Label Switching

NSSMF    ‑  Network Slice Selection Management Function

QFI      ‑  QoS Flow ID (5G)

PPR      ‑  Preferred Path Routing

PDU      ‑  Protocol Data Unit (5G)

PW       ‑  Pseudo Wire

RAN      ‑  Radio Access Network

RQI      ‑  Reflective QoS Indicator (5G)

SBI      ‑  Service Based Interface (5G)

SID      ‑  Segment Identifier

SMF      ‑  Session Management Function (5G)

SSC      ‑  Session and Service Continuity (5G)

SST      ‑  Slice and Service Types (5G)

SR       ‑  Segment Routing

TE       ‑  Traffic Engineering

ULCL     ‑  Uplink Classifier (5G)

UP       ‑  User Plane(5G)

UPF      ‑  User Plane Function (5G)

URLLC    ‑  Ultra reliable and low latency communications (5G)




2. Transport and Slice aware Mobility in 5G Networks

   3GPP architecture [TS.23.501-3GPP], [TS.23.502-3GPP] describe slicing
   in 5GS.  However, the application of 5GS slices in transport network
   for backhaul, mid-haul and front haul are not explicitly covered.  To
   support specific characteristics in backhaul (N3, N9), mid-haul (F1)
   and front haul, it is necessary to map and provision corresponding
   resources in the transport domain.  This section describes how to
   provision the mapping information in transport network and apply it
   so that user plane packets can be provided the transport resources
   (QoS, isolation, protection, etc.) expected by the 5GS slices.



   TN Aware Mobility with optimized transport network functionality is
   explained below.  How an underlay agnostic routing technology fits in
   this framework in detail along with other various TE technologies
   briefly are in (Section 3.1) and (Section 3.2) respectively.
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         Figure 1: Backhaul and Mid-haul Transport Network for 5G




2.1. Backhaul and Mid-Haul Transport Network

   Figure 1 depicts IP Xhaul network with SDN-C and PE (Provider Edge)
   routers provide IP transport service to 5GS user plane entities 5G-AN
   (e.g. gNB) and UPF.  5GS architecture with high level management,
   control and user plane entities and its interaction with the IP
   transport plane is shown here.  The slice capability required in IP
   transport networks is estimated and provisioned by the functionality
   as specified in Section 2.4 (TNF) with support from various other
   control plane functions such as the Network Data Analytics Function
   (NWDAF), Network Function Repository Function (NRF) and Policy
   Control Function (PCF).  The TNF is only a logical function that
   maybe realized in a 3GPP management function such as Network Slice
   Selection Management Function (NSSMF) defined in [TS.28.533-3GPP].
   The TNF requests the SDN-C to provision the IP XHaul network using
   ACTN [RFC8453].



   The 5G management plane in Figure 1 interacts with the 5G control
   plane - the 5GC (5G Core), gNB-CU (5G NodeB Centralized Unit) and
   gNB-DU (5G Node B Distributed Unit).  Non-access stratum (NAS)
   signaling from the UE for session management, mobility is handled by
   the 5GC.  When a UE initiates session establishment, it indicates the
   desired slice type in the S-NSSAI (Specific Network Slice Selection
   Assistance Information) field.  The AMF uses the S-NSSAI, other
   subscription information and configuration in the NSSF to select the
   appropriate SMF and the SMF in turn selects UPFs (User Plane
   Functions) that are able to provide the specified slice resources and
   capabilities.



   The AMF, SMF, NSSF, PCF, NRF, NWDAF and other control functions in
   5GC are described in [TS.23.501-3GPP] Some of the slice capabilities
   along the user plane path between the (R)AN and UPFs (F1-U, N3, N9
   segments) such as a low latency path, jitter, protection and priority
   needs these to be provided by the IP transport network.



   The 5G user plane from UE to DN (Data Network) includes a mid-haul
   segment (F1-U between gNB DU(UP), gNB CU(UP)) and backhaul (N3
   between gNB - UPF; N9 between UPFs).  If the RAN uses lower layer
   split architecture as specified by O-RAN alliance, then the user
   plane path from UE to DN also includes the fronthaul interface.  The
   fronthaul interface carries the radio frames in the form of In-phase
   (I) and Quadrature (Q) samples using eCPRI encapsulation over
   Ethernet or UDP over IP.



   The N3, N9 and F1 user planes use GTP-U [TS.29.281-3GPP] to transport
   UE PDUs (IPv4, IPv6, IPv4v6, Ethernet or Unstructured).  For the
   front haul described further in Section 2.2, an Ethernet transport
   with VLANs can be expected to be the case in many deployments.



Figure 1 also depicts the PE router, where transport paths are
initiated/terminated can be deployed separately with UPF or both
functionalities can be in the same node.  The TNF provisions this in
the SDN‑C of the IP XHaul network using ACTN [RFC8453].  When a GTP
encapsulated user packet from the (R)AN (gNB) or UPF with the slice
information traverses the F1U/N3/N9 segment, the PE router of the IP
transport underlay can inspect the slice information and provide the
provisioned capabilities.  This is elaborated further in
(Section 2.5).




2.2. Front Haul Transport Network

   The O-RAN Alliance has specified the fronthaul interface between the
   O-RU and the O-DU in [ORAN-WG4.CUS-O-RAN].  The radio layer
   information, in the form of In-phase (I) and Quadrature (Q) samples
   are transported using Enhanced Common Public Radio Interface (eCPRI)
   framing over Ethernet or UDP.  On the Ethernet based fronthaul
   interface, the slice information is carried in the Ethernet header
   through the VLAN tags.  The Ethernet switches in the fronthaul
   transport network can inspect the slice information (VLAN tag) in the
   Ethernet header and provide the provisioned capabilities.  The
   mapping of I and Q samples of different radio resources (radio
   resource blocks or carriers etc.,.) to different slices and to their
   respective VLAN tags on the fronthaul interface is controlled by the
   O-RAN fronthaul C-Plane and M-Plane interfaces.  On UDP based
   fronthaul interface, the slice information is carried in the IP or
   UDP header.  The PE routers of the fronthaul transport network can
   inspect the slice information in the IP or UDP header and provide the
   provisioned capabilities.  The fronthaul transport network is latency
   and jitter sensitive.  The provisioned slice capabilities in the
   fronthaul transport network MUST take care of the latency and jitter
   budgets of the specific slice for the fronthaul interface.  The
   provisioning of the fronthaul transport network is handled by the
   SDN-C pertaining to the fronthaul transport.




2.3. Mobile Transport Network Context (MTNC) and Scalability

   The MTNC represents a slice, QoS configuration for a transport path
   between two 3GPP user plane functions.  The Mobile-Transport Network
   Context Identifier (MTNC-ID) is generated by the TNF to be unique for
   each path and per traffic class (including QoS and slice aspects).
   Thus, there may be more than one MTNC-ID for the same QoS and path if
   there is a need to provide isolation (slice) of the traffic.  It
   should be noted that MTNC are per class/path and not per user session
   (nor is it per data path entity).  The MTNC-IDs are configured by the
   TNF to be unique within a provisioning domain.



   Since the MTNC-IDs are not generated per user flow or session, there
   is no need for unique MTNC-IDs per flow/session.  In addition, since
   the traffic estimation not performed at the time of session
   establishment, there is no provisioning delay experienced during
   session setup.  The MTNC-ID space scales as a square of the number
   sites between which 3GPP user plane functions require paths.  If
   there are T traffic classes across N sites, the number of MTNC-IDs in
   a fully meshed network is (N*(N-1)/2) * T.  For example, if there are
   3 traffic classes between 25 sites, there would be at most 900 MTNC-
   IDs required.  Multiple slices for the same QoS class that need to be
   fully isolated, will add to the MTNC provisioning.  An MTNC-ID space
   of 16 bits (65K+ identifiers) can be expected to be sufficient.




2.4. Transport Network Function (TNF)

   Figure 1 shows a view of the functions and interfaces for
   provisioning the MTNC-IDs.  The focus is on provisioning between the
   3GPP management plane (NSSMF), transport network (SDN-C) and carrying
   the MTNC-IDs in PDU packets for the transport network to grant the
   provisioned resources.



   In Figure 1, the TNF (logical functionality within the NSSMF)
   requests the SDN-C in the transport domain to program the TE path
   using ACTN [RFC 8453].  The SDN-C programs the Provider Edge (PE)
   routers and internal routers according to the underlay transport
   technology (e.g., PPR, MPLS, SRv6).  The PE router inspects incoming
   PDU data packets for the MTNC-ID, classifies and provides the VN
   service provisioned across the transport network.



   The detailed mechanisms by which the NSSMF provides the MTNC-IDs to
   the control plane and user plane functions are for 3GPP to specify.
   Two possible options are outlined below for completeness.  The NSSMF
   may provide the MTNC-IDs to the 3GPP control plane by either
   providing it to the Session Management Function (SMF), and the SMF in
   turn provisions the user plane functions (UP-NF1, UP-NF2) during PDU
   session setup.  Alternatively, the user plane functions may request
   the MTNC-IDs directly from the TNF/NSSMF.  Figure 1 shows the case
   where user plane entities request the TNF/NSSMF to translate the
   Request and get the MTNC-ID.  Another alternative is for the TNF to
   provide a mapping of the 3GPP Network Instance Identifier, described
   in (Section 2.7) and the MTNC-ID to the user plane entities via
   configuration.



   The TNF should be seen as a logical entity that can be part of NSSMF
   in the 3GPP management plane [TS.28.533-3GPP].  The NSSMF may use
   network configuration, policies, history, heuristics or some
   combination of these to derive traffic estimates that the TNF would
   use.  How these estimates are derived are not in the scope of this
   document.  The focus here is only in terms of how the TNF and SDN-C
   are programmed given that slice and QoS characteristics across a
   transport path can be represented by an MTNC-ID.  The TNF requests
   the SDN-C in the transport network to provision paths in the
   transport domain based on the MTNC-ID.  The TNF is capable of
   providing the MTNC-ID provisioned to control and user plane functions
   in the 3GPP domain.  Detailed mechanisms for programming the MTNC-ID
   should be part of the 3GPP specifications.




2.5. Transport Provisioning

   Functionality of transport provisioning for an engineered IP
   transport that supports 3GPP slicing and QoS requirements in
   [TS.23.501-3GPP] is described in this section.



   During a PDU session setup, the AMF using input from the NSSF selects
   a network slice and SMF.  The SMF with user policy from Policy
   Control Function (PCF) sets 5QI (QoS parameters) and the UPF on the
   path of the PDU session.  While QoS and slice selection for the PDU
   session can be applied across the 3GPP control and user plane
   functions as outlined in (Section 2), the IP transport underlay
   across F1-U, N3 and N9 segments do not have enough information to
   apply the resource constraints represented by the slicing and QoS
   classification.  Current guidelines for interconnection with
   transport networks [IR.34-GSMA] provide an application mapping into
   DSCP.  However, these recommendations do not take into consideration
   other aspects in slicing like isolation, protection and replication.



   IP transport networks have their own slice and QoS configuration
   based on domain policies and the underlying network capability.
   Transport networks can enter into an agreement for virtual network
   services (VNS) with client domains using the ACTN [RFC8453]
   framework.  An IP transport network may provide such slice instances
   to mobile network operators, CDN providers or enterprises for
   example.  The 3GPP mobile network, on the other hand, defines a slice
   instance for UEs as are the mobile operator's 'clients'.  The Network
   Slice Selection Management Function (NSSMF) [TS 28.533] that
   interacts with a TN controller like an SDN-C (that is out of scope of
   3GPP).



   The ACTN VN service can be used across the IP transport networks to
   provision and map the slice instance and QoS of the 3GPP domain to
   the IP transport domain.  An abstraction that represents QoS and
   slice instance in the mobile domain and mapped to ACTN VN service in
   the transport domain is represented here as MTNC-IDs.  Details of how
   the MTNC-IDs are derived are up to functions that can estimate the
   level of traffic demand.



   The 3GPP network/5GS provides slices instances to its clients (UE)
   that include resources for radio and mobile core segments.  The UE's
   PDU session spans the access network (radio) and F1-U/N3/N9 transport
   segments which have an IP transport underlay.  The 5G operator needs
   to obtain slice capability from the IP transport provider since these
   resources are not seen by the 5GS.  Several UE sessions that match a
   slice may be mapped to an IP transport segment.  Thus, there needs to
   be a mapping between the slice capability offered to the UE (NSSAI)
   and what is provided by the IP transport.



   When the 3GPP user plane function (5G-AN, UPF) does not terminate the
   transport underlay protocol (e.g., MPLS), it needs to be carried in
   the IP protocol header from end-to-end of the mobile transport
   connection (N3, N9).  [I-D.ietf-dmm-5g-uplane-analysis] discusses
   these scenarios in detail.




2.6. MTNC-ID in the Data Packet

   When the 3GPP user plane function (5G-AN, UPF) and transport provider
   edge is on different nodes, the PE router needs to have the means by
   which to classify the PDU packet.  The mapping information is
   provisioned between the 5G provider and IP transport network and
   corresponding information should be carried in each IP packet on the
   F1-U, N3, N9 interface.  To allow the IP transport edge nodes to
   inspect the transport context information efficiently, it should be
   carried in an IP header field that is easy to inspect.  It may be
   noted that the F1-U, N3 and N9 interfaces in 5GS are IP interfaces.
   Thus, Layer 2 alternatives such as VLAN will fail if there are
   multiple L2 networks on the F1-U or N3 or N9 path.  GTP (F1-U, N3, N9
   encapsulation header) field extensions offer a possibility, however
   these extensions are hard for a transport edge router to parse
   efficiently on a per packet basis.  Other IP header fields like DSCP
   are not suitable as it only conveys the QoS aspects (but not other
   aspects like isolation, protection, etc.)



   IPv6 extension headers like SRv6 may be options to carry the MTNC-ID
   when such mechanism is a viable (if complete transport network is
   IPv6 based).  To mininise the protocol changes are required and make
   this underlay tranport independent (IPv4/IPv6/MPLS/L2), an option is
   to provision a mapping of MTNC-ID to a UDP port range of the GTP
   encapsulated user packet.  A simple mapping table between the MTNC-ID
   and the source UDP port number can be configured to ensure that ECMP
   /load balancing is not affected adversely by encoding the UDP source
   port with an MTNC-ID mapping.  This mapping is configured in 3GPP
   user plane functions (5G-AN, UPF) and Provider Edge (PE) Routers that
   process MTNC-IDs.



   PE routers can thus provision a policy based on the source UDP port
   number (which reflects the mapped MTNC-ID) to underlying transport
   path and then deliver the QoS/slice resource provisioned in the
   transport network.  The source UDP port that is encoded is the outer
   IP (corresponding to GTP header) while the inner IP packet (UE
   payload) is unaltered.  The source UDP port is encoded by the node
   that creates the GTP-U encapsulation and therefore, this mechanism
   has no impact to UDP checksum calculations.



   3GPP network operators may use IPSec gateways (SEG) to secure packets
   between two sites - for example over an F1-U, N3 or N9 segment.  The
   MTNC identifier in the GTP-U packet should be in the outer IP source
   port even after IPSec encryption for PE transport routers to inspect
   and provide the level of service provisioned.  Tunnel mode - which is
   the case for SEG/IPSec gateways - adds an outer IP header in both AH
   (Authenticated Header) and ESP (Encapsulated Security Payload) modes.
   The GTP-U / UDP source port with encoded MTNC identifier should be
   copied to the IPSec tunnel ESP header.  One option is to use 16 bits
   from the SPI field of the ESP header to encode the MTNC identifier
   and use the remaining 16 bits in SPI field to identify an SA.  Load
   balancing entropy for ECMP will not be affected as the MTNC encoding
   mechanism already accounts for this.



   If the RAN uses O-RAN lower layer split architecture, then a
   fronthaul network is involved.  On an Ethernet based fronthaul
   transport network, VLAN tag may be an option to carry the MTNC-ID.
   The VLAN ID provides a 12 bit space and is sufficient to support up
   to 4096 slices on the fronthaul transport network.  The mapping of
   fronthaul traffic to corresponding network slice is based on the
   radio resource for which the fronthaul carries the I and Q samples.
   The mapping of fronthaul traffic to the VLAN tag corresponding to the
   network slice is specified in Section 2.2.  On UDP based fronthaul
   transport network, the UDP source port can be used to carry the MTNC-
   ID.




2.7. Functionality for E2E Management

   With the TNF functionality in 5GS Service Based Interface, the
   following additional functionalities are required for end-2-end slice
   management including the transport network:



   o  The Specific Network Slice Selection Assistance Information
      (S-NSSAI) of PDU session SHOULD be mapped to the assigned
      transport VPN and the TE path information for that slice.



   o  For transport slice assignment for various SSTs (eMBB, URLLC,
      MIoT) corresponding underlay paths need to be created and
      monitored from each transport end point (CSR and PE@UPF).



   o  During PDU session creation, apart from radio and 5GC resources,
      transport network resources needed to be verified matching the
      characteristics of the PDU session traffic type.



   o  The TNF MUST provide an API that takes as input the source and
      destination 3GPP user plane element address, required bandwidth,
      latency and jitter characteristics between those user plane
      elements and returns as output a particular TE path's identifier,
      that satisfies the requested requirements.



o  Mapping of PDU session parameters to underlay SST paths need to be
   done.  One way to do this to let the SMF install a Forwarding
   Action Rule (FAR) in the UPF via N4 with the FAR pointing to a
   "Network Instance" in the UPF.  A "Network Instance" is a logical
   identifier for an underlying network.  The "Network Instance"
   pointed by the FAR can be mapped to a transport path (through L2/
   L3 VPN).  FARs are associated with Packet Detection Rule (PDR).
   PDRs are used to classify packets in the uplink (UL) and the
   downlink (DL) direction.  For UL procedures specified in
   (Section 2.5), (Section 2.6) can be used for classifying a packet
   belonging to a particular slice characteristics.  For DL, at a PSA
   UPF, the UE IP address is used to identify the PDU session, and
   hence the slice a packet belongs to and the IP 5 tuple can be used
   for identifying the flow and QoS characteristics to be applied on
   the packet at UPF.  If a PE is not co‑located at the UPF then
   mapping to the underlying TE paths at PE happens based on the
   encapsulated GTP‑US packet as specified in (Section 2.6).



   o  If any other form of encapsulation (other than GTP-U) either on N3
      or N9 corresponding QFI information MUST be there in the
      encapsulation header.



   o  In some SSC modes (Appendix B), if segmented path (CSR to
      PE@staging/ULCL/BP-UPF to PE@anchor-point-UPF) is needed, then
      corresponding path characteristics MUST be used.  This includes a
      path from CSR to PE@UL-CL/BP UPF [TS.23.501-3GPP] and UL-CL/BP UPF
      to eventual UPF access to DN.



   o  Continuous monitoring of the underlying transport path
      characteristics should be enabled at the endpoints (technologies
      for monitoring depends traffic engineering technique used as
      described in (Section 3.1) and (Section 3.2)).  If path
      characteristics are degraded, reassignment of the paths at the
      endpoints should be performed.  For all the affected PDU sessions,
      degraded transport paths need to be updated dynamically with
      similar alternate paths.



   o  During UE mobility event similar to 4G/LTE i.e., gNB mobility (Xn
      based or N2 based), for target gNB selection, apart from radio
      resources, transport resources MUST be factored.  This enables
      handling of all PDU sessions from the UE to target gNB and this
      require co-ordination of gNB, AMF, SMF with the TNF module.



   Integrating the TNF as part of the 5GS Service Based Interfaces,
   provides the flexibility to control the allocation of required
   characteristics from the TN during a 5GS signaling procedure (e.g.
   PDU Session Establishment).  If TNF is seen as part of management
   plane, this real time flexibility is lost.  Changes to detailed
   signaling to integrate the above for various 5GS procedures as
   defined in [TS.23.502-3GPP] is beyond the scope of this document.




3. Transport Network Underlays

   Apart from the various flavors of IETF VPN technologies to share the
   transport network resources and capacity, TE capabilities in the
   underlay network is an essential component to realize the 5G TN
   requirements.  This section focuses on various transport underlay
   technologies (not exhaustive) and their applicability to realize
   Midhaul/Backhaul transport networks.  Focus is on the user/data plane
   i.e., F1-U/N3/N9 interfaces as laid out in the framework Figure 1.




3.1. Using PPR as TN Underlay

   In a network implementing source routing, packets may be transported
   through the use of Segment Identifiers (SIDs), where a SID uniquely
   identifies a segment as defined in [I-D.ietf-spring-segment-routing].
   Section 5.3 [I-D.bogineni-dmm-optimized-mobile-user-plane] lays out
   all SRv6 features along with a few concerns in Section 5.3.7 of the
   same document.  Those concerns as well as need for underlay agnostic
   (L2/IPv4/IPv6/MPLS) TE requirements are addressed by a new XHaul
   routing mechanism called Preferred Path Routing (PPR), of which this
   section provides an overview.



   With PPR, the label/PPR-ID refer not to individual segments of which
   the path is composed, but to the identifier of a path that is
   deployed on network nodes.  The fact that paths and path identifiers
   can be computed and controlled by a controller, not a routing
   protocol, allows the deployment of any path that network operators
   prefer, not just shortest paths.  As packets refer to a path towards
   a given destination and nodes make their forwarding decision based on
   the identifier of a path, not the identifier of a next segment node,
   it is no longer necessary to carry a sequence of labels.  This
   results in multiple benefits including significant reduction in
   network layer overhead, increased performance and hardware
   compatibility for carrying both path and services along the path.



   Details of the IGP extensions for PPR are provided here:



   o  IS-IS - [I-D.chunduri-lsr-isis-preferred-path-routing]



   o  OSPF - [I-D.chunduri-lsr-ospf-preferred-path-routing]




3.1.1. PPR on F1-U/N3/N9 Interfaces

   PPR does not remove GTP-U, unlike some other proposals laid out in
   [I-D.bogineni-dmm-optimized-mobile-user-plane].  Instead, PPR works
   with the existing cellular user plane (GTP-U) for F1-U/N3 and any
   approach selected for N9 (encapsulation or no-encapsulation).  In
   this scenario, PPR will only help providing TE benefits needed for 5G
   slices from transport domain perspective.  It does so for any
   underlying user/data plane used in the transport network
   (L2/IPv4/IPv6/MPLS).  This is achieved by:



   o  For 3 different SSTs, 3 PPR-IDs can be signaled from any node in
      the transport network.  For Uplink traffic, the 5G-AN will choose
      the right PPR-ID of the UPF based on the S-NSSAI the PDU Session
      belongs to and/or the UDP Source port (corresponds to the MTNC-ID
      (Section 2.5)) of the GTP-U encapsulation header.  Similarly in
      the Downlink direction matching PPR-ID of the 5G-AN is chosen
      based on the S-NSSAI the PDU Session belongs to.  The table below
      shows a typical mapping:




+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|GTP/UDP SRC PORT|   SST      |   Transport Path | Transport Path  |
|                | in S‑NSSAI |   Info           | Characteristics |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Range Xx ‑ Xy  |            |                  |                 |
| X1, X2(discrete|  MIOT      | PW ID/VPN info,  | GBR (Guaranteed |
| values)        |  (massive  |   PPR‑ID‑A       |       Bit Rate) |
|                |   IOT)     |                  |   Bandwidth: Bx |
|                |            |                  |   Delay:     Dx |
|                |            |                  |   Jitter:    Jx |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Range Yx ‑ Yy  |            |                  |                 |
| Y1, Y2(discrete|  URLLC     | PW ID/VPN info,  | GBR with Delay  |
| values)        | (ultra‑low | PPR‑ID‑B         |     Req.        |
|                |  latency)  |                  |   Bandwidth: By |
|                |            |                  |   Delay:     Dy |
|                |            |                  |   Jitter:    Jy |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Range Zx ‑ Zy  |            |                  |                 |
| Z1, Z2(discrete|  EMBB      | PW ID/VPN info,  |   Non‑GBR       |
| values)        | (broadband)| PPR‑ID‑C         |   Bandwidth: Bx |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+





                   Figure 2: Mapping of PPR-IDs on N3/N9



   o  It is possible to have a single PPR-ID for multiple input points
      through a PPR tree structure separate in UL and DL direction.



   o  Same set of PPRs are created uniformly across all needed 5G-ANs
      and UPFs to allow various mobility scenarios.



   o  Any modification of TE parameters of the path, replacement path
      and deleted path needed to be updated from TNF to the relevant
      ingress points.  Same information can be pushed to the NSSF, and/
      or SMF as needed.



o  PPR can be supported with any native IPv4 and IPv6 data/user
   planes ( (Section 3.1.2)) with optional TE features (
   (Section 3.1.3)) . As this is an underlay mechanism it can work
   with any overlay encapsulation approach including GTP‑U as defined
   currently for N3 interface.




3.1.2. Path Steering Support to native IP user planes

   PPR works in fully compatible way with SR defined user planes (SR-
   MPLS and SRv6) by reducing the path overhead and other challenges as
   listed in Section 5.3.7 of
   [I-D.bogineni-dmm-optimized-mobile-user-plane].  PPR also expands the
   source routing to user planes beyond SR-MPLS and SRv6 i.e., L2,
   native IPv6 and IPv4 user planes.



   This helps legacy transport networks to get the immediate path
   steering benefits and helps in overall migration strategy of the
   network to the desired user plane.  Some of these benefits with PPR
   can be realized with no hardware upgrade except control plane
   software for native IPv6 and IPv4 user planes.




3.1.3. Service Level Guarantee in Underlay

   PPR also optionally allows to allocate resources that are to be
   reserved along the preferred path.  These resources are required in
   some cases (for some 5G SSTs with stringent GBR and latency
   requirements) not only for providing committed bandwidth or
   deterministic latency, but also for assuring overall service level
   guarantee in the network.  This approach does not require per-hop
   provisioning and reduces the OPEX by minimizing the number of
   protocols needed and allows dynamism with Fast-ReRoute (FRR)
   capabilities.




3.2. Other TE Technologies Applicability

   RSVP-TE [RFC3209] provides a lean transport overhead for the TE path
   for MPLS user plane.  However, it is perceived as less dynamic in
   some cases and has some provisioning overhead across all the nodes in
   N3 and N9 interface nodes.  Also, it has another drawback with
   excessive state refresh overhead across adjacent nodes and this can
   be mitigated with [RFC8370].



   SR-TE [I-D.ietf-spring-segment-routing] does not explicitly signal
   bandwidth reservation or mechanism to guarantee latency on the nodes/
   links on SR path.  But SR allows path steering for any flow at the
   ingress and particular path for a flow can be chosen.  Some of the
   issues around path overhead/tax, MTU issues are documented at
   Section 5.3 of [I-D.bogineni-dmm-optimized-mobile-user-plane].  SR-
   MPLS allows reduction of the control protocols to one IGP (with out
   needing for LDP and RSVP-TE).



   However, as specified above with PPR ( (Section 3.1)), in the
   integrated transport network function (TNF) a particular RSVP-TE path
   for MPLS or SR path for MPLS and IPv6 with SRH user plane, can be
   supplied to SMF for mapping a particular PDU session to the transport
   path.
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Appendix A. New Control Plane and User Planes


A.1. Slicing Framework and RAN Aspects

   The 3GPP architecture defines slicing aspects where the Network Slice
   Selection Function (NSSF) assists the Access Mobility Manager (AMF)
   and Session Management Function (SMF) to assist and select the right
   entities and resources corresponding to the slice requested by the
   User Equipment (UE).  The User Equipment (UE) indicates information
   regarding the set of slices it wishes to connect, in the Network
   Slice Selection Assistance Information (NSSAI) field during network
   registration procedure (Attach) and the specific slice the UE wants
   to establish an IP session, in the Specific NSSAI (S-NSSAI) field
   during the session establishment procedure (PDU Session
   Establishment).  The AMF selects the right SMF and the SMF in turn
   selects the User Plane Functions (UPF) so that the QoS and
   capabilities requested can be fulfilled.



   The architecture for the Radio Access Network (RAN) is defined in
   [TS.38.300-3GPP] and [TS.38.401-3GPP].  The 5G RAN architecture
   allows disaggregation of the RAN into a Distributed Unit (DU) and a
   Centralized Unit (CU).  The CU is further split into control plane
   (CU-CP) and user plane (CU-UP).  The interface between CU-UP and the
   DU for the user plane traffic is called the F1-U and between the CU-
   CP and DU for the control plane traffic is called the F1-C.  The F1-C
   and the F1-U together are called the mid-haul interfaces.  The DU
   does not have a CP/UP split.  Apart from 3GPP, O-RAN Alliance has
   specified further disaggregation of the RAN at the lower layer
   (physical layer).  The DU is disaggregated into a ORAN DU (O-DU)
   which runs the upper part of the physical layer, MAC and RLC and the
   ORAN Radio Unit (O-RU) which runs the lower part of the physical
   layer.  The interface between the O-DU and the O-RU is called the
   Fronthaul interface and is specified in [ORAN-WG4.CUS-O-RAN].




A.2. Slice aware Mobility: Discrete Approach

   In this approach transport network functionality from the 5G-AN to
   UPF is discrete and 5GS is not aware of the underlying transport
   network and the resources available.  Deployment specific mapping
   function is used to map the GTP-U encapsulated traffic at the 5G-AN
   (e.g. gNB) in UL and UPF in DL direction to the appropriate transport
   slice or transport Traffic Engineered (TE) paths.  These TE paths can
   be established using RSVP-TE [RFC3209] for MPLS underlay, SR
   [I-D.ietf-spring-segment-routing] for both MPLS and IPv6 underlay or
   PPR [I-D.chunduri-lsr-isis-preferred-path-routing] with MPLS, IPv6
   with SRH, native IPv6 and native IPv4 underlays.



   As per [TS.23.501-3GPP] and [TS.23.502-3GPP] the SMF controls the
   user plane traffic forwarding rules in the UPF.  The UPFs have a
   concept of a "Network Instance" which logically abstracts the
   underlying transport path.  When the SMF creates the packet detection
   rules (PDR) and forwarding action rules (FAR) for a PDU session at
   the UPF, the SMF identifies the network instance through which the
   packet matching the PDR has to be forwarded.  A network instance can
   be mapped to a TE path at the UPF.  In this approach, TNF as shown in
   (Figure 1) need not be part of the 5G Service Based Interface (SBI).
   Only management plane functionality is needed to create, monitor,
   manage and delete (life cycle management) the transport TE paths/
   transport slices from the 5G-AN to the UPF (on N3/N9 interfaces).
   The management plane functionality also provides the mapping of such
   TE paths to a network instance identifier to the SMF.  The SMF uses
   this mapping to install appropriate FARs in the UPF.  This approach
   provide partial integration of the transport network into 5GS with
   some benefits.



   One of the limitations of this approach is the inability of the 5GS
   procedures to know, if underlying transport resources are available
   for the traffic type being carried in PDU session before making
   certain decisions in the 5G CP.  One example scenario/decision could
   be, a target 5G-AN selection during a N2 mobility event, without
   knowing if the target 5G-AN is having a underlay transport slice
   resource for the S-NSSAI and 5QI of the PDU session.  The Integrated
   approach specified below can mitigate this.




Appendix B. PPR with various 5G Mobility procedures

   PPR fulfills the needs of 5GS to transport the user plane traffic
   from 5G-AN to UPF in all 3 SSC modes defined [TS.23.501-3GPP].  This
   is done in keeping the backhaul network at par with 5G slicing
   requirements that are applicable to Radio and virtualized core
   network to create a truly end-to-end slice path for 5G traffic.  When
   UE moves across the 5G-AN (e.g. from one gNB to another gNB), there
   is no transport network reconfiguration required with the approach
   above.



   SSC mode would be specified/defaulted by SMF.  No change in the mode
   once connection is initiated and this property is not altered here.




B.1. SSC Mode1

                   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
     +‑‑‑+‑‑‑‑+    |NSSMF +‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
     |  AMF   |    |      | TNF | | |      SMF       |
     +‑‑‑+‑‑+‑+    |      +‑+‑+‑+ | +‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+
        N1  |      +‑‑‑‑‑‑‑‑+‑+‑‑‑+       |
         |  |               | |           |
         |  |           +‑‑‑+‑+‑‑+        |
         |  |           | SDN‑C  |        |
         |  |           +‑‑‑+‑+‑‑+        |
         |  |               | |           |
+‑‑‑‑‑‑‑‑+  N2    +‑‑‑‑‑‑‑‑‑+ + ‑‑‑+      |
|           |     |                |      |
+    +‑‑‑+‑‑+   +‑‑++             +‑‑‑+ +‑+‑‑+     +‑‑‑‑+
UE1  |gNB|======|CSR|‑‑‑N3‑‑‑‑‑‑‑‑|PE |‑|UPF |‑N6‑‑| DN |
==   +‑‑‑+      +‑‑‑+             +‑‑‑+ +‑‑‑‑+     +‑‑‑‑+




       Figure 3: SSC Mode1 with integrated Transport Slice Function



   After UE1 moved to another gNB in the same UPF serving area



                    +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
      +‑‑‑+‑‑‑‑+    |NSSMF +‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
      |  AMF   |    |      | TNF | | |      SMF       |
      +‑‑‑‑‑‑+‑+    |      +‑+‑+‑+ | +‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+
             |      +‑‑‑‑‑‑‑‑+‑+‑‑‑+       |
             |               | |           |
             |           +‑‑‑+‑+‑‑+        |
             |           | SDN‑C  |        |
             |           +‑‑‑+‑+‑‑+        |
             |               | |           |
             N2    +‑‑‑‑‑‑‑‑‑+ + ‑‑‑+      |
             |     |                |      |
      +‑‑‑+‑‑+   +‑‑++             +‑‑‑+ +‑+‑‑+     +‑‑‑‑+
      |gNB|======|CSR|‑‑‑N3‑‑‑‑‑‑‑‑|PE |‑|UPF |‑N6‑‑| DN |
      +‑‑‑+      +‑‑‑+             +‑+‑+ +‑‑‑‑+     +‑‑‑‑+
                                     |
                                     |
                                     |
                                     |
     +‑‑‑‑+      +‑‑‑+               |
UE1  |gNB2|======|CSR|‑‑‑‑‑‑N3‑‑‑‑‑‑‑+
==   +‑‑‑‑+      +‑‑‑+




       Figure 4: SSC Mode1 with integrated Transport Slice Function



   In this mode, IP address at the UE is preserved during mobility
   events.  This is similar to 4G/LTE mechanism and for respective
   slices, corresponding PPR-ID (TE Path) has to be assigned to the
   packet at UL and DL direction.  During Xn mobility as shown above,
   source gNB has to additionally ensure transport path's resources from
   TNF are available at the target gNB apart from radio resources check
   (at decision and request phase of Xn/N2 mobility scenario).




B.2. SSC Mode2

   In this case, if IP Address is changed during mobility (different UPF
   area), then corresponding PDU session is released.  No session
   continuity from the network is provided and this is designed as an
   application offload and application manages the session continuity,
   if needed.  For PDU Session, Service Request and Mobility cases
   mechanism to select the transport resource and the PPR-ID (TE Path)
   is similar to SSC Mode1.




B.3. SSC Mode3

   In this mode, new IP address may be assigned because of UE moved to
   another UPF coverage area.  Network ensures UE suffers no loss of
   'connectivity'.  A connection through new PDU session anchor point is
   established before the connection is terminated for better service
   continuity.  There are two ways in which this happens.



   o  Change of SSC Mode 3 PDU Session Anchor with multiple PDU
      Sessions.



   o  Change of SSC Mode 3 PDU Session Anchor with IPv6 multi-homed PDU
      Session.



   In the first mode, from user plane perspective, the two PDU sessions
   are independent and the use of PPR-ID by gNB and UPFs is exactly
   similar to SSC Mode 1 described above.  The following paragraphs
   describe the IPv6 multi-homed PDU session case for SSC Mode 3.





                    +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
      +‑‑‑+‑‑‑‑+    |NSSMF +‑‑‑‑‑+ | +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
      |  AMF   |    |      | TNF | | |      SMF       |
      +‑‑‑+‑‑+‑+    |      +‑+‑+‑+ | +‑+‑‑‑‑‑‑‑‑‑‑‑+‑‑+
          |  |      +‑‑‑‑‑‑‑‑+‑+‑‑‑+   |           |
         N1  |               | |       |           |
          |  |           +‑‑‑+‑+‑‑+    |           |
          |  |           | SDN‑C  |    |           |
          |  |           +‑‑‑+‑+‑‑+    |           |
          |  |               | |       |           |
to‑UE+‑‑‑‑+  N2  +‑‑‑‑‑‑‑‑‑‑‑+ |       N4        N4|
         +‑‑‑+   |             |       |           |
         |       |             |       |           |
     +‑‑‑+   +‑‑‑++        +‑‑‑+ +‑‑‑‑‑‑‑+‑‑+    +‑‑‑+ +‑‑‑+
     |gNB|===|CSR |‑‑‑N3‑‑‑|PE |‑| BP UPF   |‑N9‑|PE |‑|UPF|‑N6‑>
     +‑‑‑+   +‑‑‑‑+        +‑‑‑+ +‑‑‑‑‑‑‑+‑‑+    +‑‑‑+ +‑‑‑+ to DN
                                         | +‑‑‑‑+
                                         +‑| DN |
                                       N6  +‑‑‑‑+





                Figure 5: SSC Mode3 and Service Continuity



   In the uplink direction for the traffic offloading from the Branching
   Point UPF, packet has to reach to the right exit UPF.  In this case
   packet gets re-encapsulated by the BP UPF (with either GTP-U or the
   chosen encapsulation) after bit rate enforcement and LI, towards the
   anchor UPF.  At this point packet has to be on the appropriate VPN/PW
   to the anchor UPF.  This mapping is done based on the S-NSSAI the PDU
   session belongs to and/or with the UDP source port (corresponds to
   the MTNC-ID (Section 2.5)) of the GTP-U encapsulation header to the
   PPR-ID of the exit node by selecting the respective TE PPR-ID (PPR
   path) of the UPF.  If it's a non-MPLS underlay, destination IP
   address of the encapsulation header would be the mapped PPR-ID (TE
   path).



   In the downlink direction for the incoming packet, UPF has to
   encapsulate the packet (with either GTP-U or the chosen
   encapsulation) to reach the BP UPF.  Here mapping is done based on
   the S-NSSAI the PDU session belongs, to the PPR-ID (TE Path) of the
   BP UPF.  If it's a non-MPLS underlay, destination IP address of the
   encapsulation header would be the mapped PPR-ID (TE path).  In
   summary:



   o  Respective PPR-ID on N3 and N9 has to be selected with correct
      transport characteristics from TNF.



   o  For N2 based mobility SMF has to ensure transport resources are
      available for N3 Interface to new BP UPF and from there the
      original anchor point UPF.



   o  For Service continuity with multi-homed PDU session same transport
      network characteristics of the original PDU session (both on N3
      and N9) need to be observed for the newly configured IPv6
      prefixes.
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1. Introduction

   There are a variety of network environments users may interact with
   where they will be discovering and selecting a DNS resolver each of
   which presents a different threat level to the user.  This document
   attempts to establish a common set of threats classifications for
   reference by Adaptive DNS Discovery (ADD) working group drafts.




1.1. Requirements Language

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in RFC 2119 [RFC2119].




2. Classifications


2.1. Approach

   There are many ways to classify and structure threat analysis the
   approach used here is centered on the perspective of the user and how
   much subjective trust they can place in different access network
   situations that they may encounter.




2.2. Green or Trusted Networks

   These are networks in which the user has an high sense of trust.
   These are networks run by a trusted party who is known to the user
   and is trusted by the user to operate the network with security and
   operational integrity.  While even the best run network can be
   compromised by attackers or malware, the user has subjective trust
   that the Green network is very unlikely to be compromised.



   The user often has a relationship with the network operator - either
   personally, as an employee, or by contract they user has entered into
   such as with an ISP or Mobile Carrier.



   Examples of Green Networks



   o  User's own home network



   o  User's organization, company, or enterprise network



   o  Mobile user's mobile network



   o  User's ISP network




2.3. Yellow or Unknown Networks

   These are networks in which the user does not have any sense of trust
   and yet has no sense or expectation that the network maybe
   compromised or hostile.  The network's threat level is simply
   unknown.



   These are networks which provided a service to visitors such as
   public Wifi networks.



   Examples of Yellow Networks



   o  School network



   o  Cafe or coffee shop network



   o  Airport network



   o  Hotel network



   o  Conference or event network




2.4. Red or Hostile Networks

   These are networks in which the user has an high sense of potential
   threats being present, but the use may have no other choice but to
   use them.



   These are networks which the user not only does not trust, but also
   expects the network maybe doing things that the user does not want.



   Red Networks



   o  War zone region network



   o  Hostile regime network




3. IANA Considerations

   This memo includes no request to IANA.



   All drafts are required to have an IANA considerations section (see
   Guidelines for Writing an IANA Considerations Section in RFCs
   [RFC5226] for a guide).  If the draft does not require IANA to do
   anything, the section contains an explicit statement that this is the
   case (as above).  If there are no requirements for IANA, the section
   will be removed during conversion into an RFC by the RFC Editor.




4. Security Considerations

   All drafts are required to have a security considerations section.
   See RFC 3552 [RFC3552] for a guide.
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1. Introduction

   Virtual private networks (VPNs) have served the industry well as a
   means of providing different groups of users with logically isolated
   connectivity over a common network.  Some customers may request a
   connectivity services with advanced characteristics such as complete
   isolation from other services or guaranteed performance.  These
   services are "enhanced VPNs" (known as VPN+).
   [I-D.ietf-teas-enhanced-vpn] describes the framework and candidate
   component technologies for providing enhanced VPN services.  One
   typical use case of VPN+ is to provide transport network slicing in
   5G, while it could also be used in more general cases.



   The enhanced properties of VPN+ require tighter coordination and
   integration between the underlay network resources and the overlay
   network.  VPN+ service is built on a Virtual Transport Network (VTN)
   which has a customized network topology and a set of dedicated or
   shared network resources allocated from the underlay network.  The
   overlay VPN together with the corresponding VTN in the underlay
   provide the VPN+ service.  In the network, traffic of different VPN+
   services need to be processed separately based on the topology and
   the network resources associated with the corresponding VTN.
   [I-D.dong-teas-enhanced-vpn-vtn-scalability] describes the
   scalability considerations of enhanced VPN, in which one approach to
   improve the data plane scalability is to introduce a dedicated
   identifier indata packet to identify the VTN the packet belongs to,
   so as to perform resource specific packet processing.  This is called
   Resource Independent (RI) VTN.



   This document proposes a mechanism to carry the VTN Identifier (VTN
   ID) in the IPv6 extensions headers [RFC8200] of packet, so that the
   packet will be processed by network nodes using the network resources
   allocated to the corresponding VTN.  The procedure of processing the
   VTN ID is also specified.  This provides a scalable solution for
   enhanced VPN data plane, so that it could be used to support a large
   number of transport network slices in IPv6 network.




2. Requirements Language

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in
   BCP14 RFC 2119 [RFC2119] RFC 8174 [RFC8174] when, and only when, they
   appear in all capitals, as shown here.




3. New IPv6 Extension Header Option for VTN

   A new option type of IPv6 extension headers is defined to carry the
   Virtual Transport Network Identifier (VTN ID) in IPv6 packet header.
   Its format is shown as below:



  Option   Option       Option
   Type   Data Len       Data
+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+
|BBCTTTTT|00000100|  4‑octet VTN ID |
+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+



   Option Type: 8-bit identifier of the type of option.  The type of VTN
   option is TBD by IANA.  The highest-order bits of the type field are
   defined as below:



   o  BB 00 The highest-order 2 bits are set to 00 to indicate that a
      node which does not recognize this type will skip over it and
      continue processing the header.



   o  C 0 The third highest-order bit are set to 0 to indicate this
      option does not change en route.



   Opt Data Len: 8-bit unsigned integer indicates the length of the
   option Data field of this option, in octets.  The value of Opt Data
   Len of VTN option SHOULD be set to 4.



   Option Data: 4-octet VTN which uniquely identifies a virtual
   transport network.



   Editor's note: The length of the VTN ID is defined as 4-octet
   partially for the matching with the 4-octet network slice identifier
   defined in 3GPP [TS23501].



    8‑bit              24‑bit
+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|    SST     |   Slice Differentiator  |
+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+




4. Procedures


4.1. VTN Option Insertion

   When an ingress node of an IPv6 or SRv6 domain receives a packet,
   according to traffic classification or mapping policy, the packet
   SHOULD be encapsulated in an outer IP header, and the VTN-ID of the
   virtual transport network which the traffic is mapped to SHOULD be
   carried in the extension header associated with the outer IPv6 header
   . The ingress node MAY also encapsulate the SRH as defined in
   [RFC8754] in the Routing Header of the outer IPv6 header.



   In order to make the VTN option be processed by each node along the
   path, it is RECOMMENDED that the VTN option be carried in IPv6
   extension headers which can be processed hop-by-hop in forwarding
   plane.  It can be carried in either the Hop-by-Hop Options header, or
   some new extension headers which can be processed on each hop along
   the path.




4.2. VTN based Packet Forwarding

   On receipt of a packet with the VTN option, each network node which
   can parse the VTN option SHOULD use the VTN ID to identify the
   virtual network the packet belongs to.  This means the forwarding
   behavior is based on both the destination IP address and the VTN
   option.The destination IP address is used for the lookup of the next-
   hop node, and VTN-ID can be used to determine the set of network
   resources reserved for processing and sending the packet to the next-
   hop node.  The domain egress node SHOULD decapsulate the outer IPv6
   header.



   There can be different implementations of reserving local network
   resources to the VTNs.  On each interface, the resources allocated to
   a particular VTN can be seen as a virtual sub-interface with
   dedicated bandwidth and other associated resources.  In packet
   forwarding, the IPv6 destination address of the received packet is
   used to identify the next-hop and the outgoing interface, and the VTN
   ID is used to further identify the virtual sub-interface which is
   associated with the VTN on the outgoing interface.



   Routers which do not support Hop-by-Hop options header SHOULD ignore
   the Hop-by-Hop options header and forward the packet merely based on
   the destination IP address.  Routers which support Hop-by-Hop
   Options, but do not recognize the VTN option SHOULD ignore the option
   and continue to forward the packet merely based on the destination IP
   address.




5. Operational Considerations

   As described in [RFC8200], nodes may be configured to ignore the Hop-
   by-Hop Options header, and the packets containing a Hop-by-Hop
   Options header may be dropped or assigned to a slow processing path.
   When VTN option is carried in Hop-by-Hop option header, operator
   needs to make sure that all the network nodes involved in the VTN can
   either process the Hop-by-Hop Options header in packet forwarding, or
   ignore the Hop-by-Hop Option header but continue to forward the
   packet based on other fields and headers.  In other words, Packet
   mapping to a VTN MUST NOT be dropped due to the existence of the Hop-
   by-Hop Options header.  It is RECOMMENDED to configure the nodes to
   process the Hop-by-Hop Option header if there is a nob for this.




6. IANA Considerations

   This document requests IANA to assign a new option type from
   "Destination Options and Hop-by-Hop Options" registry.



Value   Description                             Reference
‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
TBD     Virtual Transport Network Identifier   this document




7. Security Considerations

   TBD
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1. Introduction

   This document illustrates how an operator may re-use an existing IPv6
   address allocation within its domain to deliver SR-based Traffic
   Engineering service by describing:



   o  A reference topology with IPv6 address allocation.



   o  Binding a SID behavior to existing IPv6 addresses.



   o  The life of a packet forwarded via an SR policy.



   o  Upper-layer header processing for a SID bound to an existing IPv6
      address.



   The illustrations cover traffic engineering (TE) SR policy between
   two border routers of the domain and two hosts of the domain.




2. Reference Topology

   The reference topology is the same as Section 6.2 of [RFC8754].



        + * * * * * * * * * * * * * * * * * * * * +
        *         [8]                [9]          *
                   |                  |
        *          |                  |           *
[1]‑‑‑‑[3]‑‑‑‑‑‑‑‑[5]‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑[6]‑‑‑‑‑‑‑‑‑[4]‑‑‑[2]
        *          |                  |           *
                   |                  |
        *          |                  |           *
                   +‑‑‑‑‑‑‑‑[7]‑‑‑‑‑‑‑+
        *                                         *
        + * * * * * * *  SR domain  * * * * * * * +



                       Figure 1: Reference topology



   o  3 and 4 are SR domain edge routers



   o  5, 6, and 7 are all SR domain routers



   o  8 and 9 are hosts within the SR domain



   o  1 and 2 are hosts outside the SR domain




3. Address Allocation

   The operator has allocated 2001:db8:0::/48 to their domain.



   A router K is sub-allocated 2001:db8:0:K::/64.



   A router K has at least one loopback interface.



   The first loopback interface of a router K's is assigned
   2001:db8:0:K::1/128.



   The interfaces of a router K attached to point to point links
   connected to other nodes within the domain are assigned link-local
   addresses.




4. SID Bound To Existing Interface Address

   The operator enables SR segment endpoint node functionality on a few
   routers within the domain by binding the SID described in
   Section 4.3.1 of [RFC8754] to the IPv6 address assigned to the
   loopback interface of router 3 (2001:db8:0:3::1), router 4
   (2001:db8:0:4::1) and router 7 (2001:db8:0:7::1).



   Packet processing at these segment endpoint nodes follows that
   defined in Section 4.3 of [RFC8754].




5. Life Of A Packet

   This section uses the abstract representation of an SRH as defined in
   Section 6.1 of [RFC8754].



   It illustrates two examples from Section 6 of [RFC8754] for inter SR
   domain and intra SR domain packets and the processing at SR source
   nodes, transit nodes and SR segment endpoint nodes using the SIDs
   bound to interface addresses.




5.1. Inter SR Domain

   Host 1 sends a packet (P1) to host 2



   P1: (A1,A2)



   The SR domain ingress router 3 receives P1 and steers it to SR domain
   egress router 4 via an SR Policy <2001:db8:0:7::1, 2001:db8:0:4::1>.
   Router 3 encapsulates the received packet P1 in an outer header with
   a reduced SRH and sends the packet



   P2: (2001:db8:0:3::1, 2001:db8:0:7::1)(2001:db8:0:4::1; SL=1)(A1,A2)



   Router 5 acts as a transit node for P2 and forwards it on the
   interface toward router 7.



   Router 7 receives packet P2 and, using the logic in Section 4.3.1.1
   of [RFC8754], decrements the Segments Left value and updates the
   Destination Address to 2001:db8:0:4::1.  It sends the resulting
   packet



   P3: (2001:db8:0:3::1, 2001:db8:0:4::1)(2001:db8:0:4::1; SL=0)(A1,A2)



   on the interface toward router 6.



   Router 6 acts as a transit node for packet P3 and forwards P3 on the
   interface toward router 4.



   Router 4 receives packet P3 and, using the logic in Section 4.3.1.2
   of [RFC8754], performs IPv6 decapsulation on P2 and forwards the
   inner packet P1: (A1,A2) on the interface toward host 2.




5.2. Intra SR Domain

   When host 8 sends a TCP packet to host 9 via an SR Policy
   <2001:db8:0:7::1, 2001:db8:0:9::1> the packet is



   P4: (2001:db8:0:8::1, 2001:db8:0:7::1)(2001:db8:0:9::1; SL=1) (TCP)



   Processing of P4 is similar to P2 above; router 5 forwards while
   router 7 processes the SRH resulting in the following packet



   P5: (2001:db8:0:8::1, 2001:db8:0:9::1)(2001:db8:0:9::1; SL=0) (TCP)



   P5 is forwarded by router 6 to host 9 where the packet is consumed
   and its TCP payload is processed.




6. Upper-Layer Header Processing

   The SID behavior described in [RFC8754] permits some upper-layer
   processing and blocks others.  In some use-cases upper-layer
   processing may be limited when additional SID's are allocated
   independently of any existing interface address, and as a
   conservative security measure.



   In this use-case the operator re-uses existing interface addresses
   for SIDs, it is expected that upper-layer processing is preserved and
   permitted for those addresses.



   The following sections describe ping, ping via an SR policy and SSH
   session initiation for these SIDs.




6.1. ICMPv6 Echo Request and Reply

   This section illustrates the life of an ICMPv6 echo request from
   router 3 (2001:db8:0:3::1) to router 4 (2001:db8:0:4::1) and of the
   corresponding ICMPv6 echo reply.



   When router 3 sends an ICMPv6 echo request from 2001:db8:0:3::1 to
   2001:db8:0:4::1 on router 4, the packet is



   P6: (2001:db8:0:3::1, 2001:db8:0:4::1)(ICMPv6 echo request)



   Router 4 receives packet P6 and follows Section 4.3.1 of [RFC8754].
   Specifically, P6 does not contain an SRH and, since upper-layer
   header processing is permitted, router 4 processes packet P3 as per
   [RFC4443] and sends the response packet



   P7: (2001:db8:0:4::1, 2001:db8:0:3::1)(ICMPv6 echo reply)



   on the interface toward router 6.



   Router 3 receives packet P7 and applies Section 4.3.1 of [RFC8754].
   Specifically, P7 does not contain an SRH and, since upper-layer
   header processing is permitted, router 3 processes packet P4 as per
   [RFC4443].




6.2. ICMPv6 Echo Request via an SR Policy

   This section illustrates the life of an ICMPv6 echo request from
   router 3 (2001:db8:0:3::1) to router 4 (2001:db8:0:4::1) via router 7
   (2001:db8:0:7::1), and of the corresponding ICMPv6 echo reply.



   When router 3 sends an ICMPv6 echo request from 2001:db8:0:3::1 to
   2001:db8:0:4::1 via an SR Policy <2001:db8:0:7::1, 2001:db8:0:4::1>
   using a reduced SRH, the packet is



   P8: (2001:db8:0:3::1, 2001:db8:0:7::1)(2001:db8:0:4::1; SL=1)(ICMPv6
   echo request)



   Router 7 eventually receives packet P8 and, using the logic in
   Section 4.3.1.1 of [RFC8754], decrements the Segments Left value and
   updates the Destination Address to 2001:db8:0:4::1.  It sends the
   resulting packet



   P9: (2001:db8:0:3::1, 2001:db8:0:4::1)(2001:db8:0:4::1; SL=0)(ICMPv6
   echo request)



   on the interface toward router 6.



   Router 4 receives packet P9 and applies Section 4.3.1 of [RFC8754].
   Specifically, it determines that packet P9 contains an SRH with
   Segments Left equal to 0 and proceeds to process the next header in
   the extension header chain, as per Section 4.3.1.1 of [RFC8754].
   Since upper-layer header processing is permitted, router 4 processes
   packet P9 as per [RFC4443] and sends the response packet



   P10: (2001:db8:0:4::1, 2001:db8:0:3::1)(ICMPv6 echo reply)



   on the interface toward router 6.



   Packet P10 follows the same return path as packet P7 above.




6.3. SSH Session Initiation

   This section illustrates the initiation of a SSH session between
   router 3 (2001:db8:0:3::1) and router 4 (2001:db8:0:4::1).



   SSH first establishes a TCP session between the two routers.  Router
   3 sends an TCP SYN packet from 2001:db8:0:3::1 to 2001:db8:0:4::1 on
   router 4, resulting in



   P11: (2001:db8:0:3::1, 2001:db8:0:4::1)(TCP SYN)



   Router 4 receives packet P11 and applies Section 4.3.1 of [RFC8754].
   Specifically, it determines that packet P11 does not contain an SRH
   and, since upper-layer header processing is permitted, processes
   packet P11 as per [RFC0793] and sends the response packet



   P12: (2001:db8:0:4::1, 2001:db8:0:3::1)(TCP SYN-ACK)



   on the interface toward router 6.



   The rest of the communication occurs as normal for SSH [RFC4253].




7. Security Considerations

   The SR domain is secured via ingress filtering of packets as
   described in [RFC8754] Section 5.1.  In this document packets
   entering the SR domain destined to infrastructure addresses are
   dropped at ingress edge nodes since the SID and infrastructure
   address prefixes are the same (eg. 2001:db8:0::/48).



   When an SRv6-capable node receives an IPv6 packet, it performs a
   longest-prefix-match lookup on the packet's destination address.  It
   processes any SRH in the packet only when the destination address is
   bound to a SID ([RFC8754] Section 4.3).  This further limits the
   possible attack surface to a subset of the infrastructure address
   prefix protected by ingress filtering.



   The SID behavior bound to an address may limit some upper-layer
   processing ([RFC8754] Section 4.3.1.2).  In the use-case described in
   this document, upper-layer header processing is not limited for an
   address the SID behavior is bound to.




8. IANA Considerations

   This document has no IANA actions.




9. Ecosystem

   The use-case described in this document is supported on Arccus,
   Broadcom, Cisco, and Linux.
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1. Introduction

To achieve minimum latency the forwarding nodes must support
cut‑through technology as opposed to the commonly used store‑
and‑forward technology. Cut‑through means, that the packet
header already leaves a node at the egress port while the tail
of the packet is still received at the ingress port. This
short time does not allow complex routing decisions.

Therefore, a very simple routing address field structure is
specified below. It should limit the complexity of the
forwarding node used in the experiments. Therefore, in this
text the term "forwarding node" is used instead of "router",
although the device is operating in OSI Layer 3 and accordingly
executes router functions such as decrementing the hop limit field.
Redundancy issues are not considered.




2. IPv6 address prefix structure

  The following proposal uses the 64-bit IPv6 address prefix.



Each forwarding node has up to 16 ports and hence needs 4 bits
of the address field to decide to which port a packet should
be forwarded. The 64‑bit prefix is divided into 16 sub‑fields
of 4 bit, defining up to 16 hierarchy levels. A forwarding
node is configured manually to which of the sub‑fields it should
evaluate for the forwarding decision.

A number n of leading 4‑bit fields cannot be used for forwarding
decisions, but must have a special value to indicate the
'escape prefix' of the experimental forwarding mode.



  The 64-bit prefix of the IPv6 address has this structure:



  | n x 4-bit escape prefix |(16-n) x 4-bit address fields |



The first 4‑bit field following the escape prefix has the
highest hierarchy level, the last 4‑bit field has the lowest
hierarchy level.




3. Forwarding node behavior

The forwarding node has up to 16 downlink ports and at least
one uplink port. Typically, the forwarding nodes are arranged
in a regular tree structure with one top node, up to 16 nodes
in the second hierarchy, up to 256 nodes in the third hierarchy
and so on for up to 16‑n hierarchies.

A forwarding node must be configured to operate at a certain
position in the hierarchical network. For example, at third
hierarchy level, branch 4 of the first hierarchy and branch 12
of the second hierarchy.

The behavior of each forwarding node is depending on the
position of a node in a hierarchical network. For all
positions, the first step is to check the escape prefix. Only
packets with matching escape prefix are forwarded.

The top forwarding node with the highest hierarchy level
evaluates the first 4‑bit field following the n x 4‑bit escape
prefix. The value of the evaluation field determines the
output port of the packet. The remaining fields are don't
care:

| escape prefix | 4‑bit | (16‑n‑1) x 4‑bit |
<  mandatory   > <eval.> <   don't care   >

A forwarding node in a lower hierarchy first checks if the 4‑
bit fields preceding the evaluation field match the configured
value. In case of match the value of the configured evaluation
field of the packet is used as downlink port number where the
packet is forwarded. The remaining 4‑bit fields are ignored.
In case of mismatch the packet is forwarded to the uplink
port(s).

| escape prefix | m x 4‑bit | 4‑bit | (16‑n‑m‑1) x 4‑bit |
<  mandatory   > <  match  > <eval.> <   don't care     >

The parameter m indicates the hierarchy level with m=0
denoting the highest hierarchy.

Hence, when a packet enters a hierarchical network at the
lowest layer node it is forwarded in uplink direction until it
reaches a node where the m x 4‑bit prefix matches the
configured value of the node. At latest, the highest‑level
node will always match and forward the packet in the desired
downlink direction.




4. Numerical values

As mentioned, one pre‑requisite of the simple forwarding
concept is to keep the complexity of the forwarding nodes low.
Also, the configuration of the nodes should be kept simple. In
particular industrial networks are operated by persons who are
not experts in communication. Configurations should be
intuitively understandable by all without long explication.
Therefore, for the first experimental forwarding node the
number of downlink ports is limited to 10 with numbers 0...9. 16
digits at the front panel of the forwarding device show the
configuration. Use of classical 7‑segment digits make the
limits of the configuration obvious.

As escape code, the first two digits are fixed to the value
"AF" (binary '10101111'). These two characters contrast with
the following numerical digits, so that the escape code can be
clearly differentiated from the following configuration. The
display uses the 'H' character instead of the 'X' the usual
term for the variable.

The H specifies the digit of the packet prefix which is
evaluated for forwarding. When the H is selected all lower
digits are automatically set to '‑' to indicate the don't care
nature.

To make the configuration still more obvious it is recommended
to configure the local telephone number. With that measure,
every local experimentation has unique numbers and can
potentially be interconnected via tunnels (IP, MPLS, VPN etc.)
with other experimental setups.

The length of 14 digits allows sufficient in‑house
hierarchies, even for industrial applications where forwarding
nodes interconnect large numbers of sensor controllers.
Inhouse installations would be structured for example in
building, floor, fabrication unit, machine ‑ with one sensor
controller per machine. For the sake of simplicity numbers are
deliberately wasted, for example if the building has only 3
stories the digits 4...9 are unused.




5. Example configuration

A small office in Munich with the telephone number +49‑89‑
45241990 configures its local top‑level forwarding node to:



      AF49.8945.2419.90H-



Note that for the sake of simplicity this simplified notation
is introduced here as alternative to the usual notation
AF49:8945:2419:9000/56. With the new notation, the cabling
staff people can immediately check the hierarchy location of
the forwarding node and connect the cables to the floors at
ports 0...3.

The next hierarchy level is related to the floor. In case of a
3‑story building only three next level forwarding nodes are
used with these configured values:

    AF49.8945.2419.900H at the ground level
    AF49.8945.2419.901H at the first floor
    AF49.8945.2419.902H at the second floor
    AF49.8945.2419.903H at the third floor.

In each floor, up to 10 sensor nodes can be connected.
Each of the sensor nodes can address several sensors/
actuators addressed via the interface identifier contained in
the second part of the 128‑bit IPv6 address.

In the following a connection between sensors in this office to
otherIoT equipment located in Essex University is described. The
connection is realized with one additional forwarding node
installed at Essex University premises with the second level address

   AF4H.‑‑‑‑.‑‑‑‑.‑‑‑‑.



  This high level forwarding node can be used although the phone number
  of the researcher is +44 1206 872413, as long as there is no further
  node in UK.



At downlink port 9 the 13th level forwarding node in Munich is con‑
nected via a  Layer 2  link such as VLAN or SDH pipe or MPLS tunnel.
The levels in between must not be populated by forwarding nodes as

long as no other branch is needed at one of the two sides.
If for example another site in Munich center must be connected one
additional forwarding node must be installed with the 5th level
address

  AF49.89H‑.‑‑‑‑.‑‑‑‑.



  The small office mentioned above would be connected to downlink port
  4 while the new site would be connected at downlink port 1, the
  prefix for Munich center. The configuration is visualized in the
  Figure below.



  Essex (UK)                     Munich (DE)

|‑‑‑‑‑‑‑‑‑U‑‑‑‑‑‑‑‑‑‑‑|
| AF4H.‑‑‑‑.‑‑‑‑.‑‑‑‑ |
|‑0‑1‑2‑3‑4‑5‑6‑7‑8‑9‑|
    |                \
    |                 ‑‑‑‑‑‑ L2 Link ‑‑‑‑‑‑
|‑‑‑‑‑‑‑‑‑‑|                               \
| IoT node |                    |‑‑‑‑‑‑‑‑‑‑U‑‑‑‑‑‑‑‑‑‑|
|‑‑‑‑‑‑‑‑‑‑|                    | AF49.89H‑.‑‑‑‑.‑‑‑‑ |
                                |‑0‑1‑2‑3‑4‑5‑6‑7‑8‑9‑|
                                   /       \
                                ‑‑‑         ‑‑‑‑‑‑‑‑‑‑‑
                               /                       \
                   |‑‑‑‑‑‑‑‑‑‑U‑‑‑‑‑‑‑‑‑‑|   |‑‑‑‑‑‑‑‑‑‑U‑‑‑‑‑‑‑‑‑‑|
                   | AF49.89H‑.‑‑‑‑.‑‑‑‑ |   | AF49.8945.2419.90H‑ |
                   |‑0‑1‑2‑3‑4‑5‑6‑7‑8‑9‑|   |‑0‑1‑2‑3‑4‑5‑6‑7‑8‑9‑|
                                                 |
                                      |‑‑‑‑‑‑‑‑‑‑U‑‑‑‑‑‑‑‑‑‑|
                                      | AF49.8945.5419.901H |
                                      |‑0‑1‑2‑3‑4‑5‑6‑7‑8‑9‑|
U = Uplink                                      |
                                          |‑‑‑‑‑‑‑‑‑‑|
                                          | IoT node |
                                          |‑‑‑‑‑‑‑‑‑‑|
Figure: Example Configuration




6. Security Considerations

  In a hierarchical network as described above every forwarding node
  can easily check a part of the source address of the packets. For
  example, the IoT node in the above Figure will get the following
  address assigned: AF49.8945.5419.9014. It will use this address as
  source address when it sends packets in upstream direction. The node
  above receives the packets at port 4 and expects that the digit at
  the position of the 'H' will be a 4.



  Moreover, a node in upstream direction will check if the prefix of
  the packet's source address. For example the top Munich node in the
  above figure will check the source address of packets received from
  downlinks to be AF49.89.



  Hence, the source addresses of all packets forwarded in upstream
  direction will be checked repeatedly all the way up in the hierarchy.
  In case of mismatch, either an error has occurred or an intentional



  address falsification. Both cases should be avoided and therefore
  such packets are discarded.



  In consequence, a receiver in the hierarchical forwarding network can
  rely on the correctness of the source addresses of the received
  packets. This feature is ideal for white-listing, which in turn is
  ideal for IoT applications. Other than in the 'normal' Internet
  access to IoT devices is not needed for every host. In contrary, IoT
  devices will have restricted access for authorized hosts only.



  Note that the verified source address feature is orthogonal to other
  security measures such as password authentication and encryption.





7. Redundancy

  The hierarchical structure implied by the addressing leads to the fact
  that node failures have more implications the higher the hierarchy of
  a node. Therefore, a node should be equipped with two redundant uplink
  ports. Each of them is connected to a next higher hierarchy node, each
  of them having again two redundant uplinks.



  Hence, with each hierarchy the number of uplinks doubles - and also
  the number of nodes. In the case of ten downlinks and two uplinks the
  number of nodes grows with the power of two and the number of
  terminals grows with the power of ten.



  A three-dimensional network is constructed with up to n hierarchies
  and up to 2^n redundancy planes. With 14 hierarchies the number of
  redundancy planes becomes 16384. This number of top hierarchy nodes
  sounds very high, but distributed around the world would lead to well-
  balanced redundancy.



  With the two uplinks (could also be more) a routing feature emerges in
  the network. In other words, each node has to take a routing decision
  in upstream direction, when forwarding packets to one the uplinks.
  This decision could be based on node-local information (autarkic) or
  based on routing protocols. This topic is for further study.





8. IANA Considerations

  In Q1/2020 a local field trial with ultra-low latency routing is plan-
  ned in Germany. A temporary /16 prefix "AF49" will be requested from
  IANA for that. In Q3/2020 a field trial with several European
  countries is planned. The other countries will apply for "AF33",
  "AF44" etc. for France, UK etc., respectively.
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Abstract

   A new framework called Static Context Header Compression (SCHC) has
   been designed to support IPv6 over Low Power Wide Area Network
   (LPWAN) technologies [RFC8724].  One of the SCHC components is a
   header compression mechanism.  If used properly, SCHC header
   compression allows a greater compression ratio than that achievable
   with traditional 6LoWPAN header compression [RFC6282].  For this
   reason, it may make sense to use SCHC header compression in some
   6LoWPAN environments.  In its current form, this document proposes a
   number of 6LoWPAN Dispatch type approaches to signal when a packet
   header has been compressed by using SCHC header compression.




Status of This Memo

   This Internet-Draft is submitted in full conformance with the
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1. Introduction

   RFC 6282 is the main specification for IPv6 over Low power Wireless
   Personal Area Network (6LoWPAN) IPv6 header compression [RFC6282].
   This RFC was designed assuming IEEE 802.15.4 as the layer below the
   6LoWPAN adaptation layer, and it has also been reused (with proper
   adaptations) for IPv6 header compression over many other technologies
   relatively similar to IEEE 802.15.4 in terms of characteristics such
   as physical layer bit rate, layer 2 maximum payload size, etc.
   Examples of such technologies comprise BLE, DECT-ULE, ITU G.9959, MS/
   TP, NFC, and PLC.  RFC 6282 provides additional functionality, such
   as a mechanism for UDP header compression.



   In the best case, RFC 6282 allows to compress a 40-byte IPv6 header
   down to a 2-byte compressed header (in link-local interactions) or a
   3-byte compressed header (when global IPv6 addresses are used).  On
   the other hand, an RFC 6282 compressed UDP header has a typical size
   of 4 bytes.  Therefore, in advantageous conditions, a 48-byte
   uncompressed IPv6/UDP header may be compressed down to a 7-byte
   format by using RFC 6282.



   Recently, a new framework called Static Context Header Compression
   (SCHC) has been designed to support IPv6 over Low Power Wide Area
   Network (LPWAN) technologies [RFC8724].  SCHC comprises header
   compression and fragmentation functionality tailored to the
   extraordinary constraints of LPWAN technologies, which are more
   severe than those exhibited by IEEE 802.15.4 or other relatively
   similar technologies.



   SCHC header compression allows a greater compression ratio than that
   of RFC 6282.  If used properly, SCHC allows to compress an IPv6/UDP
   header down to e.g. a single byte.  Therefore, it may make sense to
   use SCHC header compression in some 6LoWPAN environments [I-
   D.toutain-6lo-6lo-and-schc], considering its greater efficiency.



   If SCHC header compression is added to the panoply of header
   compression mechanisms used in 6LoWPAN environments, then there is a
   need to signal when a packet header has been compressed by using
   SCHC.  To this end, in its current form, the present document
   proposes a number of 6LoWPAN Dispatch type approaches for SCHC header
   compression, based on exploiting RFC 4944 and/or RFC 8025 Dispatch
   type space [RFC4944][RFC8025].




2. Conventions used in this document

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL","SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119].




3. Frame Format

   Figure 1 illustrates the content of an encapsulated, SCHC compressed,
   IPv6 datagram:




+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
| SCHC Dispatch | SCHC Header | Payload |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+




           Figure 1: Encapsulated, SCHC compressed IPv6 datagram



   The SCHC Header corresponds to a packet header that has been
   compressed by using SCHC.  As defined in [RFC8724], the SCHC Header
   comprises a Rule ID, and a compression residue.  (Note: more details,
   including a discussion on padding, to be added.)




4. SCHC Dispatch Type Approaches

   This section presents 3 different approaches for the SCHC Dispatch
   type to be discussed.




4.1. Approach 1

   A first approach for the SCHC Dispatch Pattern is using Not a LoWPAN
   (NALP) Dispatch type space [RFC4944].  The first two bits in a NALP
   Dispatch type are 00.  Approach 1 defines that a Dispatch starting by
   "001" indicates that a SCHC-compressed packet comes next.



   SCHC Dispatch Pattern: 001XXXXX



   The last 5 bits of the Dispatch (indicated as 'X' above) may be used
   to define 32 different Rule IDs.



   This approach has pros and cons.  A single byte is used for the
   Dispatch plus the Rule ID.  However, is 32 a relatively low number of
   possible Rule ID values?  On the other hand, there may be backwards
   compatibility issues with existing implementations, where SCHC-
   compressed packets might be misunderstood as other types of packets.




4.2. Approach 2

   A second approach, that also uses NALP Dispatch type space, is:



   SCHC Dispatch Pattern: 001YYYYY YYYYYYYY



   The last 13 bits of the Dispatch (indicated as 'Y' above) may be used
   to define 8192 different Rule IDs.



   With this approach, two bytes are used for the SCHC Dispatch plus the
   Rule ID, but 8192 possible Rule IDs can be used.  The same backwards
   compatibility issues in Approach 1 may exist for Approach 2 as well.




4.3. Approach 3

   A third approach, which is not based on using NALP space, is using
   the RFC 8025 concept of "pages", which would allocate one page for
   SCHC-compressed headers:



   SCHC Dispatch Pattern: 1111ZZZZ (ZZZZ to be determined)



   With this approach, and with the aim to minimize header overhead, a
   whole page is allocated for the SCHC Dispatch type.  A 1-byte Rule ID
   follows the SCHC Dispatch Pattern.



   In this case, two bytes are used for the SCHC Dispatch plus the Rule
   ID. 256 possible Rule IDs can be used.  There are no backwards
   compatibility issues.




5. IANA Considerations

   TBD




6. Security Considerations

   TBD
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1. Introduction

   IPv6 addresses may differ in a number of properties, such as address
   scope (e.g. link-local vs. global), stability (e.g. stable addresses
   vs. temporary addresses), and intended usage type (outgoing
   communications vs. incomming communications).  While often
   overlooked, these properties have impact on areas such as security,
   privacy, and performance.



   IPv6 hosts typically configure a number of IPv6 addresses of
   different properties.  For example, a host may configure one stable
   and one temporary address per each autoconfiguration prefix
   advertised on the local network.  Currently, the addresses to be
   configured typically depend on local system policy, with the
   aforementioned policy being static and irrespective of the network
   the host attaches to.  This "one size fits all" approach limits the
   ability of systems and applications of fully-leveraging the increased
   flexibility and availability of IPv6 addresses.



   Each application running on a given system may have its own set of
   requirements or expectations for the properties of the IPv6 addresses
   to be employed.  For example, an application meaning to offer a
   public service might expect to employ global stable addresses for
   such purpose, while a privacy-sensible client application might
   prefer short-lived temporary addresses, or might even expect to
   employ single-use ("throw-away") IPv6 addresses when connecting to
   public servers.  However, the subtetlies associated with IPv6
   addresses (and associated properties) are often ignored by
   application programmers and, in any case, current APIs (such as the
   BSD Sockets API) tend to be very limited in the amount of control
   they give applications to select the most appropriate IPv6 addresses
   for a given task, thus limiting a programmer's ability to leverage
   IPv6 address availability and properties.



   This document analyzes the impact of a number of properties of IPv6
   addresses on areas such as security and privacy, and analyzes how
   IPv6 addresses are curently generated and employed by different
   operating systems and applications.  Finally, it provides a problem
   statement by identifying and analyzing gaps that prevent systems and
   applications from fully-leveraging IPv6 addressing capabilities,
   setting the basis for new work that could fill those gaps.




2. Terminology

   This document employs the definitions of "public address", "stable
   address", and "temporary address" from Section 2 of [RFC7721].



   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in RFC 2119 [RFC2119].




3. Background

   Predictable IPv6 addresses result in a number of security and privacy
   implications.  For example, [Barnes2012] discusses how patterns in
   network prefixes can be leveraged for IPv6 address scanning.  On the
   other hand, [RFC7707], [RFC7721] and [RFC7217] discuss the security
   and privacy implications of predictable IPv6 Interface Identifiers
   (IIDs).



   Given the aforementioned previous work in this area, and the formal
   specification update produced by [RFC8064], we expect (and assume in
   the rest of this document) that implementations have replaced any
   schemes that produce predictable addresses with alternative schemes
   that avoid such patterns (e.g., RFC7217 in replacement of the
   traditional SLAAC addresses that embed link-layer addresses).




4. IPv6 Address Properties

   There are three parameters that affect the security and privacy
   properties of an IPv6 address:



   o  Scope



   o  Stability



   o  Usage type (client-like "outgoing connections" vs. server-like
      "incoming connections")



   Section 4.1, Section 4.2, and Section 4.3 discuss the security and
   privacy implications (and associated tradeoffs) of the scope,
   stability and usage type properties of IPv6 addresses, respectively.



   Additionally, IPv6 address usage has a number of operational
   considerations; these are discussed n Section 7.5.




4.1. Address Scope Considerations

   The IPv6 address scope can, in some scenarios, limit the attack
   exposure of a node as a result of the implicit isolation provided by
   a non-global address scope.  For example, a node that only employs
   link-local addresses may, in principle, only be exposed to attack
   from other nodes in the local link.  Hosts employing only Unique
   Local Addresses (ULAs) may be more isolated from attack than those
   employing Global Unicast Addresses (GUAs), assuming that proper
   packet filtering is enforced at the network edge.



   The potential protection provided by a non-global addresses should
   not be regarded as a complete security strategy, but rather as a form
   of "prophylactic" security (see
   [I-D.gont-opsawg-firewalls-analysis]).



   We note that the use of non-global addresses is usually limited to a
   reduced type of applications/protocols that e.g. are only meant to
   operate on a reduced scope, and hence their applicability may be
   limited.



   A discussion of ULA usage considerations can be found in
   [I-D.ietf-v6ops-ula-usage-considerations].




4.2. Address Stability Considerations

   The stability of an address has two associated security/privacy
   implications:



   o  Ability of an attacker to correlate network activity



   o  Exposure to attack



   For obvious reasons, an address that is employed for multiple
   communication instances allows the aforementioned network activities
   to be correlated.  The longer an address is employed (i.e., the more
   stable it is), the longer such correlation will be possible.  In the
   worst-case scenario, a stable address that is employed for multiple
   communication instances over time will allow all such activities to
   be correlated.  On the other hand, if a host were to generate (and
   eventually "throw away") one new address for each communication
   instance (e.g., TCP connection), network activity correlation would
   be mitigated.



   NOTE:

      The use of constant IIDs (as in traditional SLAAC) result in
      addresses that, while not constant as a whole (since the prefix
      changes), contain a globally-unique value that leaks out the node
      "identity".  Such addresses result in the worst possible security
      and privacy implications, and their use has been deprecated by
      [RFC8064].



   Typically, when it comes to attack exposure, the longer an address is
   employed the longer an attacker is exposed to attacks (e.g. an
   attacker has more time to find the address in the first place
   [RFC7707]).  While such exposure is traditionally associated with the
   stability of the address, the usage type of the address (see
   Section 4.3) may also have an impact on attack exposure.



   A popular approach to mitigate network activity correlation is the
   use of "temporary addresses" [RFC4941].  Temporary addresses are
   typically configured and employed along with stable addresses, with
   the temporary addresses employed for outgoing communications, and the
   stable addresses employed for incoming communications.



   NOTE:

      Ongoing work [I-D.gont-6man-non-stable-iids] aims at updating
      [RFC4941] such that temporary addresses can be employed without
      the need to configure stable addresses.



   We note that the extent to which temporary addresses provide improved
   mitigation of network activity correlation and/or reduced attack
   exposure may be questionable and/or limited in some scenarios.  For
   example, a temporary address that is reachable for, say, a few hours
   has a questionable "reduced exposure" (particularly when automated
   attack tools do not typically require such a long period of time to
   complete their task).  Similarly, if network activity can be
   correlated for the life of such address (e.g., on the order of
   several hours), such period of time might be long enough for the
   attacker to correlate all the network activity he is meaning to
   correlate.



   In order to better mitigate network activity correlation and/or
   possibly reduce host exposure, an implementation might want to either
   reduce the preferred lifetime of a temporary address, or even better,
   generate one new temporary address for each new transport protocol
   instance.  However, the associated lifetime/stability of an address
   may have a negative impact on the network.  For example, if a node
   were to employ "throw away" IPv6 addresses, or employ temporary
   addresses [RFC4941] with a short preferred lifetime, local nodes
   might need to maintain too many entries in their Neighbor Cache, and
   a number of devices (possibly enforcing security policies) might also
   need to cope with such additional state.



   Additionally, enforcing a maximum lifetime on IPv6 addresses may
   cause long-lived TCP connections to fail.  For example, an address
   becoming "Invalid" (after transitioning through the "Preferred" and
   "Deprecated" states) would cause the TCP connections employing them
   to break.  This, in turn, would cause e.g. long-lived SSH sessions to
   break/fail.



   In some scenarios, attack exposure may be reduced by limiting the
   usage of temporary addresses to outgoing connections, and prevent
   such addresses from being used for incoming connections (please see
   Section 4.3).




4.3. Usage Type Considerations

   A node that employs one of its addresses to communicate with an
   external server (i.e., to perform an "outgoing connection") may cause
   such address to become exposed to attack.  For example, once the
   external server receives an incoming connection, the corresponding
   server might launch an attack against the aforementioned address.  A
   real-world instance of this type of scenario has been documented in
   [Hein].



   However, we note that employing an IPv6 address for outgoing
   communications need not increase the exposure of local services to
   other parties.  For example, nodes could employ temporary addresses
   only for outgoing connections, but not for incoming connections.
   Thus, external nodes that learn about client's addresses could not
   really leverage such addresses for actively contacting the clients.



   There are multiple ways in which this could possibly be achieved,
   with different implications.  Namely:



   o  Run a host-based or network-based firewall



   o  Bind services to specific (explicit) addresses



   o  Bind services only to stable addresses



   A client could simply run a host-based firewall that only allows
   incoming connections on the stable addresses.  This is clearly more
   of an operational way of achieving the desired functionality, and may
   require good firewall/host integration (e.g., the firewall should be
   able to tell stable vs. temporary addresses), may require the client
   to run additional firewall software for this specific purpose, etc.
   In other scenarios, a network-based firewall could be configured to
   allow outgoing communications from all internal addresses, but only
   allow incoming communications to stable addresses.  For obvious
   reasons, this is generally only applicable to networks where incoming
   communications are allowed to a limited number of hosts/servers.



   Services could be bound to specific (explicit) addresses, rather than
   to all locally-configured addresses.  However, there are a number of
   short-comings associated with this approach.  Firstly, an application
   would need to be able to learn all of its addresses and associated
   stability properties, something that tends to be non-trivial and non-
   portable, and that also makes applications protocol-dependent,
   unnecessarily.  Secondly, the BSD Sockets API does not really allow a
   socket to be bound to a subset of the node's addresses.  That is,
   sockets can be bound to a single address or to all available
   addresses (wildcard), but not to a subset of all the configured
   addresses.



   Binding services only to stable addresses provides a clean separation
   between addresses employed for client-like outgoing connections and
   server-like incoming connections.  However, we currently lack an
   appropriate API for nodes to be able to specify that a socket should
   only be bound to stable addresses.




5. Default Address Selection in IPv6

   Applications use system API's to select the IPv6 addresses that will
   be used for incoming and outgoing connections.  These choices have
   consequences in terms of privacy, security, stability and
   performance.



   Default Address Selection for IPv6 is specified in [RFC6724].  The
   selection starts with a set of potential destination addresses, such
   as returned by getaddrinfo(), and the set of potential source
   addresses currently configured for the selected interfaces.  For each
   potential destination address, the algorithm will select the source
   address that provides the best route to the destination, while
   choosing the appropriate scope and preferring temporary addresses.
   The algorithm will then select the destination address, while giving
   a preference to reachable addresses with the smallest scope.  The
   selection may be affected by system settings.  We note that [RFC6724]
   only applies for outgoing connections, such as those made by clients
   trying to use services offered by other hosts.



   We note that [RFC6724] selects IPv6 addresses from all the currently
   available addresses on the host, and there is currently no way for an
   application to indicate expected or desirable properties for the IPv6
   source addresses employed for such outgoing communications.  For
   example, a privacy-sensitive application might want that each
   outgoing communication instance employs a new, single-use IPv6
   address, or to employ a new reusable address that is not employed or
   reusable by any other application on the host.  Reuse of an IPv6
   address by an application would allow the correlation of all network
   activities corresponding to such application as being performed by
   the same host, while reuse of an IPv6 address by multiple different
   applications would allow the correlation of all such network
   activities as being performed by the host with such IPv6 address.



   When devices provide a service, the common pattern is to just wait
   for connections over all addresses configured on the device.  For
   example, applications using the BSD Sockets API will commonly bind()
   the listening socket to the undefined address.  This long-established
   behavior is appropriate for devices providing public services, but
   may have unexpected results for devices providing semi-private
   services, such as various forms of peer-to-peer or local-only
   applications.



   This behavior leads to three problems: device tracking, discussed in
   Section 7.1.2; unexpected address discovery, discussed in
   Section 7.1.3; and availability outside the expected scope, discussed
   in Section 7.1.4.  These problems are caused in part by the
   limitations of available address selection API, presented in
   Section 7.2.




6. Current Possible Approaches for IPv6 Address Usage


6.1. Incoming communications

   There are a number of ways in which a system or network may affect
   which address (and how) may be employed for different services and
   cases.  Namely,



   o  TCP/IP stack address filtering



   o  Application-based address filtering



   o  Firewall-based address filtering



   Clearly, the most elegant approach for address selection is for
   applications to be able to specify the properties of the addresses
   they are willing to employ by means of an API, such the TCP/IP stack
   itself can "filter" which addresses are allowed to be employed for
   the given service/application.  This relieves the application from
   dealing with low level details of networking, improves portability,
   and avoids duplicate code in applications.  However, constraints in
   the current APIs (see Section 7.2) may limit the ability of
   application progremmers for leveraging this technique.



   Another possible approach is for applications to e.g. bind services
   to all available addresses, and perform the associated selection/
   filtering at the application level.  While possible this has a number
   of drawbacks.  Firstly, it would require applications to deal with
   low-level networking details, require that all the associated code be
   duplicated in all applications, and also negatively affect
   portability.  Besides, performing address/selection filtering at the
   application level may not mitigate some possible threats.  For
   example, port scanning will still be possible, since the
   aforementioned filtering will only be performed e.g. once UDP packets
   are received or TCP connections are established.



   Finally, a firewall may be employed to filter addresses based on
   their intended usage.  For example, a firewall may block incoming
   requests to all addresses except to some whitelisted addresses (such
   as the stable addresses of the node).  This technique not only
   requires the use of a firewall (which may or may not be present), but
   also implies knowledge of the firewall regarding the desired
   properties of the addresses that each application/service is intended
   to use.




6.2. Outgoing communications

   An application might be able to obtain the list of currently-
   configured addresses, and subsequently select an address with desired
   properties, and explicitly "bind" the address to the socket, to
   override the default source address selection.



   However, this approach is problematic for a number of reasons.
   Firstly, there is no portable way of obtaining the list of currently-
   configured addresses on the local node, and even less to check for
   properties such "valid lifetime".  Secondly, as discussed in
   Section 6.1, it would require application programmers to understand
   all the subtetiles associated with IPv6 addressing, and would also
   lead to duplicate code on all applications.  Finally, applications
   would be limited to use already-configured addresses and unable to
   trigger the generation of new addresses where desirable (e.g. the
   genration of a new temporary address for this application instance or
   communication instance).




7. Problem Statement

   This section elaborates the problem statement on IPv6 address usage.
   Section 7.1 describes the security and privacy implications of
   improper IPv6 address usage, while Section 7.2, Section 7.4,
   Section 7.3, analyze the possible root of such improper address
   usage, suggesting possible future work.




7.1. Issues Associated with Sub-optimal IPv6 Address Usage


7.1.1. Correlation of Network Activity

   As discussed in [RFC7721], a node that reuses an IPv6 address for
   multiple communication instances would allow the correlation of such
   network activities.  This could be the case when the same IPv6
   address is employed by several instances of the same application
   (e.g., a browser in "privacy" mode and a browser in "normal" mode),
   or when the same IPv6 address is employed by two different
   applications on the same node (e.g., a browser in "privacy" mode, and
   an email client).



   Particularly for privacy-sensitive applications, an application or
   system might want to limit the usage of a given IPv6 address to a
   single communication instance, a single application, a single user on
   the system, etc.  However, given current APIs, this is practically
   impossible.




7.1.2. Testing for the Presence of Node in the Network

   The stable addresses recommended in [RFC8064] use stable IIDs defined
   in [RFC7217].  One key part of that algorithm is that if a device
   connects to a given network at different times, it will always
   configure the same IPv6 addresses on that network.  If the device
   hosts a service ready to accept connections on that stable address,
   adversaries can test the presence of the device on the network by
   attempting connections to that stable address.  Stable addresses used
   by listening services will thus enable testing whether a specific
   device is returning to a particular network, which in a number of
   cases might be considered a privacy issue.




7.1.3. Unexpected Address Discovery

   Systems like DNS-Based Service Discovery [RFC6763] allow clients to
   discover services within a limited scope, that can be defined by a
   domain name.  These services are not advertised outside of that
   scope, and thus do not expect to be discovered by random parties on
   the Internet.  However, such services may be easily discoverable if
   they listen for connections to IPv6 addresses that a client process
   also uses as source address when connecting to remote servers.



   NOTE:

      An example of such unexpected discovery is described in [Hein].  A
      network manager observed scanning traffic directed at the
      temporary addresses of local devices.  The analysis in [Hein]
      shows that the scanners learned the addresses by observing the
      device contact an NTP service ([RFC5905]).  The remote scanning
      was possible because the local devices were also accepting
      connections directed to the temporary addresses.



   It is obvious from the example that the "attack surface" of the
   services is increased because they are bond to the same IPv6
   addresses that are also used by clients for outgoing communications
   with remote systems.  But the overlap between "client" and "server"
   addresses is only one part of the problem.  Suppose that a device
   hosts both a video game and a home automation application.  The video
   game users will be able to discover the IPv6 address of the game
   server.  If the home automation server listens to the same IPv6
   addresses, it is now exposed to connection attempts by all these
   users.  That, too, increases the attack surface of the home
   automation server.




7.1.4. Availability Outside the Expected Scope

   The IPv6 addressing architecture [RFC4291] defines multiple address
   scopes.  In practice, devices are often configured with globally
   reachable unicast addresses, link local addresses, and Unique Local
   IPv6 Unicast Addresses (ULA) [RFC4193].  Availability outside the
   expected scope happens when a service is expected to be only
   available in some local scope, but inadvertently becomes available to
   remote parties.  That could happen for example if a service is meant
   to be available only on a given link, but becomes reachable through
   ULA or through globally reachable addresses, or if a service is meant
   to be available only inside some organization's perimeter and becomes
   reachable through globally reachable addresses.  It will happen in
   particular if a service intended for some local scope is programmed
   to bind to "unspecified" addresses, which in practice means every
   address configured for the device (please see Section 7.2).




7.2. Current Limitations in the Address Selection APIs

   Application developers using the BSD Sockets API can "bind" a
   listening socket to a specific address, and ensure that the
   application is only reachable through that address.  In theory,
   careful selection of the binding address could mitigate the problems
   described in Section 7.1.  Binding services to temporary addresses
   could mitigate the ability of an attacker from testing for the
   presence of the node in the network.  Binding different services to
   different addresses could mitigate unexpected discovery.  Binding
   services to link local addresses or ULA could mitigate availability
   outside the expected scope.  However, explicitly managing addresses
   adds significant complexity to the application development.  It
   requires that application developers master addressing architecture
   subtleties, and implement logic that reacts adequately to
   connectivity events and address changes.  Experience shows that
   application developers would probably prefer some much simpler
   solution.



   In addition, we should note that many application developers use high
   level APIs that listen to TLS, HTTP, or some other application
   protocol.  These high level APIs seldom provide detailed access to
   specific IP addresses, and typically default to listening to all
   available addresses.



   A more advanced API could allow an application programmer to select
   desired properties in an address (scope, lifespan, etc.), such that
   the best-suitable addresses are selected, while relieving the
   application for low-level IPv6 addressing details.  Such API might
   also trigger the generation of new IPv6 addresses when the specified
   properties would require so.




7.3. Sub-optimal IPv6 Address Configuration

   Most operating systems configure the same types of addresses
   regardless of the current "operating mode" or "profile" of the device
   (e.g., device connected to enterprise network vs roaming across
   untrusted networks).  For example, many operating systems configure
   both stable [RFC8064] and temporary [RFC4941] addresses on all
   network interfaces.  However, this "one size fits all" approach tends
   to be sub-optimal or inappropriate for some scenarios.  For example,
   enterprise networks typically prefer usage of only stable address,
   thus meaning that a network administator needs to find the means for
   disabling the generation of temporary addresses on all those systems
   that would otherwise generate them.  On the other hand, some mobile
   devices configure both stable and temporary addresses, even when
   their usage pattern (client-like operation, as opposed to offering
   services to other nodes) would allow for the more privacy-sensible
   option of configuring only temporary addresses.



   The lack of better tuned address configuration policies has helped
   the "one size fits all" approach that, as noted, may lead to
   suboptimal results.  Advice in this area might help achieve more
   optional address generation policies such that IPv6 addressing
   capabilities are fully leveraged.



   NOTE:

      One might envision a document that provides advice regarding the
      address generation for different typical scenarios (e.g., when to
      configure stable-only, temporary-only, or stable+temporary).  In
      the most simple analysis, one might expect nodes in a typical
      enterprise network to employ only stable addresses.  General-
      purpose nodes in a home or "trusted" network may want to employ
      both stable and temporary addresses.  Finally, mobile nodes (e.g.
      when roaming across non-trusted networks) may want to employ only
      temporary addresses).




7.4. Sub-optimal IPv6 Address Usage

   An application programmer, left with the question of which are the
   most appropriate addresses for a given usage type and application,
   typically resorts to the Default IPv6 Address Selection for IPv6 (see
   Section 5) for outgoing communications, and to accepting incoming
   communications on all available addresses for incoming
   communications.  As discussed throughout this document, this leads to
   sub-optimal results.  Besides, all applications on a node share the
   same pool of configured addresses, and applications are also
   prevented from triggering the generation of new addresses (e.g. to be
   employed for a particular application or communcation instance).
   Guidance in this area is warranted such that applications and systems
   fully-leverage IPv6 addressing.



   NOTE:

      Such guidance would elaborate, among other things, on the usage of
      IPv6 addresses when offering network services and when performing
      client-like communications.  For example, for incomming
      communications, hosts might want to employ only the smallest-scope
      applicable addresses (if available) and, if stable addresses are
      available, they might want to accept incoming connections only on
      such addresses (but *not* on temporary addresses).  For client-
      like communications, hosts might prefer temporary addresses,
      unless the coresponding communication instances are expected to be
      long-lived (e.g., SSH sessions).




7.5. Operational Considerations

   The desires of protecting individual privacy versus the desire to
   effectively maintain and debug a network can conflict with each
   other.  Having clients e.g. use addresses that change over time will
   make it more difficult to track down and isolate operational
   problems.  For example, when looking at packet traces, it could
   become more difficult to determine whether one is seeing behavior
   caused by a single errant machine, or by a number of them.



   Network deployments are currently recommended to provide multiple
   IPv6 addresses from each prefix to general-purpose hosts [RFC7934].
   However, in some scenarios, use of a large number of IPv6 addresses
   may have negative implications on network devices that need to
   maintain entries for each IPv6 address in some data structures (e.g.,
   [RFC7039]).  Additionally, concurrent active use of multiple IPv6
   addresses will increase neighbour discovery traffic if Neighbour
   Caches in network devices are not large enough to store all addresses
   on the link.  This can impact performance and energy efficiency on
   networks on which multicast is expensive (e.g.
   [I-D.ietf-mboned-ieee802-mcast-problems]).




8. IANA Considerations

   There are no IANA registries within this document.  The RFC-Editor
   can remove this section before publication of this document as an
   RFC.




9. Security Considerations

   The security and privacy implications associated with the
   predictability and lifetime of IPv6 addresses has been analyzed in
   [RFC7217] [RFC7721], and [RFC7707].  This document complements and
   extends the aforementioned analysis by considering other IPv6
   properties such as the address scope and address usage type, and the
   associated tradeoffs.  Finally, it describes possible future
   standards-track work to allow for greater flexibility in IPv6 address
   usage.
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Abstract

   In renumbering scenarios where an IPv6 prefix suddenly becomes
   invalid, hosts on the local network will continue using stale
   prefixes for an unacceptably long period of time, thus resulting in
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1. Introduction

   IPv6 network renumbering is expected to take place in a planned
   manner, with old/stale prefixes being phased-out via reduced prefix
   lifetimes while new prefixes (with normal lifetimes) are introduced.
   However, there are a number of scenarios that may lead to the so-
   called "flash-renumbering" events, where the prefix being employed on
   a network suddenly becomes invalid and replaced by a new prefix
   [I-D.ietf-v6ops-slaac-renum].  In such scenarios, hosts on the local
   network will continue using stale prefixes for an unacceptably long
   period of time, thus resulting in connectivity problems.
   [I-D.ietf-v6ops-slaac-renum] discusses this problem in detail.



   In some scenarios, the local router producing the network renumbering
   event may try to deprecate the currently-employed prefixes (thus
   explicitly signaling the network about the renumbering event),
   whereas in other scenarios it may be unaware about the renumbering
   event and thus unable signal hosts about it.



   From the perspective of a Stateless Address Autoconfiguration (SLAAC)
   host, there are two different (but related) problems to be solved:



   o  Avoiding the use of stale addresses for new communication
      instances



   o  Performing "garbage collection" for the stale prefixes (and
      related network configuration information)



   Clearly, if a host has both working and stale addresses, it is
   paramount that it employs working addresses for new communication
   instances.  Additionally, a host should also perform garbage
   collection for the stale prefixes/addresses, since they not only tie
   system resources, but also prevent communication with the new
   "owners" of the stale prefixes.




2. Terminology

   The term "globally reachable" is used in this document as defined in
   [RFC8190].



   The term "Global Unicast Address" (or its acronym "GUA") is used
   throughout this document to refer to "globally reachable" [RFC8190]
   addresses.  That is, when used throughout this document, GUAs do NOT
   include Unique Local Addresses (ULAs) [RFC4193].  Similarly, the term
   "Global Unicast prefix" (or "GUA prefix") is employed throughout this
   document to refer to network prefixes that specify GUAs, and does NOT
   include the ULA prefix (FC00::/7) [RFC4193].



   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.




3. SLAAC reaction to Flash-renumbering Events

   As noted in Section 1, in some scenarios the router triggering the
   renumbering event may be able to explicitly signal the network about
   this event, while in other scenarios the renumbered hosts may need to
   infer a renumbering event is taking place.  The following subsections
   analyze specific considerations for each of these scenarios.




3.1. Renumbering without Explicit Signaling

   In the absence of explicit signalling from SLAAC routers (such as
   sending Prefix Information Options (PIOs) with small lifetimes to
   deprecate the stale prefixes), stale prefixes will remain preferred
   and valid according to the Preferred Lifetime and Valid Lifetime
   values (respectively) of the last received PIO.  IPv6 SLAAC employs
   the following default values for PIOs:



   o  Preferred Lifetime (AdvPreferredLifetime): 604800 seconds (7 days)



   o  Valid Lifetime (AdvValidLifetime): 2592000 seconds (30 days)



   This means that, in the absence of explicit signaling by a SLAAC
   router to deprecate a prefix, it will take a host 7 days (one week)
   to deprecate the corresponding addresses, and 30 days (one month) to
   eventually remove any addresses configured for the stale prefix.
   Clearly, for any practical purposes, employing such long default
   values is the equivalent of not using any timers at all, since taking
   7 days or 30 days (respectively) to recover from a network problem is
   simply unacceptable.



   Use of more appropriate timers in Router Advertisement messages can
   help limit the amount of time that hosts will maintain stale
   configuration information.  Additionally, hosts are normally in a
   position to infer that a prefix has become stale -- for example, if a
   given router ceases to advertise an existing prefix and at the same
   time starts to advertise a new prefix.



   Section 4.1.1 recommends the use of more appropriate lifetimes for
   PIOs, while Section 4.1.2 proposes to cap the accepted Valid Lifetime
   and Preferred Lifetime values at hosts, such that more appropriate
   values are employed even in the presence of legacy routers.
   Section 4.5 specifies a local policy that SLAAC hosts can implement
   to heuristically infer that network configuration information has
   changed, such that stale configuration information can be phased out.




3.2. Renumbering with Explicit Signaling

   In scenarios where a local router is aware about the renumbering
   event, it may try to phase out the stale network configuration
   information.  In these scenarios, there are two aspects to be
   considered:



   o  The amount of time during which the router should continue trying
      to deprecate the stale network configuration information



   o  The ability of SLAAC hosts to phase out stale configuration in a
      timelier manner.



   In the absence of Router Advertisements (RAs) that include PIOs that
   would reduce the Valid Lifetime and Preferred Lifetime of a prefix,
   hosts would normally employ the lifetime values from PIO options of
   the last received RA messages.  Since the network could be
   partitioned for an arbitrarily long period of time, a router would
   need to try to deprecate a prefix for the amount of time employed for
   the "Preferred Lifetime", and try to invalidate the prefix for the
   amount of time employed for the "Valid Lifetime" (see Section 12 of
   [RFC4861]).



   NOTE:

      Once the number of seconds in the original "Preferred Lifetime"
      have elapsed, all hosts would have deprecated the corresponding
      addresses anyway, while once the number of seconds in the "Valid
      Lifetime" have elapsed, the corresponding addresses would be
      invalidated and removed.



   Thus, use of more appropriate default lifetimes for PIOs, as proposed
   in Section 4.1.1, would reduce the amount of time a stale prefix
   would need to be announced as such by a router in order to make sure
   that it is deprecated/invalidated.



   In scenarios where a router has positive knowledge that a prefix has
   become invalid and thus could signal this condition to local hosts,
   the current specifications will prevent SLAAC hosts from fully
   recovering from such stale information.  Item "e)" of Section 5.5.3
   of [RFC4862] specifies that an RA may never reduce the
   "RemainingLifetime" to less than two hours.  Additionally, if the
   RemainingLifetime of an address is smaller than 2 hours, then a Valid
   Lifetime smaller than 2 hours will be ignored.  The inability to
   invalidate a stale prefix would prevent communication with the new
   "owners" of the stale prefix, and thus is highly undesirable.  On the
   other hand, the Preferred Lifetime of an address *can* be reduced to
   any value to avoid the use of a stale prefix for new communications.



   Section 4.2 updates [RFC4862] such that this restriction in removed,
   and hosts react to the advertised "Valid Lifetime" (even if it is
   smaller than 2 hours).



   Finally, Section 4.3 recommends that routers disseminate network
   configuration information when a network interface is initialized,
   such that possibly new configuration information propagates in a
   timelier manner.




4. Improvements to Stateless Address Autoconfiguration (SLAAC)

   The following subsections update [RFC4861] and [RFC4862], such that
   the problem discussed in this document is mitigated.  The
   aforementioned updates are mostly orthogonal, and mitigate different
   aspects of SLAAC that prevent a timely reaction to flash renumbering
   events.



o  Reduce the default Valid Lifetime and Preferred Lifetime of PIOs
   (Section 4.1.1):
   This helps limit the amount of time a host will employ stale
   information, and also limits the amount of time a router needs to
   try to obsolete stale information.

o  Cap the received Valid Lifetime and Preferred Lifetime of PIOs
   (Section 4.1.2):
   This helps limit the amount of time a host will employ stale
   information, even in the presence of legacy ([RFC4861]) routers.

o  Honor PIOs with small Valid Lifetimes (Section 4.2):
   This allows routers to invalidate stale prefixes, since otherwise
   [RFC4861] prevents hosts from honoring PIOs with a Valid Lifetime
   smaller than two hours.

o  Recommend routers to retransmit configuration information upon
   interface initialization/reinitialization (Section 4.3):
   This helps spread the new information in a timelier manner, and
   also deprecate stale information via host‑side heuristics (see
   Section 4.5).



   o  Recommend routers to always send all options (i.e. the complete
      configuration information) in RA messages, and in the smallest
      possible number of packets (Section 4.4):



      This helps propagate the same information to all hosts, and also
      allows hosts to better infer that information missing in RA
      messages has become stale (see Section 4.5).



o  Infer stale network configuration information from received RAs
   (Section 4.5):
   This allows hosts to deprecate stale network configuration
   information, even in the absence of explicit signaling.




4.1. More Appropriate Lifetime Values


4.1.1. Router Configuration Variables

   The default value for the "lifetime" parameters in PIOs is updated as
   follows:



      AdvPreferredLifetime: max(AdvDefaultLifetime, 3 *
      MaxRtrAdvInterval)



      AdvValidLifetime: 48 * max(AdvDefaultLifetime, 3 *
      MaxRtrAdvInterval)



   where:



   AdvPreferredLifetime:

      Value to be included in the "Preferred Lifetime" field of the PIO.



   AdvValidLifetime:

      Value to be included in the "Valid Lifetime" field of the PIO.



   AdvDefaultLifetime:

      Value of the "Router Lifetime" field of the Router Advertisement
      message that will carry the PIO.



   max():

      A function that outputs the maximum of its arguments.



   NOTE:

      [RFC4861] specifies AdvDefaultLifetime as 3 * MaxRtrAdvInterval
      (which defaults to 600 seconds).  This means that, when employing
      default values for MaxRtrAdvInterval, the Router Lifetime would be
      set to AdvPreferredLifetime (1800 seconds).  Thus, when employing
      the default values, or when manually setting AdvDefaultLifetime to
      a value smaller than 1800 seconds, AdvPreferredLifetime and
      AdvValidLifetime would be set to 1800 seconds (30 minutes) and
      86400 seconds (1 day), respectively.



   RATIONALE:



      *  The default values for PIO lifetimes should be such that, under
         normal circumstances (including some packet loss), the
         associated timers are refreshed/reset, but in the presence of
         network failures (such as network configuration information
         becoming stale), some fault recovering action (such as
         deprecating the corresponding addresses and subsequently
         removing them) is triggered.



      *  In the context of [RFC8028], where it is clear that the use of
         addresses configured for a given prefix is tied to the next-hop
         router that advertised the prefix, the "Preferred Lifetime" of
         a PIO should never be larger than the "Router Lifetime" of
         Router Advertisement messages.  Some leeway should be provided
         for the "Valid Lifetime" to cope with transient network
         problems.  As a result, this document updates [RFC4861] such
         that the default Valid Lifetime (AdvValidLifetime) and the
         default Preferred Lifetime (AdvPreferredLifetime) of PIOs are
         specified as a function of the default "Router Lifetime"
         (AdvDefaultLifetime) of Router Advertisement messages.  In the
         absence of RAs that refresh information, addresses configured
         for advertised prefixes become deprecated in a timelier manner,
         and thus Rule 3 of [RFC6724] will cause other configured
         addresses (if available) to be preferred.



      *  The expression above computes the maximum between
         AdvDefaultLifetime and "3 * MaxRtrAdvInterval" (the default
         value for AdvDefaultLifetime, as per [RFC4861]) to cope with
         the case where an operator might simply want to disable one
         local router for maintenance, without disabling the use of the
         corresponding prefixes on the local network (e.g., on a multi-
         router network).  [RFC4862] implementations would otherwise
         deprecate the corresponding prefixes.  Similarly, [RFC8028]
         would likely behave in the same way.




4.1.2. Processing of PIO Lifetimes at Hosts

   Hosts SHOULD cap the "Preferred Lifetime" and "Valid Lifetime" of
   PIOs as follows:



   o  IF (Router Lifetime != 0) AND (Preferred Lifetime != 0xffffffff)
      AND (Valid Lifetime != 0xffffffff), then:



         Preferred Lifetime= MIN(Preferred Lifetime, "Router Lifetime")



         Valid Lifetime= MIN(Valid Lifetime, 48 * "Router Lifetime")



   RATIONALE:



      *  Capping the lifetimes in PIOs as suggested will not eliminate
         the problem discussed in this document, but will certainly
         reduce the amount of time it takes for hosts to converge to
         updated network configuration information, even when the SLAAC
         router advertises PIOs with the default values specified in
         [RFC4861] (as opposed to the new default values specified in
         Section 4.1.1) or when the corresponding router ceases to send
         RAs.



      *  A Router Lifetime of 0 has the special meaning of "this router
         is not to be employed as a default router", and may be employed
         only to advertise prefixes via SLAAC (but not as a default
         router).  As a result, PIO lifetimes are not capped when Router
         Lifetime == 0.



      *  A PIO lifetime of 0xffffffff has the special meaning of
         "infinity", which means that these prefixes (and their
         corresponding addresses) should never time out.  As a result,
         PIO lifetimes are not capped when the PIO Valid Lifetime ==
         0xffffffff or the PIO Preferred Lifetime == 0xffffffff.




4.2. Honor Small PIO Valid Lifetimes

   The entire item "e)" (pp. 19-20) from Section 5.5.3 of [RFC4862] is
   replaced with the following text:



      e) If the advertised prefix is equal to the prefix of an address
      configured by stateless autoconfiguration in the list, the valid
      lifetime and the preferred lifetime of the address should be
      updated by processing the Valid Lifetime and the Preferred
      Lifetime (respectively) in the received advertisement.



NOTE:  "Processing" the Valid Lifetime and Preferred Lifetime
   includes capping the received values as specified in Section 4.1.2
   of this document.



   RATIONALE:



      *  This change allows hosts to react to the information provided
         by a router that has positive knowledge that a prefix has
         become invalid.



      *  Attacks aiming at disabling an advertised prefix via a Valid
         Lifetime of 0 are not really more harmful than other attacks
         that can be performed via forged RA messages, such as those
         aiming at completely disabling a next-hop router via an RA that
         advertises a Router Lifetime of 0, or performing a Denial of
         Service (DoS) attack by advertising illegitimate prefixes via



         PIOs.  In scenarios where RA-based attacks are of concern,
         proper mitigations such as RA-Guard [RFC6105] [RFC7113] should
         be implemented.




4.3. Interface Initialization

   When an interface is initialized, it is paramount that network
   configuration information is spread on the corresponding network
   (particularly in scenarios where an interface has been re-
   initialized, and the conveyed information has changed).  Thus, this
   document replaces the following text from Section 6.2.4 of [RFC4861]:



      In such cases, the router MAY transmit up to
      MAX_INITIAL_RTR_ADVERTISEMENTS unsolicited advertisements, using
      the same rules as when an interface becomes an advertising
      interface.



   with:



      In such cases, the router SHOULD transmit
      MAX_INITIAL_RTR_ADVERTISEMENTS unsolicited advertisements, using
      the same rules as when an interface becomes an advertising
      interface.



   RATIONALE:



      *  Use of stale information can lead to interoperability problems.
         Therefore, it is paramount that new configuration information
         propagates in a timelier manner to all hosts.



   NOTE:

      [I-D.ietf-v6ops-cpe-slaac-renum] specifies recommendations for CPE
      routers to deprecate any stale network configuration information.




4.4. Conveying Information in Router Advertisement (RA) Messages

   Intentionally omitting information in Router Advertisements may
   prevent the propagation of such information.  To the best of the
   authors' knowledge, SLAAC routers always send all options in the
   smallest possible number of packets, so this section simply more
   clearly aligns the existing specifications with existing
   implementations.



   This document replaces the following text from Section 6.2.3 of
   [RFC4861]:



      A router MAY choose not to include some or all options when
      sending unsolicited Router Advertisements.  For example, if prefix
      lifetimes are much longer than AdvDefaultLifetime, including them
      every few advertisements may be sufficient.  However, when
      responding to a Router Solicitation or while sending the first few
      initial unsolicited advertisements, a router SHOULD include all
      options so that all information (e.g., prefixes) is propagated
      quickly during system initialization.



      If including all options causes the size of an advertisement to
      exceed the link MTU, multiple advertisements can be sent, each
      containing a subset of the options.



   with:



      When sending Router Advertisements, a router SHOULD include all
      options.



      If including all options causes the size of an advertisement to
      exceed the link MTU, multiple advertisements can be sent, each
      containing a subset of the options.  In all cases, routers SHOULD
      convey all information using the smallest possible number of
      packets.



   RATIONALE:



      *  Sending information in the smallest possible number of packets
         was somewhat already implied from the original text in
         [RFC4861], and in this respect the proposed update just adds
         clarity.  Including all options when sending RAs both leads to
         simpler code (as opposed to dealing with special cases where
         specific information is intentionally omitted), and also helps
         hosts infer network configuration changes in a timelier manner.
         Note that while [RFC4861] allowed some RAs to omit some
         options, the authors of this document know of no implementation
         of such behavior.  Therefore, the proposed change simply
         reflects existing practice.



4.5.  Recovery from Stale Configuration Information without Explicit
      Signaling



   This section specifies an algorithm that allows hosts to infer when a
   previously-advertised prefix has become stale, such that previously-
   configured addresses are "phased-out" and the host can transition to
   the newly-advertised prefixes in a timelier manner.  Most of the
   value of this algorithm is in being able to mitigate the problem
   discussed in [I-D.ietf-v6ops-slaac-renum] at hosts themselves,
   without relying on updates of local routers.



   Hosts can normally infer when network configuration information has
   changed.  For example, if a SLAAC router (as identified by its link-
   local address) has ceased to advertise a previously-advertised prefix
   and has also started to advertise new prefixes via PIOs, this should
   be considered an indication that network configuration information
   has changed.  Implementation of this kind of heuristic allows a
   timelier reaction to network configuration changes even in scenarios
   where there is no explicit signaling from the network -- thus
   improving robustness.



   The basic premise behind these algorithms is that, when a router
   advertises new prefixes for address configuration (i.e., PIOs with
   the "A" bit set), but fails to advertise the previously-advertised
   prefixes, this is an indication that previously-advertised prefixes
   have become stale.  Therefore, if this was the only router
   advertising the prefix, configured addresses for the stale prefixes
   should be deprecated (such that they are not employed for new
   communication instances), and they should eventually be removed (if
   this condition persists).  If other routers were advertising the same
   prefix, the prefix should simply be dis-associated with the router
   that ceased to advertise it, and the fate of the corresponding
   addresses should depend on the routers that continue advertising the
   prefix.



   The algorithm specified in this section updates the state of
   configured addresses upon receipt of an RA that, while carrying PIOs,
   fails to advertise a previously-advertised prefix.  Namely, such an
   RA reduces the "Preferred Lifetime" of the corresponding addresses,
   to cause such addresses to be quickly deprecated, while accommodating
   the case where the advertising router might be sending SLAAC options
   in multiple separate packets.  Similarly, the "Valid Lifetime" of
   such addresses is reduced, such that the addresses are invalidated in
   a timelier manner, while still providing some leeway for the local
   router to re-advertise the corresponding prefix.



   Local information maintained for each prefix advertised by each
   router is augmented with one variable named "LTA_LA" (Lifetime
   Avoidance_Last Advertised), that records the last time a given prefix
   has been advertised by a given router.



   NOTE:

      While not strictly required, we note that existing implementations
      may already record the last time a prefix has been advertised by a
      given router as a possible implementation approach to be able to
      compute the remaining lifetime of an address.



      Hosts are already expected to keep track of which router has
      advertised which prefix in order to be able to properly select the
      first-hop router in multiple-prefix networks [RFC8028] [RFC8504].
      Throughout this specification, each router is identified by its
      link-local address.



   This algorithm employs two configuration variables:



   LTA_DEPRECATE:

      A time value (in seconds) to set the "Preferred Lifetime" of
      addresses corresponding to a given prefix, when a received RA
      suggests that such addresses might have become stale.  It defaults
      to LTA_DEPRECATE_DEFAULT, which this document specifies as 5
      seconds.  This value is a rough estimate of the maximum amount of
      time to send a "batch" of RA messages that advertise the complete
      set of SLAAC information.  [NOTE: We believe this variable could
      be set to a value even smaller than this]



   LTA_INVALID:

      A time value (in seconds) to set the "Valid Lifetime" of addresses
      corresponding to a given prefix, and the "Valid Lifetime" of a
      prefix (for on-link determination), when a received RA suggests
      that such addresses and prefix might have become stale.  It
      defaults to LTA_INVALID_DEFAULT, which this document specifies as
      1800 seconds (which corresponds to the largest possible value for
      MaxRtrAdvInterval [RFC4861]).  [NOTE: We believe that it would be
      possible to set this variable to smaller values, but just opted
      for the most conservative setting].



   After normal processing of Router Advertisement messages, Router
   Advertisements that contain at least one PIO MUST be processed as
   follows:



   o  For each prefix prefix advertised by a PIO with the "A" flag set,
      proceed as follows:



      *  LTA_LA = current_time()



   o  If the RA advertises at least one Global Unicast Prefix then, for
      each Global Unicast prefix that had been previously advertised by
      this router but that is not advertised by a PIO in the received
      RA, proceed as follows:



*  IF current_time() >= (LTA_LA + LTA_DEPRECATE) &&
   Preferred Lifetime > LTA_DEPRECATE && Valid Lifetime >
   LTA_INVALID, then:



         +  IF this is the only router advertising this prefix, set the
            "Preferred Lifetime" and the "Valid Lifetime" of IPv6
            addresses corresponding to this prefix to LTA_DEPRECATE and



            LTA_INVALID, respectively.  Additionally, set the "Valid
            Lifetime" associated with this prefix (for on-link
            determination) to LTA_INVALID.



         +  ELSE IF this prefix has been advertised my multiple
            neighboring routers, simply disassociate this prefix with
            this particular router.  This will cause the fate of this
            prefix to depend on the other routers.



   o  If the RA advertises at least one Unique Local [RFC4193] prefix
      then, for each Unique Local prefix that had been previously
      advertised by this router but that is not advertised by a PIO in
      the received RA, proceed as follows:



*  IF current_time() >= (LTA_LA + LTA_DEPRECATE) &&
   Preferred Lifetime > LTA_DEPRECATE && Valid Lifetime >
   LTA_INVALID, then:



         +  IF this is the only router advertising this prefix, set the
            "Preferred Lifetime" and the "Valid Lifetime" of IPv6
            addresses corresponding to this prefix to LTA_DEPRECATE and
            LTA_INVALID, respectively.  Additionally, set the "Valid
            Lifetime" associated with this prefix (for on-link
            determination) to LTA_INVALID.



         +  ELSE IF this prefix has been advertised my multiple
            neighboring routers, simply disassociate this prefix with
            this particular router.  This will cause the fate of this
            prefix to depend on the other routers.



   NOTES:



   o  current_time() is a monotonically-increasing counter that is
      incremented once per second, and is employed to measure time.



   o  The processing of RAs that do not contain any PIOs with the "A"
      bit set remains unaffected.



   o  If the only prefix that has so far been advertised on the local
      network is the prefix that has become stale, and there is no other
      prefix being advertised, the traditional processing is unaffected
      (the mechanism discussed in this document will *never* be
      triggered because received RAs will not contain other PIOs with
      the "A" bit set).  The rationale here is that it is better to have
      some address, than no address at all.



   o  Only RAs that advertise Global Unicast prefixes may deprecate
      Global Unicast Addresses (GUAs), while only RAs that advertise
      Unique Local prefixes may deprecate Unique Local Addresses (ULAs).



   o  The specified modification takes the conservative approach of
      setting the "Preferred Lifetime" to LTA_DEPRECATE to allow for
      SLAAC information to be conveyed in multiple RA messages (that can
      be sent during a window of LTA_DEPRECATE seconds), and setting the
      "Valid Lifetime" to LTA_INVALID (to accommodate for possible
      packet loss, and transient problems).  Once the addresses for this
      prefix have been removed, associated routes incorporated by the
      original RA messages SHOULD also be removed.



   o  In cases where this scenario has been triggered by a CPE router
      crashing and rebooting, it would take hosts LTA_DEPRECATE seconds
      to mark the corresponding addresses as "not preferred", and
      LTA_INVALID to completely remove such addresses from the system --
      that is, 5 seconds and 600 seconds, respectively.



   o  The pseudo-code above checks that "Preferred Lifetime >
      LTA_DEPRECATE && Valid Lifetime > LTA_INVALID" to prevent
      subsequent RA packets that do not contain a specific PIO PIO from
      resetting the corresponding Preferred Lifetime and Valid Lifetime
      to LTA_DEPRECATE and LTA_INVALID (respectively) once they have
      already been reduced by this algorithm.  Otherwise, the Preferred
      Lifetime and Valid Lifetime might never get decremented to 0 as
      expected.




5. IANA Considerations

   This document has no actions for IANA.




6. Implementation Status

   [NOTE: This section is to be removed by the RFC-Editor before this
   document is published as an RFC.]



   This section summarizes the implementation status of the updates
   proposed in this document.  In some cases, they correspond to
   variants of the mitigations proposed in this document (e.g., use of
   reduced default lifetimes for PIOs, albeit using different values
   than those recommended in this document).  In such cases, we believe
   these implementations signal the intent to deal with the problems
   described in [I-D.ietf-v6ops-slaac-renum] while lacking any guidance
   on the best possible approach to do it.




6.1. More Appropriate Lifetime Values


6.1.1. Router Configuration Variables


6.1.1.1. rad(8)

   We have produced a patch for OpenBSD's rad(8) [rad] that employs the
   default lifetimes recommended in this document, albeit it has not yet
   been committed to the tree.  The patch is available at:
   <https://www.gont.com.ar/code/fgont-patch-rad-pio-lifetimes.txt>.




6.1.1.2. radvd(8)

   The radvd(8) daemon [radvd], normally employed by Linux-based router
   implementations, currently employs different default lifetimes than
   those recommended in [RFC4861]. radvd(8) employs the following
   default values [radvd.conf]:



   o  Preferred Lifetime: 14400 seconds (4 hours)



   o  Valid Lifetime: 86400 seconds (1 day)



   This is not following the specific recommendation in this document,
   bu is already a deviation from the current standards.




6.1.2. Processing of PIO Lifetimes at Hosts


6.1.2.1. NetworkManager

   NetworkManager [NetworkManager], user-space SLAAC implementation
   employed by some Linux-based operating systems (such as Fedora or
   Ubuntu), caps the lifetimes of the received PIOs as recommended in
   this document.




6.1.2.2. slaacd(8)

   slaacd(8) [slaacd], a user-space SLAAC implementation employed by
   OpenBSD, caps the lifetimes of the received PIOs as recommended in
   this document.




6.1.2.3. systemd-networkd

   systemd-networkd [systemd], a user-space SLAAC implementation
   employed by some Linux-based operating systems, caps the lifetimes of
   the received PIOs as recommended in this document.




6.2. Honor Small PIO Valid Lifetimes


6.2.1. NetworkManager

   NetworkManager [NetworkManager] processes RA messages with a Valid
   Lifetime smaller than two hours as recommended in this document.




6.3. Conveying Information in Router Advertisement (RA) Messages

   We know of no implementation that splits network configuration
   information into multiple RA messages.



6.4.  Recovery from Stale Configuration Information without Explicit
      Signaling




6.4.1. dhcpcd(8)

   The dhcpcd(8) daemon [dhcpcd], a user-space SLAAC implementation
   employed by some Linux-based and BSD-derived operating systems, will
   set the Preferred Lifetime of addresses corresponding to a given
   prefix to 0 when a single RA from the router that previously
   advertised the prefix fails to advertise the corresponding prefix.
   However, it does not affect the corresponding Valid Lifetime.
   Therefore, it can be considered a partial implementation of this
   feature.




6.5. Other mitigations implemented in products

   [FRITZ] is a Customer Edge Router that tries to deprecate stale
   prefixes by advertising stale prefixes with a Preferred Lifetime of
   0, and a Valid Lifetime of 2 hours (or less).  There are two things
   to note with respect to this implementation:



   o  Rather than recording prefixes on stable storage (as recommended
      in [I-D.ietf-v6ops-cpe-slaac-renum]), this implementation checks
      the source address of IPv6 packets, and assumes that usage of any
      address that does not correspond to a prefix currently-advertised
      by the Customer Edge Router is the result of stale network
      configuration information.  Hence, upon receipt of a packet that
      employs a source address that does not correspond to a currently-
      advertised prefix, this implementation will start advertising the
      corresponding prefix with small lifetimes, with the intent of
      deprecating it.



   o  Possibly as a result of item "e)" (pp. 19-20) from Section 5.5.3
      of [RFC4862] (discussed in Section 4.2 of this document), upon
      first occurrence of a stale prefix, this implementation will



      employ a decreasing Valid Lifetime, starting from 2 hours (7200
      seconds), as opposed to a Valid Lifetime of 0.




7. Security Considerations

   When it comes to the algorithm in Section 4.5, an attacker could
   impersonate the legitimate router and send an RA that does not
   advertise legitimate prefixes being employed in the local network.
   This cause the corresponding addresses to become deprecated.
   However, the addresses would not become invalid since normal
   unsolicited RA messages would refresh the "Preferred Lifetime" and
   "Valid Lifetime" of such addresses.



   However, an attacker that can impersonate a router could more easily
   deprecate addresses by advertising the legitimate prefixes with the
   "Preferred Lifetime" set to 0, or perform a plethora of other
   possible of Denial of Service attacks based on forged RA messages.
   Therefore, when attacks based on forged RA packets are a concern,
   technologies such as RA-Guard [RFC6105] [RFC7113] should be deployed.



   Capping the "Valid Lifetime" and "Preferred Lifetime" at hosts may
   help limit the duration of the effects of non-sustained attacks that
   employ forged RAs with PIOs, since hosts would now recover in a
   timelier manner.
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Appendix A. Analysis of Some Suggested Workarounds

   [This section is to be removed before publication of this document as
   an RFC].



   During the discussion of this document, some alternative workarounds
   were suggested on the 6man mailing-list.  The following subsections
   analyze these suggested workarounds, in the hopes of avoiding
   rehashing the same discussions.




A.1. On a Possible Reaction to ICMPv6 Error Messages

   It has been suggested that if configured addresses become stale, a
   CPE enforcing ingress/egress filtering (BCP38) ([RFC2827]) could send
   ICMPv6 Type 1 (Destination Unreachable) Code 5 (Source address failed
   ingress/egress policy) error messages to the sending node, and that,
   upon receipt of such error messages, the sending node could perform
   heuristics that might help to mitigate the problem discussed in this
   document.



   The aforementioned proposal has a number of drawbacks and
   limitations:



   o  It assumes that the CPE routers enforce ingress/egress filtering
      [RFC2827].  While this is desirable behaviour, it cannot be relied
      upon.



   o  It assumes that if the CPE enforces ingress/egress filtering, the
      CPE will signal the packet drops to the sending node with ICMPv6
      Type 1 (Destination Unreachable) Code 5 (Source address failed
      ingress/egress policy) error messages.  While this may be
      desirable, [RFC2827] does not suggest signaling the packet drops
      with ICMPv6 error messages, let alone the use of specific error
      messages (such as Type 1 Code 5) as suggested.



   o  ICMPv6 Type 1 Code 5 could be interpreted as the employed address
      being stale, but also as a selected route being inappropriate/
      suboptimal.  If the later, deprecating addresses or invalidating
      addresses upon receipt of these error messages would be
      inappropriate.



   o  Reacting to these error messages would create a new attack vector
      that could be exploited from remote networks.  This is of
      particular concern since ICMP-based attacks do not even require
      that the Source Address of the attack packets be spoofed
      [RFC5927].




A.2. On a Possible Improvement to Source Address Selection


   [RFC6724]
 specifies source address selection (SAS) for IPv6.
   Conceptually, it sorts the candidate set of source addresses for a
   given destination, based on a number of pair-wise comparison rules
   that must be successively applied until there is a "winning" address.



   An implementation might improve source address selection, and prefer
   the most-recently advertised information.  In order to incorporate
   the "freshness" of information in source address selection, an
   implementation would be updated as follows:



   o  The node is assumed to maintain a timer/counter that is updated at
      least once per second.  For example, the time(2) function from
      unix-like systems could be employed for this purpose.



   o  The local information associated with each prefix advertised via
      RAs on the local network is augmented with a "LastAdvertised"
      timestamp value.  Whenever an RA with a PIO with the "A" bit set
      for such prefix is received, the "LastAdvertised" timestamp is
      updated with the current value of the timer/counter.



   o  [RFC6724] is updated such that this rule is incorporated:



Rule 7.5: Prefer fresh information  If one of the two source
   addresses corresponds to a prefix that has been more recently
   advertised, say LastAdvertised(SA) > LastAdvertised(SA), then
   prefer that address (SA in our case).



   A clear benefit of this approach is that a host will normally prefer
   "fresh" addresses over possibly stale addresses.



   However, there are a number of drawbacks associated with this
   approach:



   o  In scenarios where multiple prefixes are being advertised on the
      same LAN segment, the new SAS rule is *guaranteed* to result in
      non-deterministic behaviour, with hosts frequently changing the
      default source address.  This is certainly not desirable from a
      troubleshooting perspective.



   o  Since the rule must be incorporated before "Rule 8: Use longest
      matching prefix" from [RFC6724], it may lead to suboptimal paths.



   o  This new rule may help to improve the selection of a source
      address, but it does not help with the housekeeping (garbage
      collection) of configured information:



      *  If the stale prefix is re-used in another network, nodes
         employing stale addresses and routes for this prefix will be
         unable to communicate with the new "owner" of the prefix, since
         the stale prefix will most likely be considered "on-link".



      *  Given that the currently recommended default value for the
         "Valid Lifetime" of PIOs is 2592000 seconds (30 days), it would
         take too long for hosts to remove the configured addresses and
         routes for the stale prefix.  While the proposed update in
         Section 4.1 of this document would mitigate this problem, the
         lifetimes advertised by the local SLAAC router are not under
         the control of hosts.



   As a result, updating IPv6 source address selection does not relieve
   nodes from improving their SLAAC implementations as specified in
   Section 4, if at all desirable.  On the other hand, the algorithm
   specified in Section 4.5 would result in Rule 3 of [RFC6724]
   employing fresh addresses, without leading to non-deterministic
   behaviour.
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1. Introduction

   Extension header insertion has been proposed as a mechanism to
   annotate packets for transit across controlled, or limited, domains
   ([I-D.voyer-6man-extension-header-insertion],
   [I-D.ietf-ippm-ioam-ipv6-options]).  These annotations are in the
   form of inserted Hop-by-Hop or Destination options, or other inserted
   extension headers (Segment Routing Header for example).  Presumably,
   before a packet egresses a controlled domain, any inserted extension
   headers or options should be removed.



   Extension header insertion, removal, and other non-standard
   modifications at intermediate nodes are currently prohibited by
   [RFC8200], and [I-D.smith-6man-in-flight-eh-insertion-harmful]
   provides the rationale for why extension header insertion is harmful
   and thus prohibited.



   This document addresses the main problem of extension header
   insertion which is the loss of attribution to the source of packet
   contents.  An "attribution option", either as a Hop-by-Hop or
   Destination Option, is defined to provide proper attribution.  There
   are two salient aspects to this:



      *  The attribution option unambiguously identifies what extension
         headers and Destination or Hop-by-Hop options were inserted by
         intermediate nodes.



      *  The attribution option includes an identification of the
         intermediate node that inserted extension headers or options
         into a packet.




1.1. Motivation for extension header insertion

   IP-in-IP encapsulation has been proposed as an alternative to
   extension header insertion.  While encapsulation may be functionally
   equivalent to header insertion, there are merits to header insertion:




      *  Extension header insertion can result in fewer bytes of
         overhead than encapsulation.



      *  The proper destination address to set in the encapsulating IP
         header may be unknown.  For instance, a node might insert an
         extension header into an existing packet with the intent that
         the packet is routed based on the original destination to some
         egress node of the domain that will remove the inserted
         headers.



      *  Packets for a flow may require consistent routing whether or
         not extension headers are inserted.  In particular, to route
         flows consistently in Equal Cost MultiPath (ECMP), the hash
         computed for ECMP should be the same for all packets of the
         flow.  Unlike IP encapsulation, extension header insertion
         doesn't affect the fields used in ECMP hash calculation (the
         source address, destination address, flow label, and transport
         layer ports), so the ECMP hash calculation consistently derives
         the same value for all packets of a flow with or without
         inserted extension headers or options.




1.2. Problems with extension header and options insertion

   Insertion or removal of extension headers, as well as Destination or
   Hop-by-Hop options, is currently prohibited by [RFC8200]:



         Extension headers (except for the Hop-by-Hop Options header)
         are not processed, inserted, or deleted by any node along a
         packet's delivery path, until the packet reaches the node (or
         each of the set of nodes, in the case of multicast) identified
         in the Destination Address field of the IPv6 header.



   The rationale for this prohibition is articulated in [I-D.smith-6man-
   in-flight-eh-insertion-harmful].  A summary of cited problems with
   extension header and options insertion are:



      *  It breaks the attribution model of IP in that the contents of a
         packet are no longer attributable to the node identified by the
         source address of a packet (exceptions include data that a
         source sets in a packet that is explicitly specified to be
         modifiable).



      *  It breaks PMTU discovery since extension header insertion
         increases the packet size in flight.



      *  It breaks ICMP since inserted extension headers may themselves
         cause ICMP errors that are sent to the source address.  If the
         source node receives such an ICMP error it cannot take any
         action to resolve the error since it's not the source of the
         data that caused the error.



      *  Extension header or options insertion may create a
         communications black hole if the data inserted by one node
         causes the packet to be dropped at a later downstream node.
         When this happens the source does not know the node that
         inserted the data and won't even know the node dropping the
         packet unless a ICMP error is sent.  In any case, the sending
         host cannot address the issue hence persistent systematic
         packet loss is possible.  Such a scenario may be difficult to
         trouble shoot in an even moderately large network.



      *  Use of extension header insertion is generally assumed to be
         confined to a controlled domain where the domain is a walled
         garden such that inserted extension headers are always removed
         before packets would exit a domain.  It is conceivable that
         configuration or implementation errors may allow packets with
         inserted extension headers to leak out of the controlled
         domain.



      *  It breaks the IP Authentication Header (AH) [RFC4302].  If a
         receiving node attempts to verify an authentication header that
         covers data inserted by intermediate nodes, then the packet
         authentication will fail and the packet will be dropped.



   This proposal primarily addresses the attribution of packet contents
   problem.  A solution to the attribution problem addresses or at least
   can mitigate the other problems with extension header insertion.




1.3. Inserting Hop-by-Hop options

   For inserting Hop-by-Hop options into a packet there are two
   possibilities: 1) a Hop-by-Hop Options extension header already
   exists in the packet, 2) no Hop-by-Hop Options extension header exist
   in the packet so a Hop-by-Hop extension header is inserted into the
   packet which contains the options being inserted.



   Note that per [RFC8200] there can only be one Hop-by-Hop Options
   extension header in a packet, and if present it must be the first
   extension header after the IPv6 header.  If Hop-by-Hop Options are to
   be inserted into a packet with an existing Hop-by-Hop Options
   extension header, the the options MUST be inserted into the options
   list for the existing extension header.




1.4. Inserting Destination options

   Destination options may be inserted in Destination Options before or
   after the routing header.  If an appropriate Destination Options
   extension header does not exist in the packet then a new Destination
   Options extension header containing the inserted options is inserted
   in the packet.  The recommended ordering of extension headers in
   [RFC8200] SHOULD be maintained.




1.5. Inserting extension headers

   When an extension header, not Hop-by-Hop or Destination, is inserted
   into a packet it is immediately preceded by a Destination Options
   extension header that includes an attribution option which describes
   the inserted extension header.  If the extension header is being
   inserted immediately after an existing Destination Options extension
   header then the attribution option is inserted into the existing
   Destination Options extension header.  If there is no preceding
   Destination Options extension header then a header is created into
   which the attribution options is set.




1.6. Scope

   This document describes a mechanism for providing attribution in
   extension header insertion and insertion of Hop-by-Hop and
   Destination Options.  With the exception of inserting Hop-by-Hop
   Options and Destination Options, requirements and semantics for
   inserting specific types of extension headers are out of scope.
   Similarly, security aspects, including potential leakage of inserted
   headers outside of a controlled domain, is not in scope.




1.7. Requirements Language

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119].




2. Attribution Option


2.1. Format

   The format of the Hop-by-Hop or Destination Attribution Option is:



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
                                +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
                                |  Option Type  | Opt Data Len  |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|E|  Num_opts   |                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+                                               +
|                                                               |
~                        Identification                         ~
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   Fields are:



      *  Option Type: value is TBA.  The first three bits of the option
         type should be 000 to indicate that the option is to be skipped
         over when processed as an unknown option and that the option
         data is unmodifiable.



      *  Opt Data Len: data length for the option.  The minimal data
         length is one.  If the data length equals twenty then the
         Identification is an IPv6 address (see section 2.1.2).



      *  E: For Destination Options this indicates that the extension
         header following the Destination Options extension header has



         been inserted.  When the option is in Hop-by-Hop Options, this
         bit MUST be zero when when transmitting and ignored on receive.



      *  Num_opts: If this value is less than 127 then it indicates the
         number of non-padding options following the Attribution Option
         that are attributed as being inserted.  If the value is 127
         then this indicates that the extension header was inserted and
         all following options are attributed as being inserted.  Note
         that the maximum number of inserted options attributed but one
         Attribution Option is 126.



      *  Identification: indicates the source node responsible for the
         inserted extension headers.  This can either be the IPv6
         address of the responsible node or a local identifier value
         that is interpreted by the local network domain (see examples
         below).  Note this field is variable length.



   If options are being inserted into an existing Destination Options or
   Hop-by-Hop extension header then the Attribution Option is inserted
   as the first option in the header, followed by any inserted options,
   and then followed by any pre-existing options.  The total length of
   the attribution option and and any inserted options MUST be 8n; this
   ensures that any pre-existing options following those being inserted
   retain their original alignment.  After the last inserted option the
   minimum amount of padding is added to make the total length of
   inserted data 8n.  Pre-existing options, including padding, MUST NOT
   be modified other than moving them to follow the inserted options.



   If a Destination or Hop-by-Hop Options extension header is being
   inserted in a packet then the Attribution Option is set as the first
   option in the header followed by an inserted options.  Minimal
   padding MUST added make the length of the extension header 8n.




2.1.1. Attribution Option with short identifier

   Below is the short format of the Attribution Option.



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
                                +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
                                |      Type     |        4      |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|E|  Num opts   |                 Local_ID                      |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   Local_ID is interpreted locally.  For instance, it may be used as an
   index to a table to map a value to an IPv6 address.




2.1.2. Attribution Option with IPv6 address identifier

   Below is the format of the Attribution Option that contains an IPv6
   address for attribution of the inserted extension headers or options.



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
                                +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
                                |      Type     |       20      |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|E|  Num opts   |                 Local_ID                      |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
+                                                               +
|                                                               |
+                          IPv6 address                         +
|                                                               |
+                                                               +
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   Local_ID contains supplemental identification that is interpreted by
   the local network.  This MAY be the AS of network corresponding to
   the node identified by the IPv6 address.




2.2. Model

   The Attribution Option indicates both inserted Hop-by-Hop or
   Destination options and inserted extension headers.



   Multiple extension header or options insertions may occur during the
   lifetime of a packet.  Insertions are treated as a stack.  Hop-by-Hop
   and Destination options MUST be inserted in an extension header
   before any pre-existing options including those previously inserted.
   Similarly, if an extension header is being inserted and a
   corresponding attribution option is being added to a Destination
   Option extension header then the inserted extension header
   immediately follows the Destination Options extension header and
   precedes any previously inserted extension headers with an
   attribution option in the same Destination Options extension header.



   Inserted extension headers and inserted Hop-by-Hop and Destination
   options MUST be removed in the reverse order of insertion (i.e.
   inserted headers are "popped" to remove them).  When an Attribution
   Option is removed from a packet, which is the first option in the
   extension header, the option, any corresponding inserted options, and
   any inserted trailing padding are removed.  In the case of a
   Destination Options or Hop-by-Hop Options extension header that was
   inserted, the inserted extension header is removed when when the last
   attribution option in the extension header is removed (Num_opts in
   the option is equal to 127).



   The logical structure of an IPv6 packet with inserted extension
   headers and options, and the relationship between Attribution Options
   and inserted extension headers and options, is demonstrated below.
   In this example, a Hop-by-Hop Options extension header was inserted
   that indicates inserted Hop-by-Hop options.  There are two
   attribution options inserted into an existing Destination Options
   header: the first one (#1) indicates an inserted extension header and
   no options, the second (#2) indicates an inserted extension header
   and also inserted Destination options.



+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  IPv6 header    |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  Hop‑by‑Hop EH  |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
    |   Attribution Opt |
    +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
    |  Inserted options |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  DestOpt EH     |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
    |   Attribution Opt |‑‑‑‑‑‑‑‑‑+    #2 attribution option
    +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+         |
    |  Inserted options |         |
    +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+         |
    |   Attribution Opt |‑‑‑‑+    |    #1 attribution option
    +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+    |    |
    |  Original options |    |    |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+    |    |
|  Inserted EH    |<‑‑‑‑‑‑‑‑‑+‑‑‑‑+
+‑+‑+‑+‑+‑+‑+‑+‑+‑+          |
|  Inserted EH    |<‑‑‑‑‑‑+
+‑‑+‑+‑+‑+‑+‑+‑+‑+
|  Original EHs   |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+




3. Operation

   This section describes operations for extension header and options
   insertion and removal at intermediate nodes.




3.1. Insertion

   An extension header or Hop-by-Hop or Destination options MAY be
   inserted into a packet.  The packet's size will increase, and if
   options are inserted into Destination or Hop-by-Hop Options the size
   of those extension headers will increase.




3.1.1. Insertion procedure

   Hop-by-Hop and Destination options, including the attribution option,
   are inserted into a packet with the following procedures.



   Procedure is:



      *  If an appropriate Hop-by-Hop or Destination Options extension
         header does not exist in the packet:



         1) Insert a Hop-by-Hop or Destination Options extension header
            into the packet at the appropriate offset.  The extension
            header contains the Attribution Option, followed by any Hop-
            by-Hop or Destination options being inserted.  Num_opts is
            set to 127 to indicate that the extension header was
            inserted.  E is set if another extension header is also
            being inserted (applicable to Destination Options).  Add
            padding to make the length of the extension header be a
            multiple of eight bytes per [RFC8200].



         2) If no other extension header is being inserted then the
            nexthdr of the inserted Destination or Hop-by-Hop header is
            set to value of the nexthdr in the preceding IPv6 header or
            extension header.



         3) Else, if an extension header is being inserted then the
            nexthdr of the inserted Destination Options extension header
            is set to protocol number of the inserted extension header.
            The nexthdr for the inserted extension header is set to
            value of the original nexthdr in the IPv6 header or
            extension header that precedes the Destination Option being
            inserted.



         4) The nexthdr of the IPv6 header or extension header that
            precedes the inserted Destination of Hop-by-Hop Options is
            set to the the protocol number for the inserted header
            (either 0 for Hop-by-Hop Options or 60 for Destination
            Options).



      *  Else, if an appropriate Hop-by-Hop or Destination Options
         extension header is already present then insert new options
         into the existing header:



         1) Make first option to be the Attribution Option.  Num_opts is
            set to the number of non-padding options being inserted not
            including the Attribution Option.  E is set if an extension
            header is being inserted (applicable to Destination
            Options).



         2) Following the Attribution Option, set any other options
            being inserted.  Include padding before the options as
            necessary to enforce any alignment requirements.



         3) Following the last inserted option, add the minimal amount
            of padding such that the alignment of the first byte after
            the last inserted byte is 8n+2 from the start of the Hop-by-
            Hop or Destination extension header.  This is necessary to
            preserve alignment requirements of existing options.  The
            amount of padding needed is:



               7 - ((offset_last_inserted_byte - 3) % 8)



         4) Following the last inserted option and inserted padding,
            copy the original options from the packet.



         5) Set length of the Hop-by-Hop or Destination Options
            extension header to reflect the length with the inserted
            options and any inserted padding.



         6) If an extension header is being inserted then the nexthdr of
            the Destination Options header is set to protocol number of
            the inserted extension header.  The nexthdr for the inserted
            extension header is set to is set to original nexthdr value
            of Destination Options extension header.




3.1.2. Errors during insertion

   Errors may occur in the process of inserting extension headers in a
   packet.  Error conditions would include the resultant packet size
   exceeding MTU, and the size of Hop-by-Hop Options extension header
   exceeding 1024 bytes (the maximum size of the Hop-by-Hop Options
   extension header).



   If an error occurs during insertion then the node performing
   insertion MUST take an appropriate behavior per some configuration.
   The packet MAY be discarded or the unmodified packet MAY be
   forwarded.  An error SHOULD be logged.




3.2. Removal of inserted extension headers and options

   The top level inserted extension headers and Hop-by-Hop options,
   referred to by the Attribution Option, which is precisely the first
   option in the Hop-by-Hop Options for a packet, MAY be removed by an
   intermediate node.




3.2.1. Removal procedure

   The procedure is:



      *  If Num_opts equals 127 then the Destination or Hop-by-Hop
         extension header is to be removed.



         *  If the E bit is not set or a Hop-by-Hop extension header is
            being removed, remove the Destination or Hop-by-Hop
            extension header bytes from the packet and set the nexthdr
            of the preceding IPv6 header or extension header to the
            nexthdr of the Destination or Hop-by-Hop Options extension
            header being removed.



         *  Else, if the E bit is set in the attribution options of a
            Destination extension header, remove the extension header
            bytes of the following extension header from the packet.
            The nexthdr of the preceding IPv6 header or extension header
            to is set to the nexthdr of the Destination Options or Hop-
            by-Hop Options extension header being removed.



      *  Else, if Num_opts is less than 127, then the inserted options
         must be removed from the existing header:



         1) Locate the last inserted option.  This done by the scanning
            non-padding options after the Attribution Option for the
            count in Num_opts.



         2) Compute the amount of padding that was inserted.  The amount
            of padding that should have been inserted is:



               7 - ((offset_last_inserted_byte - 2) % 8)



               where offset_last_byte is the offset of the last byte of
               the last inserted option located in step #1.



         3) Remove the bytes in the packet from first byte of the
            Destination or Hop-by-Hop Options data (first byte of the
            Attribution option) through the last byte of inserted
            padding as computed in step #2.



         4) Set the length of the Hop-by-Hop Options extension header to
            account for the removed bytes.



5  If the E bit is set in the attribution option being removed
   of a Destination extension header, remove the following
   extension header from the packet.  The nexthdr of the
   Destination Options extension header is set to the nexthdr
   of the extension header being removed.




3.2.2. Errors during removal

   A node performing extension header removal MUST validate packet
   contents.



The following  attributes MUST be validated before removal:



      *  If Num_opts is not equal to 127 then number of non-padding
         options following Attribution Option MUST be greater than or
         equal to Num_opts.



      *  Necessary padding after the last inserted Hop-by-Hop option
         MUST be present.  The amount of padding MUST be equal to the
         expected amount.



      *  The Num_opts options following the Attribution Option MUST NOT
         contain another Attribution Option.



      *  If the E bit is set in the Attribution options of a Destination
         Options header then the a valid extension header MUST follow
         the Destination Options header.



   If any of the above validations fail, or an error is otherwise
   encountered in the removal process, then the processing node MUST
   take action.  The packet SHOULD be discarded and error message SHOULD
   be logged.




3.3. Domain edge filtering

   Filtering packets with inserted extension headers or Destination or
   Hop-by-Hop options is straightforward: a packet contains inserted
   options if the first option of Destination Options or Hop-by-Hop
   Options is the Attribution Option.  A packet contains inserted
   extension headers if it contains an attribution option, either in
   Destination Options or Hop-by-Hop Options, with Num_opts equal to
   127; or it contains an attribution option in Destination Options that
   has the E bit set.




3.4. ICMP processing

   At described in [I-D.smith-6man-in-flight-eh-insertion-harmful], it
   is possible for a source node to receive ICMP [RFC4443] errors caused
   by inserted headers, thus the source node has no recourse to address
   the error.



   This section proposes some ways to apply the Attribution Option to
   mitigate the ICMP breakage for extension header insertion:



      *  ICMP errors can be filtered [RFC4890] by nodes in the network
         before reaching a source node outside of the domain (at the
         domain edge for instance).  The packet headers in the ICMP data
         will include the Destination Options or Hop-by-Hop Options
         extension header containing the Attribution Option.  The
         filtering node MAY analyze the error to determine if it was
         caused by the inserted headers:



         -  If the error was caused by inserted extension headers, then
            the node SHOULD take appropriate actions (minimally it
            SHOULD log the error).  The filtering node SHOULD not
            forward the ICMP error to the source.



         -  If the error was not caused by inserted headers, the
            filtering node MAY create a new ICMP error with the data
            packet that would be reflect the packet contents prior to
            extension header insertion (i.e. attempt set the packet in
            ICMP to be that which the source would have sent).  This is
            done by removing the inserted extension headers of the
            packet in the ICMP data, and adjusting the Pointer field in
            an ICMP error if necessary.  The revised ICMP error can then
            be forwarded to the source.



      *  If ICMP errors are not filtered and the source node receives an
         ICMP error for a packet containing inserted extension headers:



         -  If the source node is a legacy implementation that does not
            understand the Attribution Option then it will attempt to
            process the error under the assumption that it was the
            source of the packet and the data that caused the error.  If
            the node logs the contents of the ICMP error, which should
            be common, then external out-of-band analysis can be done by
            network administrators to troubleshoot the ICMP errors and
            identify culprit if the error was caused by inserted
            extension headers.



         -  If the source node understands the Attribution Option then
            it can perform more analysis.  The node MAY attempt to



            ascertain if the error was caused by inserted headers or
            not, and if not it can then attempt to fix the problem with
            the assumption the it was responsible for the data in error.




3.5. Processing AH

   Extension headers and options MAY be inserted into a packet before an
   existing AH header.  The inserted data is not covered in the ICV
   computation and if a receiving host attempts performs the ICV
   computation with inserted data it is expected that verification will
   fail and the packet will be dropped.



   The simplest way to address this is to remove any inserted headers in
   the packet before processing the AH extension header.  The assumption
   is that once the inserted data is removed the packet contents reflect
   the original contents set by the host so AH verification should
   succeed.



   Host implementations can be modified to process the attribution
   option.  When a packet with inserted headers or options is received
   by an end host the AH processing can ignore any inserted Destination
   or Hop-by-Hop options and any inserted extension headers.  This can
   be done in conjunction with the existing algorithms to ignore option
   data in the ICV computation for modifiable options.  Effectively, the
   algorithm is simply to remove all the inserted options and extension
   headers following the procedures in section 3.1.




4. Security Considerations

   The Attribution Option does not in itself introduce any new security
   considerations.  The security of containing inserted extension
   headers within a controlled domain is out of scope for this document.



   Section 3.5 describes the processing of the IP Authentication Header
   in the presence of inserted options or extension headers.




5. IANA Considerations

   IANA is requested to assigned the following Destination and Hop-By-
   Hop option:



+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Hex Value | Binary value  | Description | Reference     |
|           | act chg rest  |             |               |
+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| TBD       | 00   0  TBD   | Attribution | This document |
|           |               | Option      |               |
+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
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Abstract

   This document updates the 6LoWPAN Neighbor Discovery (ND) protocol
   defined in RFC 6775 and RFC 8505.  The new extension is called
   Address Protected Neighbor Discovery (AP-ND) and it protects the
   owner of an address against address theft and impersonation attacks
   in a low-power and lossy network (LLN).  Nodes supporting this
   extension compute a cryptographic identifier (Crypto-ID) and use it
   with one or more of their Registered Addresses.  The Crypto-ID
   identifies the owner of the Registered Address and can be used to
   provide proof of ownership of the Registered Addresses.  Once an
   address is registered with the Crypto-ID and a proof-of-ownership is
   provided, only the owner of that address can modify the registration
   information, thereby enforcing Source Address Validation.




Status of This Memo

   This Internet-Draft is submitted in full conformance with the
   provisions of BCP 78 and BCP 79.



   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF).  Note that other groups may also distribute
   working documents as Internet-Drafts.  The list of current Internet-
   Drafts is at https://datatracker.ietf.org/drafts/current/.



   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
   time.  It is inappropriate to use Internet-Drafts as reference
   material or to cite them other than as "work in progress."



   This Internet-Draft will expire on 1 November 2020.
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1. Introduction

   Neighbor Discovery Optimizations for 6LoWPAN networks [RFC6775]
   (6LoWPAN ND) adapts the original IPv6 Neighbor Discovery (IPv6 ND)
   protocols defined in [RFC4861] and [RFC4862] for constrained low-
   power and lossy network (LLN).  In particular, 6LoWPAN ND introduces
   a unicast host Address Registration mechanism that reduces the use of
   multicast compared to the Duplicate Address Detection (DAD) mechanism
   defined in IPv6 ND.  6LoWPAN ND defines a new Address Registration
   Option (ARO) that is carried in the unicast Neighbor Solicitation
   (NS) and Neighbor Advertisement (NA) messages exchanged between a
   6LoWPAN Node (6LN) and a 6LoWPAN Router (6LR).  It also defines the
   Duplicate Address Request (DAR) and Duplicate Address Confirmation
   (DAC) messages between the 6LR and the 6LoWPAN Border Router (6LBR).
   In LLN networks, the 6LBR is the central repository of all the
   registered addresses in its domain.



   The registration mechanism in "Neighbor Discovery Optimization for
   Low-power and Lossy Networks" [RFC6775] (aka 6LoWPAN ND) prevents the
   use of an address if that address is already registered in the subnet
   (first come first serve).  In order to validate address ownership,
   the registration mechanism enables the 6LR and 6LBR to validate the
   association between the registered address of a node, and its
   Registration Ownership Verifier (ROVR).  The ROVR is defined in
   "Registration Extensions for 6LoWPAN Neighbor Discovery" [RFC8505]
   and it can be derived from the MAC address of the device (using the
   64-bit Extended Unique Identifier EUI-64 address format specified by
   IEEE).  However, the EUI-64 can be spoofed, and therefore, any node
   connected to the subnet and aware of a registered-address-to-ROVR
   mapping could effectively fake the ROVR.  This would allow an
   attacker to steal the address and redirect traffic for that address.
   [RFC8505] defines an Extended Address Registration Option (EARO)
   option that transports alternate forms of ROVRs, and is a pre-
   requisite for this specification.



   In this specification, a 6LN generates a cryptographic ID (Crypto-ID)
   and places it in the ROVR field during the registration of one (or
   more) of its addresses with the 6LR(s).  Proof of ownership of the
   Crypto-ID is passed with the first registration exchange to a new
   6LR, and enforced at the 6LR.  The 6LR validates ownership of the
   cryptographic ID before it creates any new registration state, or
   changes existing information.



   The protected address registration protocol proposed in this document
   provides the same conceptual benefit as Source Address Validation
   (SAVI) [RFC7039] that only the owner of an IPv6 address may source
   packets with that address.  As opposed to [RFC7039], which relies on
   snooping protocols, the protection is based on a state that is
   installed and maintained in the network by the owner of the address.
   With this specification, a 6LN may use a 6LR for forwarding an IPv6
   packets if and only if it has registered the address used as source
   of the packet with that 6LR.



   With the 6lo adaptation layer in [RFC4944] and [RFC6282], a 6LN can
   obtain a better compression for an IPv6 address with an Interface ID
   (IID) that is derived from a Layer-2 address.  As a side note, this
   is incompatible with Secure Neighbor Discovery (SeND) [RFC3971] and
   Cryptographically Generated Addresses (CGAs) [RFC3972], since they
   derive the IID from cryptographic keys, whereas this specification
   separates the IID and the key material.




2. Terminology


2.1. BCP 14

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.




2.2. Additional References

   The reader may get additional context for this specification from the
   following references:



*  "SEcure Neighbor Discovery (SEND)" [RFC3971],
*  "Cryptographically Generated Addresses (CGA)" [RFC3972],
*  "Neighbor Discovery for IP version 6" [RFC4861] ,
*  "IPv6 Stateless Address Autoconfiguration" [RFC4862], and
*  "IPv6 over Low‑Power Wireless Personal Area Networks (6LoWPANs):
   Overview, Assumptions, Problem Statement, and Goals " [RFC4919].




2.3. Abbreviations

   This document uses the following abbreviations:



6BBR:  6LoWPAN Backbone Router
6LBR:  6LoWPAN Border Router
6LN:  6LoWPAN Node
6LR:  6LoWPAN Router
CGA:  Cryptographically Generated Address
EARO:  Extended Address Registration Option
ECDH:  Elliptic curve Diffie‑Hellman
ECDSA:  Elliptic Curve Digital Signature Algorithm
CIPO:  Crypto‑ID Parameters Option
LLN:  Low‑Power and Lossy Network
JSON:  JavaScript Object Notation
JOSE:  JavaScript Object Signing and Encryption
JWK:  JSON Web Key
JWS:  JSON Web Signature
NA:  Neighbor Advertisement
ND:  Neighbor Discovery
NDP:  Neighbor Discovery Protocol
NDPSO:  Neighbor Discovery Protocol Signature Option
NS:  Neighbor Solicitation
ROVR:  Registration Ownership Verifier
RA:  Router Advertisement
RS:  Router Solicitation
RSAO:  RSA Signature Option
SHA:  Secure Hash Algorithm
SLAAC:  Stateless Address Autoconfiguration
TID:  Transaction ID





3. Updating RFC 8505

   Section 5.3 of [RFC8505] introduces the ROVR that is used to detect
   and reject duplicate registrations in the DAD process.  The ROVR is a
   generic object that is designed for both backward compatibility and
   the capability to introduce new computation methods in the future.
   Using a Crypto-ID per this specification is the RECOMMENDED method.
   Section 7.5 discusses collisions when heterogeneous methods to
   compute the ROVR field coexist inside a same network.



   This specification introduces a new token called a cryptographic
   identifier (Crypto-ID) that is transported in the ROVR field and used
   to prove indirectly the ownership of an address that is being
   registered by means of [RFC8505].  The Crypto-ID is derived from a
   cryptographic public key and additional parameters.



   The overall mechanism requires the support of Elliptic Curve
   Cryptography (ECC) and of a hash function as detailed in Section 6.2.
   To enable the verification of the proof, the registering node needs
   to supply certain parameters including a nonce and a signature that
   will demonstrate that the node possesses the private-key
   corresponding to the public-key used to build the Crypto-ID.



   The elliptic curves and the hash functions listed in Table 1 in
   Section 8.2 can be used with this specification; more may be added in
   the future to the IANA registry.  The signature scheme that specifies
   which combination is used (including the curve and the representation
   conventions) is signaled by a Crypto-Type in a new IPv6 ND Crypto-ID
   Parameters Option (CIPO, see Section 4.3) that contains the
   parameters that are necessary for the proof, a Nonce option
   ([RFC3971]) and a NDP Signature option (Section 4.4).  The NA(EARO)
   is modified to enable a challenge and transport a Nonce option.




4. New Fields and Options


4.1. New Crypto-ID

   The Crypto-ID is transported in the ROVR field of the EARO option and
   the EDAR message, and is associated with the Registered Address at
   the 6LR and the 6LBR.  The ownership of a Crypto-ID can be
   demonstrated by cryptographic mechanisms, and by association, the
   ownership of the Registered Address can be ascertained.



   A node in possession of the necessary cryptographic primitives SHOULD
   use Crypto-ID by default as ROVR in its registrations.  Whether a
   ROVR is a Crypto-ID is indicated by a new "C" flag in the NS(EARO)
   message.



   The Crypto-ID is derived from the public key and a modifier as
   follows:



1.  The hash function used internally by the signature scheme
    indicated by the Crypto‑Type (see also Table 1 in Section 8.2) is
    applied to the CIPO.  Note that all the reserved and padding bits
    MUST be set to zero.
2.  The leftmost bits of the resulting hash, up to the desired size,
    are used as the Crypto‑ID.



   At the time of this writing, a minimal size for the Crypto-ID of 128
   bits is RECOMMENDED unless backward compatibility is needed
   [RFC8505].  This value is bound to augment in the future.




4.2. Updated EARO

   This specification updates the EARO option to enable the use of the
   ROVR field to transport the Crypto-ID.  The resulting format is as
   follows:



  0                   1                   2                   3
  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
 +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
 |     Type      |     Length    |    Status     |    Opaque     |
 +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
 |Rsvd |C| I |R|T|     TID       |     Registration Lifetime     |
 +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
 |                                                               |
...            Registration Ownership Verifier (ROVR)           ...
 |                                                               |
 +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+




               Figure 1: Enhanced Address Registration Option




Type:  33

Length:  Defined in [RFC8505] and copied in associated CIPO.

Status:  Defined in [RFC8505].

Opaque:  Defined in [RFC8505].

Rsvd (Reserved):  3‑bit unsigned integer.  It MUST be set to zero by
   the sender and MUST be ignored by the receiver.

C:  This "C" flag is set to indicate that the ROVR field contains a
   Crypto‑ID and that the 6LN MAY be challenged for ownership as
   specified in this document.

I, R, T:  Defined in [RFC8505].

TID:  Defined in [RFC8505].

Registration Ownership Verifier (ROVR):  When the "C" flag is set,
   this field contains a Crypto‑ID.



   This specification uses Status values "Validation Requested" and
   "Validation Failed", which are defined in [RFC8505].



   this specification does not define any new Status value.




4.3. Crypto-ID Parameters Option

   This specification defines the Crypto-ID Parameters Option (CIPO).
   The CIPO carries the parameters used to form a Crypto-ID.



   In order to provide cryptographic agility [BCP 201], this
   specification supports different elliptic-curve based signature
   schemes, indicated by a Crypto-Type field:



   *  The ECDSA256 signature scheme, which uses ECDSA with the NIST
      P-256 curve [FIPS186-4] and the hash function SHA-256 [RFC6234]
      internally, MUST be supported by all implementations.



   *  The Ed25519 signature scheme, which uses the Pure Edwards-Curve
      Digital Signature Algorithm (PureEdDSA) [RFC8032] with the twisted
      Edwards curve Edwards25519 [RFC7748] and the hash function SHA-512
      [RFC6234] internally, MAY be supported as an alternative.



   *  The ECDSA25519 signature scheme, which uses ECDSA [FIPS186-4] with
      the Weierstrass curve Wei25519 (see Appendix B.4) and the hash
      function SHA-256 [RFC6234] internally, MAY also be supported.



   This specification uses signature schemes that target similar
   cryptographic strength but rely on different curves, hash functions,
   signature algorithms, and/or representation conventions.  Future
   specification may extend this to different cryptographic algorithms
   and key sizes, e.g., to provide better security properties or a
   simpler implementation.



  0                   1                   2                   3
  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|     Type      |    Length     |Reserved1|  Public Key Length  |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|  Crypto‑Type  | Modifier      |  EARO Length  |               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+               +
|                                                               |
.                                                               .
.                  Public Key (variable length)                 .
.                                                               .
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
.                           Padding                             .
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                   Figure 2: Crypto-ID Parameters Option



Type:  8‑bit unsigned integer.  to be assigned by IANA, see Table 2.

Length:  8‑bit unsigned integer.  The length of the option in units
   of 8 octets.

Reserved1:  5‑bit unsigned integer.  It MUST be set to zero by the
   sender and MUST be ignored by the receiver.

Public Key Length:  11‑bit unsigned integer.  The length of the
   Public Key field in bytes.  The actual length depends on the
   Crypto‑Type value and on how the public key is represented.  The
   valid values with this document are provided in Table 1.

Crypto‑Type:  8‑bit unsigned integer.  The type of cryptographic
   algorithm used in calculation Crypto‑ID indexed by IANA in the
   "Crypto‑Type Subregistry" in the "Internet Control Message
   Protocol version 6 (ICMPv6) Parameters" (see Section 8.2).

Modifier:  8‑bit unsigned integer.  Set to an arbitrary value by the
   creator of the Crypto‑ID.  The role of the modifier is to enable
   the formation of multiple Crypto‑IDs from a same key pair, which
   reduces the traceability and thus improves the privacy of a
   constrained node that could not maintain many key‑pairs.

EARO Length:  8‑bit unsigned integer.  The option length of the EARO
   that contains the Crypto‑ID associated with the CIPO.

Public Key:  A variable‑length field, size indicated in the Public
   Key Length field.

Padding:  A variable‑length field completing the Public Key field to
   align to the next 8‑bytes boundary.  It MUST be set to zero by the
   sender and MUST be ignored by the receiver.




   The implementation of multiple hash functions in a constrained device
   may consume excessive amounts of program memory.  This specification
   enables the use of the same hash function SHA-256 [RFC6234] for two
   of the three supported ECC-based signature schemes.  Some code
   factorization is also possible for the ECC computation itself.



   [CURVE-REPR] provides information on how to represent Montgomery
   curves and (twisted) Edwards curves as curves in short-Weierstrass
   form and illustrates how this can be used to implement elliptic curve
   computations using existing implementations that already provide,
   e.g., ECDSA and ECDH using NIST [FIPS186-4] prime curves.  For more
   details on representation conventions, we refer to Appendix B.




4.4. NDP Signature Option

   This specification defines the NDP Signature Option (NDPSO).  The
   NDPSO carries the signature that proves the ownership of the Crypto-
   ID.  The format of the NDPSO is illustrated in Figure 3.



   As opposed to the RSA Signature Option (RSAO) defined in section 5.2.
   of SEND [RFC3971], the NDPSO does not have a key hash field.
   Instead, the leftmost 128 bits of the ROVR field in the EARO are used
   as hash to retrieve the CIPO that contains the key material used for
   signature verification, left-padded if needed.



   Another difference is that the NDPSO signs a fixed set of fields as
   opposed to all options that appear prior to it in the ND message that
   bears the signature.  This allows to elide a CIPO that the 6LR
   already received, at the expense of the capability to add arbitrary
   options that would signed with a RSAO.



   An ND message that carries an NDPSO MUST have one and only one EARO.
   The EARO MUST contain a Crypto-ID in the ROVR field, and the Crypto-
   ID MUST be associated with the keypair used for the Digital Signature
   in the NDPSO.



   The CIPO may be present in the same message as the NDPSO.  If it is
   not present, it can be found in an abstract table that was created by
   a previous message and indexed by the hash.



  0                   1                   2                   3
  0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|     Type      |    Length     |Reserved1|  Signature Length   |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                            Reserved2                          |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
.                                                               .
.          Digital Signature  (variable length)                 .
.                                                               .
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
.                           Padding                             .
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                       Figure 3: NDP signature Option



Type:  to be assigned by IANA, see Table 2.

Length:  8‑bit unsigned integer.  The length of the option in units
   of 8 octets.

Reserved1:  5‑bit unsigned integer.  It MUST be set to zero by the
   sender and MUST be ignored by the receiver.

Digital Signature Length:  11‑bit unsigned integer.  The length of
   the Digital Signature field in bytes.

Reserved2:  32‑bit unsigned integer.  It MUST be set to zero by the
   sender and MUST be ignored by the receiver.

Digital Signature:  A variable‑length field containing the digital
   signature.  The length and computation of the digital signature
   both depend on the Crypto‑Type which is found in the associated
   CIPO, see Appendix B.  For the values of the Crypto‑Type defined
   in this specification, and for future values of the Crypto‑Type
   unless specified otherwise, the signature is computed as detailed
   in Section 6.2.

Padding:  A variable‑length field completing the Digital Signature
   field to align to the next 8‑bytes boundary.  It MUST be set to
   zero by the sender and MUST be ignored by the receiver.





4.5. Extensions to the Capability Indication Option

   This specification defines one new capability bits in the 6CIO,
   defined by [RFC7400] for use by the 6LR and 6LBR in IPv6 ND RA
   messages.




 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|     Type      |   Length = 1  |   Reserved      |A|D|L|B|P|E|G|
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                           Reserved                            |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                  Figure 4: New Capability Bit in the 6CIO



   New Option Field:



A:  1‑bit flag.  Set to indicate that AP‑ND is globally activated in
   the network.



   The "A" flag is set by the 6LBR that serves the network and
   propagated by the 6LRs.  It is typically turned on when all 6LRs are
   migrated to this specification.




5. Protocol Scope

   The scope of the protocol specified here is a 6LoWPAN LLN, typically
   a stub network connected to a larger IP network via a Border Router
   called a 6LBR per [RFC6775].  A 6LBR has sufficient capability to
   satisfy the needs of duplicate address detection.



   The 6LBR maintains registration state for all devices in its attached
   LLN.  Together with the first-hop router (the 6LR), the 6LBR assures
   uniqueness and grants ownership of an IPv6 address before it can be
   used in the LLN.  This is in contrast to a traditional network that
   relies on IPv6 address auto-configuration [RFC4862], where there is
   no guarantee of ownership from the network, and each IPv6 Neighbor
   Discovery packet must be individually secured [RFC3971].



          ‑‑‑+‑‑‑‑‑‑‑‑ ............
             |      External Network
             |
          +‑‑‑‑‑+
          |     | 6LBR
          +‑‑‑‑‑+
        o    o   o
 o     o   o     o
    o   o LLN   o    o     o
       o     o
  o       o    o(6LR)
               ^
o      o       | LLN link
     o     o   v
               o(6LN)
       o



                       Figure 5: Basic Configuration



   In a mesh network, the 6LR is directly connected to the host device.
   This specification mandates that the peer-wise layer-2 security is
   deployed so that all the packets from a particular host are securely
   identifiable by the 6LR.  The 6LR may be multiple hops away from the
   6LBR.  Packets are routed between the 6LR and the 6LBR via other
   6LRs.



   This specification mandates that all the LLN links between the 6LR
   and the 6LBR are protected so that a packet that was validated by the
   first 6LR can be safely routed by other on-path 6LRs to the 6LBR.




6. Protocol Flows

   The 6LR/6LBR ensures first-come/first-serve by storing the ROVR
   associated to the address being registered upon the first
   registration and rejecting a registration with a different ROVR
   value.  A 6LN can claim any address as long as it is the first to
   make that claim.  After a successful registration, the 6LN becomes
   the owner of the registered address and the address is bound to the
   ROVR value in the 6LR/6LBR registry.



   This specification protects the ownership of the address at the first
   hop (the edge).  Its use in a network is signaled by the "A" flag in
   the 6CIO.  The flag is set by the 6LBR and propagated unchanged by
   the 6LRs.  The "A" flag enables to migrate a network with the
   protection off and then turn it on globally.



   The 6LN places a cryptographic token, the Crypto-ID, in the ROVR that
   is associated with the address at the first registration, enabling
   the 6LR to later challenge it to verify that it is the original
   Registering Node.  The challenge may happen at any time at the
   discretion of the 6LR and the 6LBR.  A valid registration in the 6LR
   or the 6LBR MUST NOT be altered until the challenge is complete.



   When the "A" flag is on, the 6LR MUST challenge the 6LN when it
   creates a binding with the "C" flag set in the ROVR and when a new
   registration attempts to change a parameter of that binding that
   identifies the 6LN, for instance its Source Link-Layer Address.  The
   verification protects against a rogue that would steal an address and
   attract its traffic, or use it as source address.



   The 6LR MUST also challenge the 6LN if the 6LBR directly signals to
   do so, using an EDAC Message with a "Validation Requested" status.
   The EDAR is echoed by the 6LR in the NA (EARO) back to the
   registering node.  The 6LR SHOULD also challenge all its attached
   6LNs at the time the 6LBR turns the "A" flag on in the 6CIO, to
   detect an issue immediately.



   If the 6LR does not support the Crypto-Type, it MUST reply with an
   EARO Status 10 "Validation Failed" without a challenge.  In that
   case, the 6LN may try another Crypto-Type until it falls back to
   Crypto-Type 0 that MUST be supported by all 6LRs.



   A node may use more than one IPv6 address at the same time.  The
   separation of the address and the cryptographic material avoids the
   need for the constrained device to compute multiple keys for multiple
   addresses.  The 6LN MAY use the same Crypto-ID to prove the ownership
   of multiple IPv6 addresses.  The 6LN MAY also derive multiple Crypto-
   IDs from a same key.




6.1. First Exchange with a 6LR

A 6LN registers to a 6LR that is one hop away from it with the "C"
flag set in the EARO, indicating that the ROVR field contains a
Crypto‑ID.  The Target Address in the NS message indicates the IPv6
address that the 6LN is trying to register [RFC8505].  The on‑link
(local) protocol interactions are shown in Figure 6.  If the 6LR does
not have a state with the 6LN that is consistent with the NS(EARO),
then it replies with a challenge NA (EARO, status=Validation
Requested) that contains a Nonce Option (shown as NonceLR in
Figure 6).

    6LN                                                     6LR
     |                                                       |
     |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ RA ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|
     |                                                       | ^
     |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ NS with EARO (Crypto‑ID) ‑‑‑‑‑‑‑‑‑‑‑‑>| |
     |                                                       | option
     |<‑ NA with EARO(status=Validation Requested), NonceLR  | |
     |                                                       | v
     |‑‑‑‑‑‑‑ NS with EARO, CIPO, NonceLN and NDPSO ‑‑‑‑‑‑‑‑>|
     |                                                       |
     |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ NA with EARO ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|
     |                                                       |
                               ...
     |                                                       |
     |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ NS with EARO (Crypto‑ID) ‑‑‑‑‑‑‑‑‑‑‑‑‑>|
     |                                                       |
     |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ NA with EARO ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|
     |                                                       |
                               ...
     |                                                       |
     |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ NS with EARO (Crypto‑ID) ‑‑‑‑‑‑‑‑‑‑‑‑‑>|
     |                                                       |
     |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ NA with EARO ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|
     |                                                       |



                    Figure 6: On-link Protocol Operation



   The Nonce option contains a nonce value that, to the extent possible
   for the implementation, was never employed in association with the
   key pair used to generate the Crypto-ID.  This specification inherits
   from [RFC3971] that simply indicates that the nonce is a random
   value.  Ideally, an implementation uses an unpredictable
   cryptographically random value [BCP 106].  But that may be
   impractical in some LLN scenarios where the devices do not have a
   guaranteed sense of time and for which computing complex hashes is
   detrimental to the battery lifetime.



   Alternatively, the device may use an always-incrementing value saved
   in the same stable storage as the key, so they are lost together, and
   starting at a best effort random value, either as the nonce value or
   as a component to its computation.



   The 6LN replies to the challenge with an NS(EARO) that includes a new
   Nonce option (shown as NonceLN in Figure 6), the CIPO (Section 4.3),
   and the NDPSO containing the signature.  Both Nonces are included in
   the signed material.  This provides a "contributory behavior", so
   that either party that knows it generates a good quality nonce knows
   that the protocol will be secure.



   The 6LR MUST store the information associated to a Crypto-ID on the
   first NS exchange where it appears in a fashion that the CIPO
   parameters can be retrieved from the Crypto-ID alone.



   The steps for the registration to the 6LR are as follows:



   Upon the first exchange with a 6LR, a 6LN will be challenged to prove
   ownership of the Crypto-ID and the Target Address being registered in
   the Neighbor Solicitation message.  When a 6LR receives a NS(EARO)
   registration with a new Crypto-ID as a ROVR, and unless the
   registration is rejected for another reason, it MUST challenge by
   responding with a NA(EARO) with a status of "Validation Requested".



   Upon receiving a first NA(EARO) with a status of "Validation
   Requested" from a 6LR, the registering node SHOULD retry its
   registration with a Crypto-ID Parameters Option (CIPO) (Section 4.3)
   that contains all the necessary material for building the Crypto-ID,
   the NonceLN that it generated, and the NDP signature (Section 4.4)
   option that proves its ownership of the Crypto-ID and intent of
   registering the Target Address.  In subsequent revalidation with the
   same 6LR, the 6LN MAY try to omit the CIPO to save bandwidth, with
   the expectation that the 6LR saved it.  If the validation fails and
   it gets challenged again, then it SHOULD add the CIPO again.



   In order to validate the ownership, the 6LR performs the same steps
   as the 6LN and rebuilds the Crypto-ID based on the parameters in the
   CIPO.  If the rebuilt Crypto-ID matches the ROVR, the 6LN also
   verifies the signature contained in the NDPSO option.  If at that
   point the signature in the NDPSO option can be verified, then the
   validation succeeds.  Otherwise the validation fails.



   If the 6LR fails to validate the signed NS(EARO), it responds with a
   status of "Validation Failed".  After receiving a NA(EARO) with a
   status of "Validation Failed", the registering node SHOULD try and
   alternate Crypto-Type and if even Crypto-Type 0 fails, it may try to
   register a different address in the NS message.




6.2. NDPSO generation and verification

   The signature generated by the 6LN to provide proof-of-ownership of
   the private-key is carried in the NDP Signature Option (NDPSO).  It
   is generated by the 6LN in a fashion that depends on the Crypto-Type
   (see Table 1 in Section 8.2) chosen by the 6LN as follows:



   *  Form the message to be signed, by concatenating the following
      byte-strings in the order listed:



1.  The 128‑bit Message Type tag [RFC3972] (in network byte
    order).  For this specification the tag is given in
    Section 8.1.  (The tag value has been generated by the editor
    of this specification on random.org).
2.  the CIPO
3.  the 16‑byte Target Address (in network byte order) sent in the
    Neighbor Solicitation (NS) message.  It is the address which
    the 6LN is registering with the 6LR and 6LBR.
4.  NonceLR received from the 6LR (in network byte order) in the
    Neighbor Advertisement (NA) message.  The nonce is at least 6
    bytes long as defined in [RFC3971].
5.  NonceLN sent from the 6LN (in network byte order).  The nonce
    is at least 6 bytes long as defined in [RFC3971].
6.  1‑byte Option Length of the EARO containing the Crypto‑ID.



   *  Apply the signature algorithm specified by the Crypto-Type using
      the private key.



   The 6LR on receiving the NDPSO and CIPO options first checks that the
   EARO Length in the CIPO matches the length of the EARO.  If so it
   regenerates the Crypto-ID based on the CIPO to make sure that the
   leftmost bits up to the size of the ROVR match.



   If and only if the check is successful, it tries to verify the
   signature in the NDPSO option using the following:



   *  Form the message to be verified, by concatenating the following
      byte-strings in the order listed:



1.  The 128‑bit Message Type tag given in Section 8.1 (in network
    byte order)
2.  the CIPO
3.  the 16‑byte Target Address (in network byte order) received in
    the Neighbor Solicitation (NS) message.  It is the address
    which the 6LN is registering with the 6LR and 6LBR.
4.  NonceLR sent in the Neighbor Advertisement (NA) message.  The
    nonce is at least 6 bytes long as defined in [RFC3971].

5.  NonceLN received from the 6LN (in network byte order) in the
    NS message.  The nonce is at least 6 bytes long as defined in
    [RFC3971].
6.  1‑byte EARO Length received in the CIPO.



   *  Verify the signature on this message with the public-key in the
      CIPO and the locally computed values using the signature algorithm
      specified by the Crypto-Type.  If the verification succeeds, the
      6LR propagates the information to the 6LBR using a EDAR/EDAC flow.



   *  Due to the first-come/first-serve nature of the registration, if
      the address is not registered to the 6LBR, then flow succeeds and
      both the 6LR and 6LBR add the state information about the Crypto-
      ID and Target Address being registered to their respective
      abstract database.




6.3. Multihop Operation

   A new 6LN that joins the network auto-configures an address and
   performs an initial registration to a neighboring 6LR with an NS
   message that carries an Address Registration Option (EARO) [RFC8505].



   In a multihop 6LoWPAN, the registration with Crypto-ID is propagated
   to 6LBR as shown in Figure 7, which illustrates the registration flow
   all the way to a 6LowPAN Backbone Router (6BBR) [BACKBONE-ROUTER].



6LN              6LR             6LBR            6BBR
 |                |               |                |
 |   NS(EARO)     |               |                |
 |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|               |                |
 |                | Extended DAR  |                |
 |                |‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|                |
 |                |               | proxy NS(EARO) |
 |                |               |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|
 |                |               |                | NS(DAD)
 |                |               |                | ‑‑‑‑‑‑>
 |                |               |                |
 |                |               |                | <wait>
 |                |               |                |
 |                |               | proxy NA(EARO) |
 |                |               |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|
 |                | Extended DAC  |                |
 |                |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑|                |
 |   NA(EARO)     |               |                |
 |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|               |                |
 |                |               |                |



                      Figure 7: (Re-)Registration Flow



   The 6LR and the 6LBR communicate using ICMPv6 Extended Duplicate
   Address Request (EDAR) and Extended Duplicate Address Confirmation
   (EDAC) messages [RFC8505] as shown in Figure 7.  This specification
   extends EDAR/EDAC messages to carry cryptographically generated ROVR.



   The assumption is that the 6LR and the 6LBR maintain a security
   association to authenticate and protect the integrity of the EDAR and
   EDAC messages, so there is no need to propagate the proof of
   ownership to the 6LBR.  The 6LBR implicitly trusts that the 6LR
   performs the verification when the 6LBR requires it, and if there is
   no further exchange from the 6LR to remove the state, that the
   verification succeeded.




7. Security Considerations


7.1. Brown Field

   Only 6LRs that are upgraded to this specification are capable to
   challenge a registration and repel an attack.  In a brown (mixed)
   network, an attacker may attach to a legacy 6LR and fool the 6LBR.
   So even if the "A" flag could be set at any time to test the protocol
   operation, the security will only be effective when all the 6LRs are
   upgraded.




7.2. Inheriting from RFC 3971

   Observations regarding the following threats to the local network in
   [RFC3971] also apply to this specification.



Neighbor Solicitation/Advertisement Spoofing:  Threats in section
   9.2.1 of RFC3971 apply.  AP‑ND counters the threats on NS(EARO)
   messages by requiring that the NDP Signature and CIPO options be
   present in these solicitations.

Duplicate Address Detection DoS Attack:  Inside the LLN, Duplicate
   Addresses are sorted out using the ROVR, which differentiates it
   from a movement.  A different ROVR for the same Registered address
   entails a rejection of the second registration [RFC8505].  DAD
   coming from the backbone are not forwarded over the LLN, which
   provides some protection against DoS attacks inside the resource‑
   constrained part of the network.  Over the backbone, the EARO
   option is present in NS/NA messages.  This protects against
   misinterpreting a movement for a duplication, and enables the
   backbone routers to determine which one has the freshest
   registration [RFC8505] and is thus the best candidate to validate
   the registration for the device attached to it [BACKBONE‑ROUTER].
   But this specification does not guarantee that the backbone router
   claiming an address over the backbone is not an attacker.

Router Solicitation and Advertisement Attacks:  This specification
   does not change the protection of RS and RA which can still be
   protected by SEND.

Replay Attacks  A nonce should never repeat for a single key, but
   nonces do not need to be unpredictable for secure operation.
   Using nonces (NonceLR and NonceLN) generated by both the 6LR and
   6LN ensure a contributory behavior that provides an efficient
   protection against replay attacks of the challenge/response flow.
   The quality of the protection by a random nonce depends on the
   random number generator and its parameters (e.g., sense of time).

Neighbor Discovery DoS Attack:  A rogue node that managed to access
   the L2 network may form many addresses and register them using AP‑
   ND.  The perimeter of the attack is all the 6LRs in range of the
   attacker.  The 6LR MUST protect itself against overflows and
   reject excessive registration with a status 2 "Neighbor Cache
   Full".  This effectively blocks another (honest) 6LN from
   registering to the same 6LR, but the 6LN may register to other
   6LRs that are in its range but not in that of the rogue.




7.3. Related to 6LoWPAN ND

   The threats and mediations discussed in 6LoWPAN ND [RFC6775][RFC8505]
   also apply here, in particular denial-of-service attacks against the
   registry at the 6LR or 6LBR.



   Secure ND [RFC3971] forces the IPv6 address to be cryptographic since
   it integrates the CGA as the IID in the IPv6 address.  In contrast,
   this specification saves about 1Kbyte in every NS/NA message.  Also,
   this specification separates the cryptographic identifier from the
   registered IPv6 address so that a node can have more than one IPv6
   address protected by the same cryptographic identifier.



   With this specification the 6LN can freely form its IPv6 address(es)
   in any fashion, thereby enabling either 6LoWPAN compression for IPv6
   addresses that are derived from Layer-2 addresses, or temporary
   addresses, e.g., formed pseudo-randomly and released in relatively
   short cycles for privacy reasons [RFC8064][RFC8065], that cannot be
   compressed.



   This specification provides added protection for addresses that are
   obtained following due procedure [RFC8505] but does not constrain the
   way the addresses are formed or the number of addresses that are used
   in parallel by a same entity.  A rogue may still perform denial-of-
   service attack against the registry at the 6LR or 6LBR, or attempt to
   deplete the pool of available addresses at Layer-2 or Layer-3.




7.4. Compromised 6LR

   This specification distributes the challenge and its validation at
   the edge of the network, between the 6LN and its 6LR.  This protects
   against DOS attacks targeted at that central 6LBR.  This also saves
   back and forth exchanges across a potentially large and constrained
   network.



   The downside is that the 6LBR needs to trust the 6LR for performing
   the checking adequately, and the communication between the 6LR and
   the 6LBR must be protected to avoid tampering with the result of the
   test.



   If a 6LR is compromised, and provided that it knows the ROVR field
   used by the real owner of the address, the 6LR may pretend that the
   owner has moved, is now attached to it and has successfully passed
   the Crpto-ID validation.  The 6LR may then attract and inject traffic
   at will on behalf of that address or let a rogue take ownership of
   the address.




7.5. ROVR Collisions

   A collision of Registration Ownership Verifiers (ROVR) (i.e., the
   Crypto-ID in this specification) is possible, but it is a rare event.
   Assuming in the calculations/discussion below that the hash used for
   calculating the Crypto-ID is a well-behaved cryptographic hash and
   thus that random collisions are the only ones possible, the formula
   (birthday paradox) for calculating the probability of a collision is
   1 - e^{-p^2/(2n)} where n is the maximum population size (2^64 here,
   1.84E19) and p is the actual population (number of nodes, assuming
   one Crypto-ID per node).



   If the Crypto-ID is 64-bits (the least possible size allowed), the
   chance of a collision is 0.01% for network of 66 million nodes.
   Moreover, the collision is only relevant when this happens within one
   stub network (6LBR).  In the case of such a collision, a third party
   node would be able to claim the registered address of an another
   legitimate node, provided that it wishes to use the same address.  To
   prevent address disclosure and avoid the chances of collision on both
   the ROVR and the address, it is RECOMMENDED that nodes do not derive
   the address being registered from the ROVR.




7.6. Implementation Attacks

   The signature schemes referenced in this specification comply with
   NIST [FIPS186-4] or Crypto Forum Research Group (CFRG) standards
   [RFC8032] and offer strong algorithmic security at roughly 128-bit
   security level.  These signature schemes use elliptic curves that
   were either specifically designed with exception-free and constant-
   time arithmetic in mind [RFC7748] or where one has extensive
   implementation experience of resistance to timing attacks
   [FIPS186-4].



   However, careless implementations of the signing operations could
   nevertheless leak information on private keys.  For example, there
   are micro-architectural side channel attacks that implementors should
   be aware of [breaking-ed25519].  Implementors should be particularly
   aware that a secure implementation of Ed25519 requires a protected
   implementation of the hash function SHA-512, whereas this is not
   required with implementations of the hash function SHA-256 used with
   ECDSA256 and ECDSA25519.




7.7. Cross-Algorithm and Cross-Protocol Attacks

   The keypair used in this specification can be self-generated and the
   public key does not need to be exchanged, e.g., through certificates,
   with a third party before it is used.



   New keypairs can be formed for new registration as the node desires.
   On the other hand, it is safer to allocate a keypair that is used
   only for the address protection and only for one instantiation of the
   signature scheme (which includes choice of elliptic curve domain
   parameters, used hash function, and applicable representation
   conventions).



   The same private key MUST NOT be reused with more than one
   instantiation of the signature scheme in this specification.  The
   same private key MUST NOT be used for anything other than computing
   NDPSO signatures per this specification.



   ECDSA shall be used strictly as specified in [FIPS186-4].  In
   particular, each signing operation of ECDSA MUST use randomly
   generated ephemeral private keys and MUST NOT reuse these ephemeral
   private keys k accross signing operations.  This precludes the use of
   deterministic ECDSA without a random input for determination of k,
   which is deemed dangerous for the intended applications this document
   aims to serve.




7.8. Public Key Validation

   Public keys contained in the CIPO field (which are used for signature
   verification) shall be verified to be correctly formed, by checking
   that this public key is indeed a point of the elliptic curve
   indicated by the Crypto-Type and that this point does have the proper
   order.



For points used with the signature scheme Ed25519, one MUST check
that this point is not a point in the small subgroup (see
Appendix B.1 of [CURVE‑REPR]); for points used with the signature
scheme ECDSA (i.e., both ECDSA256 and ECDSA25519), one MUST check
that the point has the same order as the base point of the curve in
question.  This is commonly called full public key validation (again,
see Appendix B.1 of [CURVE‑REPR]).




7.9. Correlating Registrations

   The ROVR field in the EARO introduced in [RFC8505] extends the EUI-64
   field of the ARO defined in [RFC6775].  One of the drawbacks of using
   an EUI-64 as ROVR is that an attacker that is aware of the
   registrations can correlate traffic for a same 6LN across multiple
   addresses.  Section 3 of [RFC8505] indicates that the ROVR and the
   address being registered are decoupled.  A 6LN may use a same ROVR
   for multiple registrations or a different ROVR per registration, and
   the IID must not derive from the ROVR.  In theory different 6LNs
   could use a same ROVR as long as they do not attempt to register the
   same address.



   The Modifier used in the computation of the Crypto-ID enables a 6LN
   to build different Crypto-IDs for different addresses with a same
   keypair.  Using that facility improves the privacy of the 6LN as the
   expense of storage in the 6LR, which will need to store multiple
   CIPOs that contain the same public key.  Note that if the attacker is
   the 6LR, then the Modifier alone does not provide a protection, and
   the 6LN would need to use different keys and MAC addresses in an
   attempt to obfuscate its multiple ownership.




8. IANA considerations


8.1. CGA Message Type

   This document defines a new 128-bit value of a Message Type tag under
   the CGA Message Type [RFC3972] name space: 0x8701 55c8 0cca dd32 6ab7
   e415 f148 84d0.




8.2. Crypto-Type Subregistry

   IANA is requested to create a new subregistry "Crypto-Type
   Subregistry" in the "Internet Control Message Protocol version 6
   (ICMPv6) Parameters".  The registry is indexed by an integer in the
   interval 0..255 and contains an Elliptic Curve, a Hash Function, a
   Signature Algorithm, Representation Conventions, Public key size, and
   Signature size, as shown in Table 1, which together specify a
   signature scheme (and which are fully specified in Appendix B).



   The following Crypto-Type values are defined in this document:



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Crypto‑Type    |   0 (ECDSA256)  | 1 (Ed25519)  |  2 (ECDSA25519) |
| value          |                 |              |                 |
+================+=================+==============+=================+
| Elliptic curve |    NIST P‑256   |  Curve25519  |    Curve25519   |
|                |   [FIPS186‑4]   |  [RFC7748]   |    [RFC7748]    |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Hash function  |SHA‑256 [RFC6234]|   SHA‑512    |SHA‑256 [RFC6234]|
|                |                 |  [RFC6234]   |                 |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Signature      |ECDSA [FIPS186‑4]|   Ed25519    |ECDSA [FIPS186‑4]|
| algorithm      |                 |  [RFC8032]   |                 |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Representation |   Weierstrass,  |   Edwards,   |   Weierstrass,  |
| conventions    | (un)compressed, | compressed,  | (un)compressed, |
|                |  MSB/msb first, |LSB/lsb first,|  MSB/msb first, |
|                |    [RFC7518]    |  [RFC8037]   |   [CURVE‑REPR]  |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|Public key size |   33/65 bytes   |   32 bytes   |   33/65 bytes   |
|                |   (compressed/  | (compressed) |   (compressed/  |
|                |  uncompressed)  |              |  uncompressed)  |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Signature size |     64 bytes    |   64 bytes   |     64 bytes    |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Defining       |     This_RFC    |   This_RFC   |     This_RFC    |
| specification  |                 |              |                 |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                           Table 1: Crypto-Types



   New Crypto-Type values providing similar or better security may be
   defined in the future.



   Assignment of new values for new Crypto-Type MUST be done through
   IANA with either "Specification Required" or "IESG Approval" as
   defined in BCP 26 [RFC8126].




8.3. IPv6 ND option types

   This document registers two new ND option types under the subregistry
   "IPv6 Neighbor Discovery Option Formats":



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|         Option Name          | Suggested Value | Reference     |
+==============================+=================+===============+
| NDP Signature Option (NDPSO) |        38       | This document |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Crypto‑ID Parameters Option  |        39       | This document |
|            (CIPO)            |                 |               |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                         Table 2: New ND options




8.4. New 6LoWPAN Capability Bit

   IANA is requested to make additions to the Subregistry for "6LoWPAN
   Capability Bits" created for [RFC7400] as follows:



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+
| Capability Bit | Description           | Document |
+================+=======================+==========+
|       09       | AP‑ND Enabled (1 bit) | This_RFC |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+



                    Table 3: New 6LoWPAN Capability Bit
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Appendix A. Requirements Addressed in this Document

   In this section we state requirements of a secure neighbor discovery
   protocol for low-power and lossy networks.



*  The protocol MUST be based on the Neighbor Discovery Optimization
   for Low‑power and Lossy Networks protocol defined in [RFC6775].
   RFC6775 utilizes optimizations such as host‑initiated interactions
   for sleeping resource‑constrained hosts and elimination of
   multicast address resolution.
*  New options to be added to Neighbor Solicitation messages MUST
   lead to small packet sizes, especially compared with existing
   protocols such as SEcure Neighbor Discovery (SEND).  Smaller
   packet sizes facilitate low‑power transmission by resource‑
   constrained nodes on lossy links.
*  The support for this registration mechanism SHOULD be extensible
   to more LLN links than IEEE 802.15.4 only.  Support for at least
   the LLN links for which a 6lo "IPv6 over foo" specification
   exists, as well as Low‑Power Wi‑Fi SHOULD be possible.
*  As part of this extension, a mechanism to compute a unique
   Identifier should be provided with the capability to form a Link
   Local Address that SHOULD be unique at least within the LLN
   connected to a 6LBR.
*  The Address Registration Option used in the ND registration SHOULD
   be extended to carry the relevant forms of Unique Interface
   Identifier.
*  The Neighbor Discovery should specify the formation of a site‑
   local address that follows the security recommendations from
   [RFC7217].





Appendix B. Representation Conventions


B.1. Signature Schemes

   The signature scheme ECDSA256 corresponding to Crypto-Type 0 is
   ECDSA, as specified in [FIPS186-4], instantiated with the NIST prime
   curve P-256, as specified in Appendix B of [FIPS186-4], and the hash
   function SHA-256, as specified in [RFC6234], where points of this
   NIST curve are represented as points of a short-Weierstrass curve
   (see [FIPS186-4]) and are encoded as octet strings in most-
   significant-bit first (msb) and most-significant-byte first (MSB)
   order.  The signature itself consists of two integers (r and s),
   which are each encoded as fixed-size octet strings in most-
   significant-bit first and most-significant-byte first order.  For
   details on ECDSA, see [FIPS186-4]; for details on the encoding of
   public keys, see Appendix B.3; for details on the signature encoding,
   see Appendix B.2.



   The signature scheme Ed25519 corresponding to Crypto-Type 1 is EdDSA,
   as specified in [RFC8032], instantiated with the Montgomery curve
   Curve25519, as specified in [RFC7748], and the hash function SHA-512,
   as specified in [RFC6234], where points of this Montgomery curve are
   represented as points of the corresponding twisted Edwards curve
   Edwards25519 (see Appendix B.4) and are encoded as octet strings in
   least-significant-bit first (lsb) and least-significant-byte first
   (LSB) order.  The signature itself consists of a bit string that
   encodes a point of this twisted Edwards curve, in compressed format,
   and an integer encoded in least-significant-bit first and least-
   significant-byte first order.  For details on EdDSA, the encoding of
   public keys and that of signatures, see the specification of pure
   Ed25519 in [RFC8032].



   The signature scheme ECDSA25519 corresponding to Crypto-Type 2 is
   ECDSA, as specified in [FIPS186-4], instantiated with the Montgomery
   curve Curve25519, as specified in [RFC7748], and the hash function
   SHA-256, as specified in [RFC6234], where points of this Montgomery
   curve are represented as points of the corresponding short-
   Weierstrass curve Wei25519 (see Appendix B.4) and are encoded as
   octet strings in most-significant-bit first and most-significant-byte
   first order.  The signature itself consists of a bit string that
   encodes two integers, each encoded as fixed-size octet strings in
   most-significant-bit first and most-significant-byte first order.
   For details on ECDSA, see [FIPS186-4]; for details on the encoding of
   public keys, see Appendix B.3; for details on the signature encoding,
   see Appendix B.2




B.2. Representation of ECDSA Signatures

   With ECDSA, each signature is an ordered pair (r, s) of integers
   [FIPS186-4], where each integer is represented as a 32-octet string
   according to the Field Element to Octet String conversion rules in
   [SEC1] and where the ordered pair of integers is represented as the
   rightconcatenation of these representation values (thereby resulting
   in a 64-octet string).  The inverse operation checks that the
   signature is a 64-octet string and represents the left-side and
   right-side halves of this string (each a 32-octet string) as the
   integers r and s, respectively, using the Octet String to Field
   Element conversion rules in [SEC1].




B.3. Representation of Public Keys Used with ECDSA

   ECDSA is specified to be used with elliptic curves in short-
   Weierstrass form.  Each point of such a curve is represented as an
   octet string using the Elliptic Curve Point to Octet String
   conversion rules in [SEC1], where point compression may be enabled
   (which is indicated by the leftmost octet of this representation).
   The inverse operation converts an octet string to a point of this
   curve using the Octet String to Elliptic Curve Point conversion rules
   in [SEC1], whereby the point is rejected if this is the so-called
   point at infinity.  (This is the case if the input to this inverse
   operation is an octet string of length 1.)




B.4. Alternative Representations of Curve25519

   The elliptic curve Curve25519, as specified in [RFC7748], is a so-
   called Montgomery curve.  Each point of this curve can also be
   represented as a point of a twisted Edwards curve or as a point of an
   elliptic curve in short-Weierstrass form, via a coordinate
   transformation (a so-called isomorphic mapping).  The parameters of
   the Montgomery curve and the corresponding isomorphic curves in
   twisted Edwards curve and short-Weierstrass form are as indicated
   below.  Here, the domain parameters of the Montgomery curve
   Curve25519 and of the twisted Edwards curve Edwards25519 are as
   specified in [RFC7748]; the domain parameters of the elliptic curve
   Wei25519 in short-Weierstrass curve comply with Section 6.1.1 of
   [FIPS186-4].  For further details on these curves and on the
   coordinate transformations referenced above, see [CURVE-REPR].



   General parameters (for all curve models):



p  2^{255}‑19
   (=0x7fffffff ffffffff ffffffff ffffffff ffffffff ffffffff ffffffff
   ffffffed)
h  8
n
   723700557733226221397318656304299424085711635937990760600195093828
   5454250989
   (=2^{252} + 0x14def9de a2f79cd6 5812631a 5cf5d3ed)




   Montgomery curve-specific parameters (for Curve25519):



A  486662
B  1
Gu  9 (=0x9)

Gv
   147816194475895447910205935684099868872646061346164752889648818377
   55586237401
   (=0x20ae19a1 b8a086b4 e01edd2c 7748d14c 923d4d7e 6d7c61b2 29e9c5a2
   7eced3d9)




   Twisted Edwards curve-specific parameters (for Edwards25519):



a  ‑1 (‑0x01)
d  ‑121665/121666
   (=3709570593466943934313808350875456518954211387984321901638878553
   3085940283555)
   (=0x52036cee 2b6ffe73 8cc74079 7779e898 00700a4d 4141d8ab 75eb4dca
   135978a3)
Gx
   151122213495354007725011514095885315114540126930418572060461132839
   49847762202
   (=0x216936d3 cd6e53fe c0a4e231 fdd6dc5c 692cc760 9525a7b2 c9562d60
   8f25d51a)
Gy  4/5
   (=4631683569492647816942839400347516314130799386625622561578303360
   3165251855960)
   (=0x66666666 66666666 66666666 66666666 66666666 66666666 66666666
   66666658)




   Weierstrass curve-specific parameters (for Wei25519):



a
   192986815395526992372618308347813179755449974442734273399095973345
   73241639236
   (=0x2aaaaaaa aaaaaaaa aaaaaaaa aaaaaaaa aaaaaaaa aaaaaaaa aaaaaa98
   4914a144)
b
   557517466698189089076452890782571408182411037279010123152944008379
   56729358436
   (=0x7b425ed0 97b425ed 097b425e d097b425 ed097b42 5ed097b4 260b5e9c
   7710c864)
GX
   192986815395526992372618308347813179755449974442734273399095973346
   52188435546
   (=0x2aaaaaaa aaaaaaaa aaaaaaaa aaaaaaaa aaaaaaaa aaaaaaaa aaaaaaaa
   aaad245a)
GY
   147816194475895447910205935684099868872646061346164752889648818377
   55586237401



      (=0x20ae19a1 b8a086b4 e01edd2c 7748d14c 923d4d7e 6d7c61b2 29e9c5a2
      7eced3d9)
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Abstract

   This document updates RFC 6775 and RFC 8505 in order to enable proxy
   services for IPv6 Neighbor Discovery by Routing Registrars called
   Backbone Routers.  Backbone Routers are placed along the wireless
   edge of a Backbone, and federate multiple wireless links to form a
   single Multi-Link Subnet.




Status of This Memo

   This Internet-Draft is submitted in full conformance with the
   provisions of BCP 78 and BCP 79.



   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF).  Note that other groups may also distribute
   working documents as Internet-Drafts.  The list of current Internet-
   Drafts is at https://datatracker.ietf.org/drafts/current/.



   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
   time.  It is inappropriate to use Internet-Drafts as reference
   material or to cite them other than as "work in progress."



   This Internet-Draft will expire on 24 September 2020.
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1. Introduction

   IEEE STD. 802.1 [IEEEstd8021] Ethernet Bridging provides an efficient
   and reliable broadcast service for wired networks; applications and
   protocols have been built that heavily depend on that feature for
   their core operation.  Unfortunately, Low-Power Lossy Networks (LLNs)
   and local wireless networks generally do not provide the broadcast
   capabilities of Ethernet Bridging in an economical fashion.



   As a result, protocols designed for bridged networks that rely on
   multicast and broadcast often exhibit disappointing behaviours when
   employed unmodified on a local wireless medium (see
   [I-D.ietf-mboned-ieee802-mcast-problems]).



   Wi-Fi [IEEEstd80211] Access Points (APs) deployed in an Extended
   Service Set (ESS) act as Ethernet Bridges [IEEEstd8021], with the
   property that the bridging state is established at the time of
   association.  This ensures connectivity to the end node (the Wi-Fi
   STA) and protects the wireless medium against broadcast-intensive
   Transparent Bridging reactive Lookups.  In other words, the
   association process is used to register the MAC Address of the STA to
   the AP.  The AP subsequently proxies the bridging operation and does
   not need to forward the broadcast Lookups over the radio.



   In the same way as Transparent Bridging, IPv6 [RFC8200] Neighbor
   Discovery [RFC4861] [RFC4862] Protocol (IPv6 ND) is a reactive
   protocol, based on multicast transmissions to locate an on-link
   correspondent and ensure the uniqueness of an IPv6 address.  The
   mechanism for Duplicate Address Detection (DAD) [RFC4862] was
   designed for the efficient broadcast operation of Ethernet Bridging.
   Since broadcast can be unreliable over wireless media, DAD often
   fails to discover duplications [I-D.yourtchenko-6man-dad-issues].  In
   practice, the fact that IPv6 addresses very rarely conflict is mostly
   attributable to the entropy of the 64-bit Interface IDs as opposed to
   the succesful operation of the IPv6 ND duplicate address detection
   and resolution mechanisms.



   The IPv6 ND Neighbor Solicitation (NS) [RFC4861] message is used for
   DAD and address Lookup when a node moves, or wakes up and reconnects
   to the wireless network.  The NS message is targeted to a Solicited-
   Node Multicast Address (SNMA) [RFC4291] and should in theory only
   reach a very small group of nodes.  But in reality, IPv6 multicast
   messages are typically broadcast on the wireless medium, and so they
   are processed by most of the wireless nodes over the subnet (e.g.,
   the ESS fabric) regardless of how few of the nodes are subscribed to
   the SNMA.  As a result, IPv6 ND address Lookups and DADs over a large
   wireless and/or a LowPower Lossy Network (LLN) can consume enough
   bandwidth to cause a substantial degradation to the unicast traffic
   service.



   Because IPv6 ND messages sent to the SNMA group are broadcast at the
   radio MAC Layer, wireless nodes that do not belong to the SNMA group
   still have to keep their radio turned on to listen to multicast NS
   messages, which is a waste of energy for them.  In order to reduce
   their power consumption, certain battery-operated devices such as IoT
   sensors and smartphones ignore some of the broadcasts, making IPv6 ND
   operations even less reliable.



   These problems can be alleviated by reducing the IPv6 ND broadcasts
   over wireless access links.  This has been done by splitting the
   broadcast domains and routing between subnets, at the extreme by
   assigning a /64 prefix to each wireless node (see [RFC8273]).  But
   deploying a single large subnet can still be attractive to avoid
   renumbering in situations that involve large numbers of devices and
   mobility within a bounded area.



   A way to reduce the propagation of IPv6 ND broadcast in the wireless
   domain while preserving a large single subnet is to form a Multi-Link
   Subnet (MLSN).  Each Link in the MLSN, including the backbone, is its
   own broadcast domain.  A key property of MLSNs is that Link-Local
   unicast traffic, link-scope multicast, and traffic with a hop limit
   of 1 will not transit to nodes in the same subnet on a different
   link, something that may produce unexpected behavior in software that
   expects a subnet to be entirely contained within a single link.



   This specification considers a special type of MLSN with a central
   backbone that federates edge (LLN) links, each Link providing its own
   protection against rogue access and tempering or replaying packets.
   In particular, the use of classical IPv6 ND on the backbone requires
   that the all nodes are trusted and that rogue access to the backbone
   is prevented at all times (see Section 11).



   In that particular topology, ND proxies can be placed at the boundary
   of the edge links and the backbone to handle IPv6 ND on behalf of
   Registered Nodes and forward IPv6 packets back and forth.  The ND
   proxy enables the continuity of IPv6 ND operations beyond the
   backbone, and enables communication using Global or Unique Local
   Addresses between any pair of nodes in the MLSN.



   The 6LoWPAN Backbone Router (6BBR) is a Routing Registrar [RFC8505]
   that provides proxy-ND services.  A 6BBR acting as a Bridging Proxy
   provides a proxy-ND function with Layer-2 continuity and can be
   collocated with a Wi-Fi Access Point (AP) as prescribed by IEEE Std
   802.11 [IEEEstd80211].  A 6BBR acting as a Routing Proxy is
   applicable to any type of LLN, including LLNs that cannot be bridged
   onto the backbone, such as IEEE Std 802.15.4 [IEEEstd802154].



   Knowledge of which address to proxy for can be obtained by snooping
   the IPV6 ND protocol (see [I-D.bi-savi-wlan]), but it has been found
   to be unreliable.  An IPv6 address may not be discovered immediately
   due to a packet loss, or if a "silent" node is not currently using
   one of its addresses.  A change of state (e.g., due to movement) may
   be missed or misordered, leading to unreliable connectivity and
   incomplete knowledge of the state of the network.



   With this specification, the address to be proxied is signaled
   explicitly through a registration process.  A 6LoWPAN node (6LN)
   registers all its IPv6 Addresses using NS messages with an Extended
   Address Registration Option (EARO) as specified in [RFC8505] to a
   6LoWPAN Router (6LR) to which it is directly attached.  If the 6LR is
   a 6BBR then the 6LN is both the Registered Node and the Registering
   Node.  If not, then the 6LoWPAN Border Router (6LBR) that serves the
   LLN proxies the registration to the 6BBR.  In that case, the 6LN is
   the Registered Node and the 6LBR is the Registering Node.  The 6BBR
   performs IPv6 Neighbor Discovery (IPv6 ND) operations on its Backbone
   interface on behalf of the 6LNs that have registered addresses on its
   LLN interfaces without the need of a broadcast over the wireless
   medium.



   A Registering Node that resides on the backbone does not register to
   the SNMA groups associated to its Registered Addresses and defers to
   the 6BBR to answer or preferably forward to it as unicast the
   corresponding multicast packets.




2. Terminology


2.1. BCP 14

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.




2.2. New Terms

   This document introduces the following terminology:



Federated:  A subnet that comprises a Backbone and one or more
   (wireless) access links, is said to be federated into one Multi‑
   Link Subnet.  The proxy‑ND operation of 6BBRs over the Backbone
   extends IPv6 ND operation over the access links.

Sleeping Proxy:  A 6BBR acts as a Sleeping Proxy if it answers IPv6
   ND Neighbor Solicitations over the Backbone on behalf of the
   Registering Node that is in a sleep state and cannot answer in due
   time.

Routing Proxy:  A Routing Proxy provides IPv6 ND proxy functions and
   enables the MLSN operation over federated links that may not be
   compatible for bridging.  The Routing Proxy advertises its own MAC
   Address as the Target Link Layer Address (TLLA) in the proxied NAs



      over the Backbone, and routes at the Network Layer between the
      federated links.



Bridging Proxy:  A Bridging Proxy provides IPv6 ND proxy functions
   while preserving forwarding continuity at the MAC Layer.  In that
   case, the MAC Address and the mobility of the Registering Node is
   visible across the bridged Backbone.  The Bridging Proxy
   advertises the MAC Address of the Registering Node as the TLLA in
   the proxied NAs over the Backbone, and proxies ND for all unicast
   addresses including Link‑Local Addresses.  Instead of replying on
   behalf of the Registering Node, a Bridging Proxy will preferably
   forward the NS Lookup and NUD messages that target the Registered
   Address to the Registering Node as unicast frames and let it
   respond in its own.

Binding Table:  The Binding Table is an abstract database that is
   maintained by the 6BBR to store the state associated with its
   registrations.

Binding:  A Binding is an abstract state associated to one
   registration, in other words one entry in the Binding Table.





2.3. Abbreviations

   This document uses the following abbreviations:



6BBR:  6LoWPAN Backbone Router
6LBR:  6LoWPAN Border Router
6LN:  6LoWPAN Node
6LR:  6LoWPAN Router
ARO:  Address Registration Option
DAC:  Duplicate Address Confirmation
DAD:  Duplicate Address Detection
DAR:  Duplicate Address Request
EARO:  Extended Address Registration Option
EDAC:  Extended Duplicate Address Confirmation
EDAR:  Extended Duplicate Address Request
DODAG:  Destination‑Oriented Directed Acyclic Graph
ID:  Identifier
LLN:  Low‑Power and Lossy Network
NA:  Neighbor Advertisement
MAC:  Medium Access Control
NCE:  Neighbor Cache Entry
ND:  Neighbor Discovery
NDP:  Neighbor Discovery Protocol
NS:  Neighbor Solicitation

NS(DAD):  NDP NS message used for the purpose of duplication
   avoidance (multicast)
NS(Lookup):  NDP NS message used for the purpose of address
   resolution (multicast)
NS(NUD):  NDP NS message used for the purpose of unreachability
   detection (unicast)
NUD:  Neighbor Unreachability Detection
ROVR:  Registration Ownership Verifier
RPL:  IPv6 Routing Protocol for LLNs
RA:  Router Advertisement
RS:  Router Solicitation
SNMA:  Solicited‑Node Multicast Address
LLA:  Link Layer Address (aka MAC address)
SLLA:  Source Link Layer Address
TLLA:  Target Link Layer Address
TID:  Transaction ID





2.4. References

   In this document, readers will encounter terms and concepts that are
   discussed in the following documents:



Classical IPv6 ND:  "Neighbor Discovery for IP version 6" [RFC4861],
   "IPv6 Stateless Address Autoconfiguration" [RFC4862] and
   "Optimistic Duplicate Address Detection" [RFC4429],

IPv6 ND over multiple links:  "Neighbor Discovery Proxies (proxy‑ND)"
   [RFC4389] and "Multi‑Link Subnet Issues" [RFC4903],

6LoWPAN:  "Problem Statement and Requirements for IPv6 over Low‑Power
   Wireless Personal Area Network (6LoWPAN) Routing" [RFC6606], and

6LoWPAN ND:  Neighbor Discovery Optimization for Low‑Power and Lossy
   Networks [RFC6775], "Registration Extensions for 6LoWPAN Neighbor
   Discovery" [RFC8505], and " Address Protected Neighbor Discovery
   for Low‑power and Lossy Networks" [I‑D.ietf‑6lo‑ap‑nd].




3. Overview

   This section and its subsections present a non-normative high level
   view of the operation of the 6BBR.  The following sections cover the
   normative part.



   Figure 1 illustrates a backbone link that federates a collection of
   LLNs as a single IPv6 Subnet, with a number of 6BBRs providing proxy-
   ND services to their attached LLNs.



             |
          +‑‑‑‑‑+               +‑‑‑‑‑+       +‑‑‑‑‑+ IPv6
(default) |     |    (Optional) |     |       |     | Node
   Router |     |          6LBR |     |       |     | or
          +‑‑‑‑‑+               +‑‑‑‑‑+       +‑‑‑‑‑+ 6LN
             |  Backbone side      |             |
 ‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑+‑‑‑‑‑
     |                         |                      |
  +‑‑‑‑‑‑+                 +‑‑‑‑‑‑+                +‑‑‑‑‑‑+
  | 6BBR |                 | 6BBR |                | 6BBR |
  |      |                 |      |                |      |
  +‑‑‑‑‑‑+                 +‑‑‑‑‑‑+                +‑‑‑‑‑‑+
     o     Wireless side   o   o  o      o           o o
 o o   o  o  o   o  o  o o   o  o  o   o o  o  o  o o     o   o
o  o o  o o   o o  o   o   o  o  o  o       o     o  o  o o o
o   o  o  o  o  o   o  o  o  LLN  o   o  o  o  o   o   o  o   o
  o   o o   o   o   o  o     o  o    o      o     o     o o
 o     o                o



                Figure 1: Backbone Link and Backbone Routers



   The LLN may be a hub-and-spoke access link such as (Low-Power) IEEE
   STD. 802.11 (Wi-Fi) [IEEEstd80211] and IEEE STD. 802.15.1 (Bluetooth)
   [IEEEstd802151], or a Mesh-Under or a Route-Over network [RFC8505].
   The proxy state can be distributed across multiple 6BBRs attached to
   the same Backbone.



   The main features of a 6BBR are as follows:



   *  Multi-Link-subnet functions (provided by the 6BBR on the backbone)
      performed on behalf of Registered Nodes, and



   *  Routing registrar services that reduce multicast within the LLN:



‑  Binding Table management
‑  failover, e.g., due to mobility



   Each Backbone Router (6BBR) maintains a data structure for its
   Registered Addresses called a Binding Table.  The abstract data that
   is stored in the Binding Table includes the Registered Address,
   anchor information on the Registering Node such as connecting
   interface, Link-Local Address and Link-Layer Address of the
   Registering Node on that interface, the EARO including ROVR and TID,
   a state that can be either Reachable, Tentative, or Stale, and other
   information such as a trust level that may be configured, e.g., to
   protect a server.  The combined Binding Tables of all the 6BBRs on a
   backbone form a distributed database of Registered Nodes that reside
   in the LLNs or on the IPv6 Backbone.



   Unless otherwise configured, a 6BBR does the following:



   *  Create a new entry in a Binding Table for a new Registered Address
      and ensure that the Address is not duplicated over the Backbone.



   *  Advertise a Registered Address over the Backbone using an NA
      message, either unsolicited or as a response to a NS message.
      This includes joining the multicast group associated to the SNMA
      derived from the Registered Address as specified in section 7.2.1.
      of [RFC4861] over the Backbone.



   *  The 6BBR MAY respond immediately as a Proxy in lieu of the
      Registering Node, e.g., if the Registering Node has a sleeping
      cycle that the 6BBR does not want to interrupt, or if the 6BBR has
      a recent state that is deemed fresh enough to permit the proxied
      response.  It is preferred, though, that the 6BBR checks whether
      the Registering Node is still responsive on the Registered
      Address.  To that effect:



‑ as a Bridging Proxy:
   the 6BBR forwards the multicast DAD and Address Lookup messages
   as a unicast MAC‑Layer frames to the MAC address of the
   Registering Node that matches the Target in the ND message, and
   forwards as is the unicast Neighbor Unreachability Detection
   (NUD) messages, so as to let the Registering Node answer with
   the ND Message and options that it sees fit;
‑ as a Routing Proxy:
   the 6BBR checks the liveliness of the Registering Node, e.g.,
   using a NUD verification, before answering on its behalf.



   *  Deliver packets arriving from the LLN, using Neighbor Solicitation
      messages to look up the destination over the Backbone.



   *  Forward or bridge packets between the LLN and the Backbone.



   *  Verify liveness for a registration, when needed.



   The first of these functions enables the 6BBR to fulfill its role as
   a Routing Registrar for each of its attached LLNs.  The remaining
   functions fulfill the role of the 6BBRs as the border routers that
   federate the Multi-link IPv6 subnet.



   The operation of IPv6 ND and of proxy-ND are not mutually exclusive
   on the Backbone, meaning that nodes attached to the Backbone and
   using IPv6 ND can transparently interact with 6LNs that rely on a
   6BBR to proxy ND for them, whether the 6LNs are reachable over an LLN
   or directly attached to the Backbone.



   The [RFC8505] registration mechanism used to learn addresses to be
   proxied may co-exist in a 6BBR with a proprietary snooping or the
   traditional bridging functionality of an Access Point, in order to
   support legacy LLN nodes that do not support this specification.



   The registration to a proxy service uses an NS/NA exchange with EARO.
   The 6BBR operation resembles that of a Mobile IPv6 (MIPv6) [RFC6275]
   Home Agent (HA).  The combination of a 6BBR and a MIPv6 HA enables
   full mobility support for 6LNs, inside and outside the links that
   form the subnet.



   The 6BBRs performs IPv6 ND functions over the backbone as follows:



   *  The EARO [RFC8505] is used in the IPv6 ND exchanges over the
      Backbone between the 6BBRs to help distinguish duplication from
      movement.  Extended Duplicate Address Messages (EDAR and EDAC) may
      also be used to communicate with a 6LBR, if one is present.
      Address duplication is detected using the ROVR field.  Conflicting
      registrations to different 6BBRs for the same Registered Address
      are resolved using the TID field which forms an order of
      registrations.



   *  The Link Layer Address (LLA) that the 6BBR advertises for the
      Registered Address on behalf of the Registered Node over the
      Backbone can belong to the Registering Node; in that case, the
      6BBR (acting as a Bridging Proxy (see Section 8)) bridges the
      unicast packets.  Alternatively, the LLA can be that of the 6BBR
      on the Backbone interface, in which case the 6BBR (acting as a
      Routing Proxy (see Section 7)) receives the unicast packets at
      Layer 3 and routes over.




3.1. Updating RFC 6775 and RFC 8505

   This specification adds the EARO as a possible option in RS, NS(DAD)
   and NA messages over the backbone.  This document specifies the use
   of those ND messages by 6BBRs over the backbone, at a high level in
   Section 6 and in more detail in Section 9.



   Note: [RFC8505] requires that the registration NS(EARO) contains an
   Source Link Layer Address Option (SLLAO).  [RFC4862] requires that
   the NS(DAD) is sent from the unspecified address for which there
   cannot be a SLLAO.  Consequently, an NS(DAD) cannot be confused with
   a registration.



   This specification allows to deploy a 6LBR on the backbone where EDAR
   and EDAC messages coexist with classical ND.  It also adds the
   capability to insert IPv6 ND options in the EDAR and EDAC messages.
   A 6BBR acting as a 6LR for the Registered Address can insert an SLLAO
   in the EDAR to the 6LBR in order to avoid a Lookup back.  This
   enables the 6LBR to store the MAC address associated to the
   Registered Address on a Link and to serve as a mapping server as
   described in [I-D.thubert-6lo-unicast-lookup].



   This specification allows for an address to be registered to more
   than one 6BBR.  Consequently a 6LBR that is deployed on the backbone
   MUST be capable of maintaining state for each of the 6BBR having
   registered with the same TID and same ROVR.




3.2. Access Link

   The simplest Multi-Link Subnet topology from the Layer 3 perspective
   occurs when the wireless network appears as a single hop hub-and-
   spoke network as shown in Figure 2.  The Layer 2 operation may
   effectively be hub-and-spoke (e.g., Wi-Fi) or Mesh-Under, with a
   Layer 2 protocol handling the complex topology.



              |
           +‑‑‑‑‑+               +‑‑‑‑‑+       +‑‑‑‑‑+ IPv6
 (default) |     |    (Optional) |     |       |     | Node
    Router |     |          6LBR |     |       |     | or
           +‑‑‑‑‑+               +‑‑‑‑‑+       +‑‑‑‑‑+ 6LN
              |  Backbone side      |             |
  ‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑+‑‑‑‑‑
      |                         |                      |
   +‑‑‑‑‑‑+                 +‑‑‑‑‑‑+                +‑‑‑‑‑‑+
   | 6BBR |                 | 6BBR |                | 6BBR |
   | 6LR  |                 | 6LR  |                | 6LR  |
   +‑‑‑‑‑‑+                 +‑‑‑‑‑‑+                +‑‑‑‑‑‑+
(6LN) (6LN) (6LN)       (6LN) (6LN) (6LN)          (6LN) (6LN)





                       Figure 2: Access Link Use case



   Figure 3 illustrates a flow where 6LN forms an IPv6 Address and
   registers it to a 6BBR acting as a 6LR [RFC8505].  The 6BBR applies
   ODAD (see Section 3.6) to the registered address to enable
   connectivity while the message flow is still in progress.



6LN(STA)         6BBR(AP)          6LBR          default GW
  |                 |                |                   |
  | LLN Access Link |  IPv6 Backbone  (e.g., Ethernet)   |
  |                 |                |                   |
  |  RS(multicast)  |                |                   |
  |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|                |                   |
  | RA(PIO, Unicast)|                |                   |
  |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|                |                   |
  |   NS(EARO)      |                |                   |
  |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|                |                   |
  |                 |  Extended DAR  |                   |
  |                 |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|                   |
  |                 |  Extended DAC  |                   |
  |                 |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|                   |
  |                 |                                    |
  |                 |     NS‑DAD(EARO, multicast)        |
  |                 |‑‑‑‑‑‑‑‑>                           |
  |                 |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|
  |                 |                                    |
  |                 |      RS(no SLLAO, for ODAD)        |
  |                 |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|
  |                 | if (no fresher Binding) NS(Lookup) |
  |                 |                   <‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|
  |                 |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|
  |                 |      NA(SLLAO, not(O), EARO)       |
  |                 |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|
  |                 |           RA(unicast)              |
  |                 |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|
  |                 |                                    |
  |           IPv6 Packets in optimistic mode            |
  |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|
  |                 |                                    |
  |                 |
  |  NA(EARO)       |<DAD timeout>
  |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|
  |                 |



   Figure 3: Initial Registration Flow to a 6BBR acting as Routing Proxy



   In this example, a 6LBR is deployed on the backbone link to serve the
   whole subnet, and EDAR / EDAC messages are used in combination with
   DAD to enable coexistence with IPv6 ND over the backbone.



   The RS sent initially by the 6LN (e.g., a Wi-Fi STA) is transmitted
   as a multicast but since it is intercepted by the 6BBR, it is never
   effectively broadcast.  The multiple arrows associated to the ND
   messages on the Backbone denote a real Layer 2 broadcast.




3.3. Route-Over Mesh

   A more complex Multi-Link Subnet topology occurs when the wireless
   network appears as a Layer 3 Mesh network as shown in Figure 4.  A
   so-called Route-Over routing protocol exposes routes between 6LRs
   towards both 6LRs and 6LNs, and a 6LBR acts as Root of the Layer 3
   Mesh network and proxy-registers the LLN addresses to the 6BBR.



               |
            +‑‑‑‑‑+               +‑‑‑‑‑+       +‑‑‑‑‑+ IPv6
  (default) |     |    (Optional) |     |       |     | Node
     Router |     |          6LBR |     |       |     | or
            +‑‑‑‑‑+               +‑‑‑‑‑+       +‑‑‑‑‑+ 6LN
               |  Backbone side      |             |
   ‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑+‑‑‑‑‑
       |                         |                      |
    +‑‑‑‑‑‑+                 +‑‑‑‑‑‑+                +‑‑‑‑‑‑+
    | 6BBR |                 | 6BBR |                | 6BBR |
    +‑‑‑‑‑‑+                 +‑‑‑‑‑‑+                +‑‑‑‑‑‑+
        |                        |                       |
    +‑‑‑‑‑‑+                 +‑‑‑‑‑‑+                +‑‑‑‑‑‑+
    | 6LBR |                 | 6LBR |                | 6LBR |
    +‑‑‑‑‑‑+                 +‑‑‑‑‑‑+                +‑‑‑‑‑‑+
   (6LN) (6LR) (6LN)       (6LR) (6LN) (6LR)      (6LR) (6LR)(6LN)
(6LN)(6LR) (6LR) (6LN)   (6LN) (6LR)(6LN) (6LR)  (6LR)  (6LR) (6LN)
  (6LR)(6LR) (6LR)         (6LR)  (6LR)(6LN)    (6LR) (6LR)(6LR)
(6LR)  (6LR)    (6LR)   (6LR) (6LN)(6LR) (6LR)    (6LR) (6LR) (6LR)
(6LN) (6LN)(6LN) (6LN) (6LN)       (6LN) (6LN)  (6LN)  (6LN) (6LN)



                     Figure 4: Route-Over Mesh Use case



   Figure 5 illustrates IPv6 signaling that enables a 6LN (the
   Registered Node) to form a Global or a Unique-Local Address and
   register it to the 6LBR that serves its LLN using [RFC8505] using a
   neighboring 6LR as relay.  The 6LBR (the Registering Node) then
   proxies the [RFC8505] registration to the 6BBR to obtain proxy-ND
   services from the 6BBR.



   The RS sent initially by the 6LN is a transmitted as a multicast and
   contained within 1-hop broadcast range where hopefully a 6LR is
   found.  The 6LR is expected to be already connected to the LLN and
   capable to reach the 6LBR, possibly multiple hops away, using unicast
   messages.



6LoWPAN Node        6LR             6LBR            6BBR
(mesh leaf)     (mesh router)   (mesh root)
     |               |               |               |
     |  6LoWPAN ND   |6LoWPAN ND     | 6LoWPAN ND    | IPv6 ND
     |   LLN link    |Route‑Over mesh|Ethernet/serial| Backbone
     |               |               |/Internal call |
     |  IPv6 ND RS   |               |               |
     |‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|               |               |
     |‑‑‑‑‑‑‑‑‑‑‑>   |               |               |
     |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>            |               |
     |  IPv6 ND RA   |               |               |
     |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑|               |               |
     |               |               |               |
     |  NS(EARO)     |               |               |
     |‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|               |               |
     | 6LoWPAN ND    | Extended DAR  |               |
     |               |‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|               |
     |               |               |  NS(EARO)     |
     |               |               |‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|
     |               |               |  (proxied)    | NS‑DAD
     |               |               |               |‑‑‑‑‑‑>
     |               |               |               | (EARO)
     |               |               |               |
     |               |               |  NA(EARO)     |<timeout>
     |               |               |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑|
     |               | Extended DAC  |               |
     |               |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑|               |
     |  NA(EARO)     |               |               |
     |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑|               |               |
     |               |               |               |



          Figure 5: Initial Registration Flow over Route-Over Mesh



   As a non-normative example of a Route-Over Mesh, the 6TiSCH
   architecture [I-D.ietf-6tisch-architecture] suggests using the RPL
   [RFC6550] routing protocol and collocating the RPL root with a 6LBR
   that serves the LLN.  The 6LBR is also either collocated with or
   directly connected to the 6BBR over an IPv6 Link.




3.4. The Binding Table

   Addresses in an LLN that are reachable from the Backbone by way of
   the 6BBR function must be registered to that 6BBR, using an NS(EARO)
   with the R flag set [RFC8505].  The 6BBR answers with an NA(EARO) and
   maintains a state for the registration in an abstract Binding Table.



   An entry in the Binding Table is called a "Binding".  A Binding may
   be in Tentative, Reachable or Stale state.



   The 6BBR uses a combination of [RFC8505] and IPv6 ND over the
   Backbone to advertise the registration and avoid a duplication.
   Conflicting registrations are solved by the 6BBRs, transparently to
   the Registering Nodes.



   Only one 6LN may register a given Address, but the Address may be
   registered to Multiple 6BBRs for higher availability.



   Over the LLN, Binding Table management is as follows:



   *  De-registrations (newer TID, same ROVR, null Lifetime) are
      accepted with a status of 4 ("Removed"); the entry is deleted;



   *  Newer registrations (newer TID, same ROVR, non-null Lifetime) are
      accepted with a status of 0 (Success); the Binding is updated with
      the new TID, the Registration Lifetime and the Registering Node;
      in Tentative state the EDAC response is held and may be
      overwritten; in other states the Registration Lifetime timer is
      restarted and the entry is placed in Reachable state.



   *  Identical registrations (same TID, same ROVR) from the same
      Registering Node are accepted with a status of 0 (Success).  In
      Tentative state, the response is held and may be overwritten, but
      the response is eventually produced, carrying the result of the
      DAD process;



   *  Older registrations (older TID, same ROVR) from the same
      Registering Node are discarded;



   *  Identical and older registrations (not-newer TID, same ROVR) from
      a different Registering Node are rejected with a status of 3
      (Moved); this may be rate limited to avoid undue interference;



   *  Any registration for the same address but with a different ROVR is
      rejected with a status of 1 (Duplicate).



   The operation of the Binding Table is specified in detail in
   Section 9.




3.5. Primary and Secondary 6BBRs

   A Registering Node MAY register the same address to more than one
   6BBR, in which case the Registering Node uses the same EARO in all
   the parallel registrations.  On the other hand, there is no provision
   in 6LoWPAN ND for a 6LN (acting as Registered Node) to select its
   6LBR (acting as Registering Node), so it cannot select more than one
   either.  To allow for this, NS(DAD) and NA messages with an EARO
   received over the backbone that indicate an identical Binding in
   another 6BBR (same Registered address, same TID, same ROVR) are
   silently ignored but for the purpose of selecting the primary 6BBR
   for that registration.



   A 6BBR may be either primary or secondary.  The primary is the 6BBR
   that has the highest EUI-64 Address of all the 6BBRs that share a
   registration for the same Registered Address, with the same ROVR and
   same Transaction ID, the EUI-64 Address being considered as an
   unsigned 64bit integer.  A given 6BBR can be primary for a given
   Address and secondary for another Address, regardless of whether or
   not the Addresses belong to the same 6LN.



   In the following sections, it is expected that an NA is sent over the
   backbone only if the node is primary or does not support the concept
   of primary.  More than one 6BBR claiming or defending an address
   generates unwanted traffic but no reachability issue since all 6BBRs
   provide reachability from the Backbone to the 6LN.



   If a Registering Node loses connectivity to its or one of the 6BBRs
   to which it registered an address, it retries the registration to the
   (one or more) available 6BBR(s).  When doing that, the Registering
   Node MUST increment the TID in order to force the migration of the
   state to the new 6BBR, and the reselection of the primary 6BBR if it
   is the node that was lost.




3.6. Using Optimistic DAD

   Optimistic Duplicate Address Detection [RFC4429] (ODAD) specifies how
   an IPv6 Address can be used before completion of Duplicate Address
   Detection (DAD).  ODAD guarantees that this behavior will not cause
   harm if the new Address is a duplicate.



   Support for ODAD avoids delays in installing the Neighbor Cache Entry
   (NCE) in the 6BBRs and the default router, enabling immediate
   connectivity to the registered node.  As shown in Figure 3, if the
   6BBR is aware of the Link-Layer Address (LLA) of a router, then the
   6BBR sends a Router Solicitation (RS), using the Registered Address
   as the IP Source Address, to the known router(s).  The RS is sent
   without a Source LLA Option (SLLAO), to avoid invalidating a
   preexisting NCE in the router.



   Following ODAD, the router may then send a unicast RA to the
   Registered Address, and it may resolve that Address using an
   NS(Lookup) message.  In response, the 6BBR sends an NA with an EARO
   and the Override flag [RFC4861] that is not set.  The router can then
   determine the freshest EARO in case of conflicting NA(EARO) messages,
   using the method described in section 5.2.1 of [RFC8505].  If the
   NA(EARO) is the freshest answer, the default router creates a Binding
   with the SLLAO of the 6BBR (in Routing Proxy mode) or that of the
   Registering Node (in Bridging Proxy mode) so that traffic from/to the
   Registered Address can flow immediately.




4. Multi-Link Subnet Considerations

   The Backbone and the federated LLN Links are considered as different
   links in the Multi-Link Subnet, even if multiple LLNs are attached to
   the same 6BBR.  ND messages are link-scoped and are not forwarded by
   the 6BBR between the backbone and the LLNs though some packets may be
   reinjected in Bridging Proxy mode (see Section 8).



   Legacy nodes located on the backbone expect that the subnet is
   deployed within a single link and that there is a common Maximum
   Transmission Unit (MTU) for intra-subnet communication, the Link MTU.
   They will not perform the IPv6 Path MTU Discovery [RFC8201] for a
   destination within the subnet.  For that reason, the MTU MUST have
   the same value on the Backbone and all federated LLNs in the MLSN.
   As a consequence, the 6BBR MUST use the same MTU value in RAs over
   the Backbone and in the RAs that it transmits towards the LLN links.




5. Optional 6LBR serving the Multi-Link Subnet

   A 6LBR can be deployed to serve the whole MLSN.  It may be attached
   to the backbone, in which case it can be discovered by its capability
   advertisement (see section 4.3. of [RFC8505]) in RA messages.



   When a 6LBR is present, the 6BBR uses an EDAR/EDAC message exchange
   with the 6LBR to check if the new registration corresponds to a
   duplication or a movement.  This is done prior to the NS(DAD)
   process, which may be avoided if the 6LBR already maintains a
   conflicting state for the Registered Address.



   If this registration is duplicate or not the freshest, then the 6LBR
   replies with an EDAC message with a status code of 1 ("Duplicate
   Address") or 3 ("Moved"), respectively.  If this registration is the
   freshest, then the 6LBR replies with a status code of 0.  In that
   case, if this registration is fresher than an existing registration
   for another 6BBR, then the 6LBR also sends an asynchronous EDAC with
   a status of 4 ("Removed") to that other 6BBR.



   The EDAR message SHOULD carry the SLLAO used in NS messages by the
   6BBR for that Binding, and the EDAC message SHOULD carry the Target
   Link Layer Address Option (TLLAO) associated with the currently
   accepted registration.  This enables a 6BBR to locate the new
   position of a mobile 6LN in the case of a Routing Proxy operation,
   and opens the capability for the 6LBR to serve as a mapping server in
   the future.



   Note that if Link-Local Addresses are registered, then the scope of
   uniqueness on which the address duplication is checked is the total
   collection of links that the 6LBR serves as opposed to the sole link
   on which the Link-Local Address is assigned.




6. Using IPv6 ND Over the Backbone Link

   On the Backbone side, the 6BBR MUST join the SNMA group corresponding
   to a Registered Address as soon as it creates a Binding for that
   Address, and maintain that SNMA membership as long as it maintains
   the registration.  The 6BBR uses either the SNMA or plain unicast to
   defend the Registered Addresses in its Binding Table over the
   Backbone (as specified in [RFC4862]).  The 6BBR advertises and
   defends the Registered Addresses over the Backbone Link using RS,
   NS(DAD) and NA messages with the Registered Address as the Source or
   Target address.



   The 6BBR MUST place an EARO in the IPv6 ND messages that it generates
   on behalf of the Registered Node.  Note that an NS(DAD) does not
   contain an SLLAO and cannot be confused with a proxy registration
   such as performed by a 6LBR.



   IPv6 ND operates as follows on the backbone:



   *  Section 7.2.8 of [RFC4861] specifies that an NA message generated
      as a proxy does not have the Override flag set in order to ensure
      that if the real owner is present on the link, its own NA will
      take precedence, and that this NA does not update the NCE for the
      real owner if one exists.



   *  A node that receives multiple NA messages updates an existing NCE
      only if the Override flag is set; otherwise the node will probe
      the cached address.



   *  When an NS(DAD) is received for a tentative address, which means
      that two nodes form the same address at nearly the same time,
      section 5.4.3 of [RFC4862] cannot detect which node first claimed
      the address and the address is abandoned.



   *  In any case, [RFC4862] indicates that a node never responds to a
      Neighbor Solicitation for a tentative address.



   This specification adds information about proxied addresses that
   helps sort out a duplication (different ROVR) from a movement (same
   ROVR, different TID), and in the latter case the older registration
   from the fresher one (by comparing TIDs).



   When a Registering Node moves from one 6BBR to the next, the new 6BBR
   sends NA messages over the backbone to update existing NCEs.  A node
   that supports this specification and that receives multiple NA
   messages with an EARO option and the same ROVR MUST favor the NA with
   the freshest EARO over the others.



   The 6BBR MAY set the Override flag in the NA messages if it does not
   compete with the Registering Node for the NCE in backbone nodes.
   This is assured if the Registering Node is attached via an interface
   that cannot be bridged onto the backbone, making it impossible for
   the Registering Node to defend its own addresses there.  This may
   also be signaled by the Registering Node through a protocol extension
   that is not in scope for this specification.



   When the Binding is in Tentative state, the 6BBR acts as follows:



   *  an NS(DAD) that indicates a duplication can still not be asserted
      for first come, but the situation can be avoided using a 6LBR on
      the backbone that will serialize the order of appearance of the
      address and ensure first-come/first-serve.



   *  an NS or an NA that denotes an older registration for the same
      Registered Node is not interpreted as a duplication as specified
      in section 5.4.3 and 5.4.4 of [RFC4862], respectively.



   When the Binding is no longer in Tentative state, the 6BBR acts as
   follows:



   *  an NS or an NA with an EARO that denotes a duplicate registration
      (different ROVR) is answered with an NA message that carries an
      EARO with a status of 1 (Duplicate), unless the received message
      is an NA that carries an EARO with a status of 1.



   In any state, the 6BBR acts as follows:



   *  an NS or an NA with an EARO that denotes an older registration
      (same ROVR) is answered with an NA message that carries an EARO
      with a status of 3 (Moved) to ensure that the stale state is
      removed rapidly.



   This behavior is specified in more detail in Section 9.



   This specification enables proxy operation for the IPv6 ND resolution
   of LLN devices and a prefix that is used across a Multi-Link Subnet
   MAY be advertised as on-link over the Backbone.  This is done for
   backward compatibility with existing IPv6 hosts by setting the L flag
   in the Prefix Information Option (PIO) of RA messages [RFC4861].
   For movement involving a slow reattachment, the NUD procedure defined
   in [RFC4861] may time out too quickly.  Nodes on the backbone SHOULD
   support [RFC7048] whenever possible.




7. Routing Proxy Operations

   A Routing Proxy provides IPv6 ND proxy functions for Global and
   Unique Local addresses between the LLN and the backbone, but not for
   Link-Local addresses.  It operates as an IPv6 border router and
   provides a full Link-Layer isolation.



   In this mode, it is not required that the MAC addresses of the 6LNs
   are visible at Layer 2 over the Backbone.  It is thus useful when the
   messaging over the Backbone that is associated to wireless mobility
   becomes expensive, e.g., when the Layer 2 topology is virtualized
   over a wide area IP underlay.



   This mode is definitely required when the LLN uses a MAC address
   format that is different from that on the Backbone (e.g., EUI-64 vs.
   EUI-48).  Since a 6LN may not be able to resolve an arbitrary
   destination in the MLSN directly, a prefix that is used across a MLSN
   MUST NOT be advertised as on-link in RA messages sent towards the
   LLN.



   In order to maintain IP connectivity, the 6BBR installs a connected
   Host route to the Registered Address on the LLN interface, via the
   Registering Node as identified by the Source Address and the SLLA
   option in the NS(EARO) messages.



   When operating as a Routing Proxy, the 6BBR MUST use its Layer 2
   Address on its Backbone Interface in the SLLAO of the RS messages and
   the TLLAO of the NA messages that it generates to advertise the
   Registered Addresses.



   For each Registered Address, multiple peers on the Backbone may have
   resolved the Address with the 6BBR MAC Address, maintaining that
   mapping in their Neighbor Cache.  The 6BBR SHOULD maintain a list of
   the peers on the Backbone which have associated its MAC Address with
   the Registered Address.  If that Registered Address moves to another
   6BBR, the previous 6BBR SHOULD unicast a gratuitous NA to each such
   peer, to supply the LLA of the new 6BBR in the TLLA option for the
   Address.  A 6BBR that does not maintain this list MAY multicast a
   gratuitous NA message; this NA will possibly hit all the nodes on the
   Backbone, whether or not they maintain an NCE for the Registered
   Address.  In either case, the 6BBR MAY set the Override flag if it is
   known that the Registered Node cannot attach to the backbone, so as
   to avoid interruptions and save probing flows in the future.



   If a correspondent fails to receive the gratuitous NA, it will keep
   sending traffic to a 6BBR to which the node was previously
   registered.  Since the previous 6BBR removed its Host route to the
   Registered Address, it will look up the address over the backbone,
   resolve the address with the LLA of the new 6BBR, and forward the
   packet to the correct 6BBR.  The previous 6BBR SHOULD also issue a
   redirect message [RFC4861] to update the cache of the correspondent.




8. Bridging Proxy Operations

   A Bridging Proxy provides IPv6 ND proxy functions between the LLN and
   the backbone while preserving the forwarding continuity at the MAC
   Layer.  It acts as a Layer 2 Bridge for all types of unicast packets
   including link-scoped, and appears as an IPv6 Host on the Backbone.



   The Bridging Proxy registers any Binding including for a Link-Local
   address to the 6LBR (if present) and defends it over the backbone in
   IPv6 ND procedures.



   To achieve this, the Bridging Proxy intercepts the IPv6 ND messages
   and may reinject them on the other side, respond directly or drop
   them.  For instance, an ND(Lookup) from the backbone that matches a
   Binding can be responded directly, or turned into a unicast on the
   LLN side to let the 6LN respond.



   As a Bridging Proxy, the 6BBR MUST use the Registering Node's Layer 2
   Address in the SLLAO of the NS/RS messages and the TLLAO of the NA
   messages that it generates to advertise the Registered Addresses.
   The Registering Node's Layer 2 address is found in the SLLA of the
   registration NS(EARO), and maintained in the Binding Table.



   The Multi-Link Subnet prefix SHOULD NOT be advertised as on-link in
   RA messages sent towards the LLN.  If a destination address is seen
   as on-link, then a 6LN may use NS(Lookup) messages to resolve that
   address.  In that case, the 6BBR MUST either answer the NS(Lookup)
   message directly or reinject the message on the backbone, either as a
   Layer 2 unicast or a multicast.



   If the Registering Node owns the Registered Address, meaning that the
   Registering Node is the Registered Node, then its mobility does not
   impact existing NCEs over the Backbone.  In a network where proxy
   registrations are used, meaning that the Registering Node acts on
   behalf of the Registered Node, if the Registered Node selects a new
   Registering Node then the existing NCEs across the Backbone pointing
   at the old Registering Node must be updated.  In that case, the 6BBR
   SHOULD attempt to fix the existing NCEs across the Backbone pointing
   at other 6BBRs using NA messages as described in Section 7.



   This method can fail if the multicast message is not received; one or
   more correspondent nodes on the Backbone might maintain an stale NCE,
   and packets to the Registered Address may be lost.  When this
   condition happens, it is eventually discovered and resolved using NUD
   as defined in [RFC4861].




9. Creating and Maintaining a Binding

   Upon receiving a registration for a new Address (i.e., an NS(EARO)
   with the R flag set), the 6BBR creates a Binding and operates as a
   6LR according to [RFC8505], interacting with the 6LBR if one is
   present.



   An implementation of a Routing Proxy that creates a Binding MUST also
   create an associated Host route pointing to the registering node in
   the LLN interface from which the registration was received.



   Acting as a 6BBR, the 6LR operation is modified as follows:



   *  Acting as Bridging Proxy the 6LR MUST proxy ND over the backbone
      for registered Link-Local Addresses.



   *  EDAR and EDAC messages SHOULD carry a SLLAO and a TLLAO,
      respectively.



   *  An EDAC message with a status of 9 (6LBR Registry Saturated) is
      assimilated as a status of 0 if a following DAD process protects
      the address against duplication.



   This specification enables nodes on a Backbone Link to co-exist along
   with nodes implementing IPv6 ND [RFC4861] as well as other non-
   normative specifications such as [I-D.bi-savi-wlan].  It is possible
   that not all IPv6 addresses on the Backbone are registered and known
   to the 6LBR, and an EDAR/EDAC echange with the 6LBR might succeed
   even for a duplicate address.  Consequently the 6BBR still needs to
   perform IPv6 ND DAD over the backbone after an EDAC with a status
   code of 0 or 9.



   For the DAD operation, the Binding is placed in Tentative state for a
   duration of TENTATIVE_DURATION (Section 12), and an NS(DAD) message
   is sent as a multicast message over the Backbone to the SNMA
   associated with the registered Address [RFC4862].  The EARO from the
   registration MUST be placed unchanged in the NS(DAD) message.



   If a registration is received for an existing Binding with a non-null
   Registration Lifetime and the registration is fresher (same ROVR,
   fresher TID), then the Binding is updated, with the new Registration
   Lifetime, TID, and possibly Registering Node.  In Tentative state
   (see Section 9.1), the current DAD operation continues unaltered.  In
   other states (see Section 9.2 and Section 9.3 ), the Binding is
   placed in Reachable state for the Registration Lifetime, and the 6BBR
   returns an NA(EARO) to the Registering Node with a status of 0
   (Success).



   Upon a registration that is identical (same ROVR, TID, and
   Registering Node), the 6BBR does not alter its current state.  In
   Reachable State it returns an NA(EARO) back to the Registering Node
   with a status of 0 (Success).  A registration that is not as fresh
   (same ROVR, older TID) is ignored.



   If a registration is received for an existing Binding and a
   registration Lifetime of zero, then the Binding is removed, and the
   6BBR returns an NA(EARO) back to the Registering Node with a status
   of 0 (Success).  An implementation of a Routing Proxy that removes a
   binding MUST remove the associated Host route pointing on the
   registering node.



   The old 6BBR removes its Binding Table entry and notifies the
   Registering Node with a status of 3 (Moved) if a new 6BBR claims a
   fresher registration (same ROVR, fresher TID) for the same address.
   The old 6BBR MAY preserve a temporary state in order to forward
   packets in flight.  The state may for instance be a NCE formed based
   on a received NA message.  It may also be a Binding Table entry in
   Stale state and pointing at the new 6BBR on the backbone, or any
   other abstract cache entry that can be used to resolve the Link-Layer
   Address of the new 6BBR.  The old 6BBR SHOULD also use REDIRECT
   messages as specified in [RFC4861] to update the correspondents for
   the Registered Address, pointing to the new 6BBR.




9.1. Operations on a Binding in Tentative State

   The Tentative state covers a DAD period over the backbone during
   which an address being registered is checked for duplication using
   procedures defined in [RFC4862].



   For a Binding in Tentative state:



   *  The Binding MUST be removed if an NA message is received over the
      Backbone for the Registered Address with no EARO, or containing an
      EARO that indicates an existing registration owned by a different
      Registering Node (different ROVR).  In that case, an NA is sent
      back to the Registering Node with a status of 1 (Duplicate) to
      indicate that the binding has been rejected.  This behavior might
      be overridden by policy, in particular if the registration is
      trusted, e.g., based on the validation of the ROVR field (see
      [I-D.ietf-6lo-ap-nd]).



   *  The Binding MUST be removed if an NS(DAD) message is received over
      the Backbone for the Registered Address with no EARO, or
      containing an EARO with a different ROVR that indicates a
      tentative registration by a different Registering Node.  In that
      case, an NA is sent back to the Registering Node with a status of
      1 (Duplicate).  This behavior might be overridden by policy, in
      particular if the registration is trusted, e.g., based on the
      validation of the ROVR field (see [I-D.ietf-6lo-ap-nd]).



   *  The Binding MUST be removed if an NA or an NS(DAD) message is
      received over the Backbone for the Registered Address containing
      an EARO with a that indicates a fresher registration ([RFC8505])
      for the same Registering Node (same ROVR).  In that case, an NA
      MUST be sent back to the Registering Node with a status of 3
      (Moved).



   *  The Binding MUST be kept unchanged if an NA or an NS(DAD) message
      is received over the Backbone for the Registered Address
      containing an EARO with a that indicates an older registration
      ([RFC8505]) for the same Registering Node (same ROVR).  The
      message is answered with an NA that carries an EARO with a status
      of 3 (Moved) and the Override flag not set.  This behavior might
      be overridden by policy, in particular if the registration is not
      trusted.



   *  Other NS(DAD) and NA messages from the Backbone are ignored.



   *  NS(Lookup) and NS(NUD) messages SHOULD be optimistically answered
      with an NA message containing an EARO with a status of 0 and the
      Override flag not set (see Section 3.6).  If optimistic DAD is
      disabled, then they SHOULD be queued to be answered when the
      Binding goes to Reachable state.



   When the TENTATIVE_DURATION (Section 12) timer elapses, the Binding
   is placed in Reachable state for the Registration Lifetime, and the
   6BBR returns an NA(EARO) to the Registering Node with a status of 0
   (Success).



   The 6BBR also attempts to take over any existing Binding from other
   6BBRs and to update existing NCEs in backbone nodes.  This is done by
   sending an NA message with an EARO and the Override flag not set over
   the backbone (see Section 7 and Section 8).




9.2. Operations on a Binding in Reachable State

   The Reachable state covers an active registration after a successful
   DAD process.



   If the Registration Lifetime is of a long duration, an implementation
   might be configured to reassess the availability of the Registering
   Node at a lower period, using a NUD procedure as specified in
   [RFC7048].  If the NUD procedure fails, the Binding SHOULD be placed
   in Stale state immediately.



   For a Binding in Reachable state:



   *  The Binding MUST be removed if an NA or an NS(DAD) message is
      received over the Backbone for the Registered Address containing
      an EARO that indicates a fresher registration ([RFC8505]) for the
      same Registered Node (i.e., same ROVR but fresher TID).  A status
      of 4 (Removed) is returned in an asynchronous NA(EARO) to the
      Registering Node.  Based on configuration, an implementation may
      delay this operation by a timer with a short setting, e.g., a few
      seconds to a minute, in order to a allow for a parallel
      registration to reach this node, in which case the NA might be
      ignored.



   *  NS(DAD) and NA messages containing an EARO that indicates a
      registration for the same Registered Node that is not as fresh as
      this binding MUST be answered with an NA message containing an
      EARO with a status of 3 (Moved).



   *  An NS(DAD) with no EARO or with an EARO that indicates a duplicate
      registration (i.e., different ROVR) MUST be answered with an NA
      message containing an EARO with a status of 1 (Duplicate) and the
      Override flag not set, unless the received message is an NA that
      carries an EARO with a status of 1, in which case the node
      refrains from answering.



   *  Other NS(DAD) and NA messages from the Backbone are ignored.



   *  NS(Lookup) and NS(NUD) messages SHOULD be answered with an NA
      message containing an EARO with a status of 0 and the Override
      flag not set.  The 6BBR MAY check whether the Registering Node is
      still available using a NUD procedure over the LLN prior to
      answering; this behaviour depends on the use case and is subject
      to configuration.



   When the Registration Lifetime timer elapses, the Binding is placed
   in Stale state for a duration of STALE_DURATION (Section 12).




9.3. Operations on a Binding in Stale State

   The Stale state enables tracking of the Backbone peers that have a
   NCE pointing to this 6BBR in case the Registered Address shows up
   later.



   If the Registered Address is claimed by another 6LN on the Backbone,
   with an NS(DAD) or an NA, the 6BBR does not defend the Address.



   For a Binding in Stale state:



   *  The Binding MUST be removed if an NA or an NS(DAD) message is
      received over the Backbone for the Registered Address containing
      no EARO or an EARO that indicates either a fresher registration
      for the same Registered Node or a duplicate registration.  A
      status of 4 (Removed) MAY be returned in an asynchronous NA(EARO)
      to the Registering Node.



   *  NS(DAD) and NA messages containing an EARO that indicates a
      registration for the same Registered Node that is not as fresh as
      this MUST be answered with an NA message containing an EARO with a
      status of 3 (Moved).



   *  If the 6BBR receives an NS(Lookup) or an NS(NUD) message for the
      Registered Address, the 6BBR MUST attempt a NUD procedure as
      specified in [RFC7048] to the Registering Node, targeting the
      Registered Address, prior to answering.  If the NUD procedure
      succeeds, the operation in Reachable state applies.  If the NUD
      fails, the 6BBR refrains from answering.



   *  Other NS(DAD) and NA messages from the Backbone are ignored.



   When the STALE_DURATION (Section 12) timer elapses, the Binding MUST
   be removed.




10. Registering Node Considerations

   A Registering Node MUST implement [RFC8505] in order to interact with
   a 6BBR (which acts as a routing registrar).  Following [RFC8505], the
   Registering Node signals that it requires IPv6 proxy-ND services from
   a 6BBR by registering the corresponding IPv6 Address using an
   NS(EARO) message with the R flag set.



   The Registering Node may be the 6LN owning the IPv6 Address, or a
   6LBR that performs the registration on its behalf in a Route-Over
   mesh.



   A 6LN MUST register all of its IPv6 Addresses to its 6LR, which is
   the 6BBR when they are connected at Layer 2.  Failure to register an
   address may result in the address being unreachable by other parties.
   This would happen for instance if the 6BBR propagates the NS(Lookup)
   from the backbone only to the LLN nodes that do not register their
   addresses.



   The Registering Node MUST refrain from using multicast NS(Lookup)
   when the destination is not known as on-link, e.g., if the prefix is
   advertised in a PIO with the L flag that is not set.  In that case,
   the Registering Node sends its packets directly to its 6LR.



   The Registering Node SHOULD also follow BCP 202 [RFC7772] in order to
   limit the use of multicast RAs.  It SHOULD also implement Simple
   Procedures for Detecting Network Attachment in IPv6 [RFC6059] (DNA
   procedures) to detect movements, and support Packet-Loss Resiliency
   for Router Solicitations [RFC7559] in order to improve reliability
   for the unicast RS messages.




11. Security Considerations

   The procedures in this document modify the mechanisms used for IPv6
   ND and DAD and should not affect other aspects of IPv6 or higher-
   level-protocol operation.  As such, the main classes of attacks that
   are in play are those which week to block neighbor discovery or to
   forcibly claim an address that another node is attempting to use.  In
   the absence of cryptographic protection at higher layers, the latter
   class of attacks can have significant consequences, with the attacker
   being able to read all the "stolen" traffic that was directed to the
   target of the attack.



   This specification applies to LLNs and a backbone in which the
   individual links are protected against rogue access, on the LLN by
   authenticating a node that attaches to the network and encrypting at
   the MAC layer the transmissions, and on the backbone side using the
   physical security and access control measures that are typically
   applied there, so packets may neither be forged or nor overheard.



   In particular, the LLN MAC is required to provide secure unicast to/
   from the Backbone Router and secure broadcast from the routers in a
   way that prevents tampering with or replaying the ND messages.



   For the IPv6 ND operation over the backbone, and unless the classical
   ND is disabled (e.g., by configuration), the classical ND messages
   are interpreted as emitted by the address owner and have precedence
   over the 6BBR that is only a proxy.



   It results that the security threats that are detailed in section
   11.1 of [RFC4861] fully apply to this specification as well.  In very
   short:



   *  Any node that can send a packet on the backbone can take over any
      address including addresses of LLN nodes by claiming it with an NA
      message and the Override bit set.  This means that the real owner
      will stop receiving its packets.



   *  Any node that can send a packet on the backbone can forge traffic
      and pretend it is issued from a address that it does not own, even
      if it did not claim the address using ND.



   *  Any node that can send a packet on the backbone can present itself
      as a preferred router to intercept all traffic outgoing the
      subnet.  It may even expose a prefix on the subnet as not-on-link
      and intercept all the traffic within the subnet.



   *  If the rogue can receive a packet from the backbone it can also
      snoop all the intercepted traffic, be it by stealing an address or
      the role of a router.



   This means that any rogue access to the backbone must be prevented at
   all times, and that nodes that are attached to the backbone must be
   fully trusted / never compromised.



   Using address registration as the sole ND mechanism on a link and
   coupling it with [I-D.ietf-6lo-ap-nd] guarantees the ownership of a
   registered address within that link.



   *  The protection is based on a proof-of-ownership encoded in the
      ROVR field and protects against address theft and impersonation by
      a 6LN, because the 6LR can challenge the Registered Node for a
      proof-of-ownership.



   *  The protection extends to the full LLN in the case of an LLN Link,
      but does not extend over the backbone since the 6BBR cannot
      provide the proof-of-ownership when it defends the address.



   A possible attack over the backbone can be done by sending an NS with
   an EARO and expecting the NA(EARO) back to contain the TID and ROVR
   fields of the existing state.  With that information, the attacker
   can easily increase the TID and take over the Binding.



   If the classical ND is disabled on the backbone and the use of
   [I-D.ietf-6lo-ap-nd] and a 6LBR are mandated, the network will
   benefit from the following new advantages:



Zero‑trust security for ND flows within the whole subnet:  the
   increased security that [I‑D.ietf‑6lo‑ap‑nd] provides on the LLN
   will also apply to the backbone; it becomes impossible for an
   attached node to claim an address that belongs to another node
   using ND, and the network can filter packets that are not
   originated by the owner of the source address (SAVI), as long as
   that the routers are known and trusted.

Remote ND DoS attack avoidance:  the complete list of addresses in
   the network will be known to the 6LBR and available to the default
   router; with that information the router does not need to send a
   multicast NA(Lookup) in case of a Neighbor Cache miss for an
   incoming packet, which is a source of remote DoS attack against
   the network

Less IPv6 ND‑related multicast on the backbone:  DAD and NS(Lookup)
   become unicast queries to the 6LBR

Better DAD operation on wireless:  DAD has been found to fail to
   detect duplications on large Wi‑Fi infrastructures due to the
   unreliable broadcast operation on wireless; using a 6LBR enables a
   unicast lookup

Less Layer‑2 churn on the backbone:  Using the Routing Proxy
   approach, the Link‑Layer address of the LLN devices and their
   mobility are not visible in the backbone; only the Link‑Layer
   addresses of the 6BBR and backbone nodes are visible at Layer 2 on
   the backbone.  This is mandatory for LLNs that cannot be bridged
   on the backbone, and useful in any case to scale down, stabilize
   the forwarding tables at Layer 2 and avoid the gratuitous frames
   that are typically broadcasted to fix the transparent bridging
   tables when a wireless node roams from an AP to the next.



   This specification introduces a 6BBR that is a router on the path of
   the LLN traffic and a 6LBR that is used for the lookup.  They could
   be interesting targets for an attacker.  A compromised 6BBR can
   accept a registration but block the traffic, or refrain from
   proxying.  A compromised 6LBR may accept unduly the transfer of
   ownership of an address, or block a new comer by faking that its
   address is a duplicate.  But those attacks are possible in a
   classical network from a compromised default router and a DHCP
   server, respectively, and can be prevented using the same methods.



   A possible attack over the LLN can still be done by compromising a
   6LR.  A compromised 6LR may modify the ROVR of EDAR messages in
   flight and transfer the ownership of the Registered Address to itself
   or a tier.  It may also claim that a ROVR was validated when it
   really wasn't, and reattribute an address to self or to an attached
   6LN.  This means that 6LRs, as well as 6LBRs and 6BBRS must still be
   fully trusted / never compromised.



   This specification mandates to check on the 6LBR on the backbone
   before doing the classical DAD, in case the address already exists.
   This may delay the DAD operation and should be protected by a short
   timer, in the order of 100ms or less, which will only represent a
   small extra delay versus the 1s wait of the DAD operation.




12. Protocol Constants

   This Specification uses the following constants:



TENTATIVE_DURATION:  800 milliseconds

STALE_DURATION:  see below



   In LLNs with long-lived Addresses such as LPWANs, STALE_DURATION
   SHOULD be configured with a relatively long value to cover an
   interval when the address may be reused, and before it is safe to
   expect that the address was definitively released.  A good default
   value can be 24 hours.  In LLNs where addresses are renewed rapidly,
   e.g., for privacy reasons, STALE_DURATION SHOULD be configured with a
   relatively shorter value, by default 5 minutes.




13. IANA Considerations

   This document has no request to IANA.
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Appendix A. Possible Future Extensions

   With the current specification, the 6LBR is not leveraged to avoid
   multicast NS(Lookup) on the Backbone.  This could be done by adding a
   lookup procedure in the EDAR/EDAC exchange.



   By default the specification does not have a fine-grained trust
   model: all nodes that can authenticate to the LLN MAC or attach to
   the backbone are equally trusted.  It would be desirable to provide a
   stronger authorization model, e.g., whereby nodes that associate
   their address with a proof-of-ownership [I-D.ietf-6lo-ap-nd] should
   be more trusted than nodes that do not.  Such a trust model and
   related signaling could be added in the future to override the
   default operation and favor trusted nodes.



   Future documents may extend this specification by allowing the 6BBR
   to redistribute Host routes in routing protocols that would operate
   over the Backbone, or in MIPv6 [RFC6275], or FMIP [RFC5568], or the
   Locator/ID Separation Protocol (LISP) [RFC6830] to support mobility
   on behalf of the 6LNs, etc...  LISP may also be used to provide an
   equivalent to the EDAR/EDAC exchange using a Map Server / Map
   Resolver as a replacement to the 6LBR.




Appendix B. Applicability and Requirements Served

   This document specifies proxy-ND functions that can be used to
   federate an IPv6 Backbone Link and multiple IPv6 LLNs into a single
   Multi-Link Subnet.  The proxy-ND functions enable IPv6 ND services
   for Duplicate Address Detection (DAD) and Address Lookup that do not
   require broadcasts over the LLNs.



   The term LLN is used to cover multiple types of WLANs and WPANs,
   including (Low-Power) Wi-Fi, BLUETOOTH(R) Low Energy, IEEE STD
   802.11ah and IEEE STD.802.15.4 wireless meshes, covering the types of
   networks listed in Appendix B.3 of [RFC8505] "Requirements Related to
   Various Low-Power Link Types".



   Each LLN in the subnet is attached to an IPv6 Backbone Router (6BBR).
   The Backbone Routers interconnect the LLNs and advertise the
   Addresses of the 6LNs over the Backbone Link using proxy-ND
   operations.



   This specification updates IPv6 ND over the Backbone to distinguish
   Address movement from duplication and eliminate stale state in the
   Backbone routers and Backbone nodes once a 6LN has roamed.  This way,
   mobile nodes may roam rapidly from one 6BBR to the next and
   requirements in Appendix B.1 of [RFC8505] "Requirements Related to
   Mobility" are met.



   A 6LN can register its IPv6 Addresses and thereby obtain proxy-ND
   services over the Backbone, meeting the requirements expressed in
   Appendix B.4 of [RFC8505], "Requirements Related to Proxy
   Operations".



   The negative impact of the IPv6 ND-related broadcasts can be limited
   to one of the federated links, enabling the number of 6LNs to grow.
   The Routing Proxy operation avoids the need to expose the MAC
   addresses of the 6LNs onto the backbone, keeping the Layer 2 topology
   simple and stable.  This meets the requirements in Appendix B.6 of
   [RFC8505] "Requirements Related to Scalability", as long has the
   6BBRs are dimensioned for the number of registrations that each needs
   to support.



   In the case of a Wi-Fi access link, a 6BBR may be collocated with the
   Access Point (AP), or with a Fabric Edge (FE) or a CAPWAP [RFC5415]
   Wireless LAN Controller (WLC).  In those cases, the wireless client
   (STA) is the 6LN that makes use of [RFC8505] to register its IPv6
   Address(es) to the 6BBR acting as Routing Registrar.  The 6LBR can be
   centralized and either connected to the Backbone Link or reachable
   over IP.  The 6BBR proxy-ND operations eliminate the need for
   wireless nodes to respond synchronously when a Lookup is performed
   for their IPv6 Addresses.  This provides the function of a Sleep
   Proxy for ND [I-D.nordmark-6man-dad-approaches].



For the TimeSlotted Channel Hopping (TSCH) mode of [IEEEstd802154],
the 6TiSCH architecture [I‑D.ietf‑6tisch‑architecture] describes how
a 6LoWPAN ND host could connect to the Internet via a RPL mesh
Network, but doing so requires extensions to the 6LOWPAN ND protocol
to support mobility and reachability in a secure and manageable
environment.  The extensions detailed in this document also work for
the 6TiSCH architecture, serving the requirements listed in
Appendix B.2 of [RFC8505] "Requirements Related to Routing
Protocols".



   The registration mechanism may be seen as a more reliable alternate
   to snooping [I-D.bi-savi-wlan].  It can be noted that registration
   and snooping are not mutually exclusive.  Snooping may be used in
   conjunction with the registration for nodes that do not register
   their IPv6 Addresses.  The 6BBR assumes that if a node registers at
   least one IPv6 Address to it, then the node registers all of its
   Addresses to the 6BBR.  With this assumption, the 6BBR can possibly
   cancel all undesirable multicast NS messages that would otherwise
   have been delivered to that node.



   Scalability of the Multi-Link Subnet [RFC4903] requires avoidance of
   multicast/broadcast operations as much as possible even on the
   Backbone [I-D.ietf-mboned-ieee802-mcast-problems].  Although hosts
   can connect to the Backbone using IPv6 ND operations, multicast RAs
   can be saved by using [I-D.ietf-6man-rs-refresh], which also requires
   the support of [RFC7559].
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Abstract

   RFC 7668 describes the adaptation of 6LoWPAN techniques to enable
   IPv6 over Bluetooth low energy networks that follow the star
   topology.  However, recent Bluetooth specifications allow the
   formation of extended topologies as well.  This document specifies
   mechanisms that are needed to enable IPv6 mesh over Bluetooth Low
   Energy links established by using the Bluetooth Internet Protocol
   Support Profile.  This document does not specify the routing protocol
   to be used in an IPv6 mesh over Bluetooth LE links.




Status of This Memo

   This Internet-Draft is submitted in full conformance with the
   provisions of BCP 78 and BCP 79.



   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF).  Note that other groups may also distribute
   working documents as Internet-Drafts.  The list of current Internet-
   Drafts is at https://datatracker.ietf.org/drafts/current/.



   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
   time.  It is inappropriate to use Internet-Drafts as reference
   material or to cite them other than as "work in progress."



   This Internet-Draft will expire on June 16, 2020.
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1. Introduction

   Bluetooth Low Energy (hereinafter, Bluetooth LE) was first introduced
   in the Bluetooth 4.0 specification.  Bluetooth LE (which has been
   marketed as Bluetooth Smart) is a low-power wireless technology
   designed for short-range control and monitoring applications.
   Bluetooth LE is currently implemented in a wide range of consumer
   electronics devices, such as smartphones and wearable devices.  Given
   the high potential of this technology for the Internet of Things, the
   Bluetooth Special Interest Group (Bluetooth SIG) and the IETF have
   produced specifications in order to enable IPv6 over Bluetooth LE,
   such as the Internet Protocol Support Profile (IPSP) [IPSP], and RFC
   7668, respectively.  Bluetooth 4.0 only supports Bluetooth LE
   networks that follow the star topology.  In consequence, RFC 7668 was
   specifically developed and optimized for that type of network
   topology.  However, the functionality described in RFC 7668 is not
   sufficient and would fail to enable an IPv6 mesh over Bluetooth LE
   links.  This document specifies mechanisms that are needed to enable
   IPv6 mesh over Bluetooth LE links.  This document does not specify
   the routing protocol to be used in an IPv6 mesh over Bluetooth LE
   links.




1.1. Terminology and Requirements Language

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in RFC 2119 [RFC2119].



   The terms 6LoWPAN Node (6LN), 6LoWPAN Router (6LR) and 6LoWPAN Border
   Router (6LBR) are defined as in [RFC6775], with an addition that
   Bluetooth LE central and Bluetooth LE peripheral (see Section 2) can
   both be adopted by a 6LN, a 6LR or a 6LBR.




2. Bluetooth LE Networks and the IPSP

   Bluetooth LE defines two Generic Access Profile (GAP) roles of
   relevance herein: the Bluetooth LE central role and the Bluetooth LE
   peripheral role.  A device in the central role, which is called
   central from now on, has traditionally been able to manage multiple
   simultaneous connections with a number of devices in the peripheral
   role, called peripherals hereinafter.  Bluetooth 4.1 (now deprecated)
   introduced the possibility for a peripheral to be connected to more
   than one central simultaneously, therefore allowing extended
   topologies beyond the star topology for a Bluetooth LE network.  In
   addition, a device may simultaneously be a central in a set of link
   layer connections, as well as a peripheral in others.  On the other
   hand, the IPSP enables discovery of IP-enabled devices and the
   establishment of a link layer connection for transporting IPv6
   packets.  The IPSP defines the Node and Router roles for devices that
   consume/originate IPv6 packets and for devices that can route IPv6
   packets, respectively.  Consistently with Bluetooth 4.1 and
   subsequent Bluetooth versions (e.g.  Bluetooth 4.2 [BTCorev4.2] or
   subsequent), a device may implement both roles simultaneously.



   This document assumes a mesh network composed of Bluetooth LE links,
   where link layer connections are established between neighboring
   IPv6-enabled devices (see Section 3.3.2, item 3.b)).  The IPv6
   forwarding devices of the mesh have to implement both IPSP Node and
   Router roles, while simpler leaf-only nodes can implement only the
   Node role.  In an IPv6 mesh over Bluetooth LE links, a node is a
   neighbor of another node, and vice versa, if a link layer connection
   has been established between both by using the IPSP functionality for
   discovery and link layer connection establishment for IPv6 packet
   transport.




3. Specification of IPv6 mesh over Bluetooth LE links


3.1. Protocol stack

   Figure 1 illustrates the protocol stack for IPv6 mesh over Bluetooth
   LE links.  There are two main differences with the IPv6 over
   Bluetooth LE stack in RFC 7668: a) the adaptation layer below IPv6
   (labelled as "6Lo for IPv6 mesh over Bluetooth LE") is now adapted
   for IPv6 mesh over Bluetooth LE links, and b) the protocol stack for
   IPv6 mesh over Bluetooth LE links includes IPv6 routing
   functionality.




                  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
                  |             Application            |
     +‑‑‑‑‑‑‑‑‑+  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
     |  IPSS   |  |            UDP/TCP/other           |
     +‑‑‑‑‑‑‑‑‑+  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
     |  GATT   |  |             IPv6  |routing|        |
     +‑‑‑‑‑‑‑‑‑+  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
     |  ATT    |  | 6Lo for IPv6 mesh over Bluetooh LE |
     +‑‑‑‑‑‑‑‑‑+‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
     |                 Bluetooth LE L2CAP              |
‑  ‑ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑ ‑ ‑ HCI
     |               Bluetooth LE Link Layer           |
     +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
     |                Bluetooth LE Physical            |
     +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



      Figure 1: Protocol stack for IPv6 mesh over Bluetooth LE links.



   Bluetooth 4.2 defines a default MTU for Bluetooth LE of 251 bytes.
   Excluding the L2CAP header of 4 bytes, a protocol data unit (PDU)
   size of 247 bytes is available for the layer above L2CAP.  (Note:
   earlier Bluetooth LE versions offered a maximum amount of 23 bytes
   for the layer atop L2CAP.)  The L2CAP provides a fragmentation and
   reassembly solution for transmitting or receiving larger PDUs.  At
   each link, the IPSP defines means for negotiating a link-layer
   connection that provides an MTU of 1280 octets or higher for the IPv6
   layer [IPSP].  The link-layer MTU is negotiated separately for each
   direction.  Implementations that require an equal link-layer MTU for
   the two directions SHALL use the smallest of the possibly different
   MTU values.



   Note that this specification allows using different MTUs in different
   links.  If an implementation requires use of the same MTU on every
   one of its links, and a new node with a smaller MTU is added to the
   network, a renegotiation of one or more links can occur.  In the
   worst case, the renegotiations could cascade network-wide.  In that
   case, implementers need to assess the impact of such phenomenon.



   Similarly to RFC 7668, fragmentation functionality from 6LoWPAN
   standards is not used for IPv6 mesh over Bluetooth LE links.
   Bluetooth LE's fragmentation support provided by L2CAP is used when
   necessary.




3.2. Subnet model

   For IPv6 mesh over Bluetooth LE links, a multilink model has been
   chosen, as further illustrated in Figure 2.  As IPv6 over Bluetooth
   LE is intended for constrained nodes, and for Internet of Things use
   cases and environments, the complexity of implementing a separate
   subnet on each peripheral-central link and routing between the
   subnets appears to be excessive.  In this specification, the benefits
   of treating the collection of point-to-point links between a central
   and its connected peripherals as a single multilink subnet rather
   than a multiplicity of separate subnets are considered to outweigh
   the multilink model's drawbacks as described in [RFC4903].



                                                      /
   .‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑.                /
  /     6LR           6LN        6LN \              /
 /         \             \          \ \            /
|           \             \          \ |          /
|  6LN ‑‑‑‑‑ 6LR ‑‑‑‑‑‑‑‑‑ 6LR ‑‑‑‑‑‑ 6LBR ‑‑‑‑‑ |  Internet
|   <‑‑Link‑‑> <‑‑‑Link‑‑‑>/<‑‑Link‑>/ |         |
 \                        /         / /           \
  \           6LN ‑‑‑‑ 6LR ‑‑‑‑‑ 6LR /             \
   '‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑'               \
                                                     \

 <‑‑‑‑‑‑‑‑‑‑‑‑ Subnet ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑><‑‑‑‑ IPv6 connection ‑‑>
                                              to the Internet




       Figure 2: Example of an IPv6 mesh over a Bluetooth LE network

                         connected to the Internet



   One or more 6LBRs are connected to the Internet. 6LNs are connected
   to the network through a 6LR or a 6LBR.  A prefix is used on the
   whole subnet.



   IPv6 mesh over Bluetooth LE links MUST follow a route-over approach.
   This document does not specify the routing protocol to be used in an
   IPv6 mesh over Bluetooth LE links.




3.3. Link model


3.3.1. Stateless address autoconfiguration

   6LN, 6LR and 6LBR IPv6 addresses in an IPv6 mesh over Bluetooth LE
   links are configured as per section 3.2.2 of RFC 7668.



   Multihop DAD functionality as defined in section 8.2 of RFC 6775 and
   updated by RFC 8505, or some substitute mechanism (see section
   3.3.2), MAY be supported.




3.3.2. Neighbor Discovery

   'Neighbor Discovery Optimization for IPv6 over Low-Power Wireless
   Personal Area Networks (6LoWPANs)' [RFC6775], subsequently updated by
   'Registration Extensions for IPv6 over Low-Power Wireless Personal
   Area Network (6LoWPAN) Neighbor Discovery' [RFC8505], describes the
   neighbor discovery functionality adapted for use in several 6LoWPAN
   topologies, including the mesh topology.  The route-over
   functionality of RFC 6775 and RFC 8505 MUST be supported.



   The following aspects of the Neighbor Discovery optimizations for
   6LoWPAN [RFC6775],[RFC8505] are applicable to Bluetooth LE 6LNs:



   1.  A Bluetooth LE 6LN SHOULD register its non-link-local addresses
   with its routers by sending a Neighbor Solicitation (NS) message with
   the Extended Address Registration Option (EARO) and process the
   Neighbor Advertisement (NA) accordingly.  Note that in some cases
   (e.g. very short-lived connections) it may not be worthwhile for a
   6LN to send an NS with EARO for registering its address.  The EARO
   option includes a Registration Ownership Verifier (ROVR) field
   [RFC8505].  In the case of Bluetooth LE, by default the ROVR field is
   filled with the 48-bit device address used by the Bluetooth LE node
   converted into 64-bit Modified EUI-64 format [RFC4291].  Optionally,
   a cryptographic ID (see [I-D.ietf-6lo-ap-nd] MAY be placed in the
   ROVR field.  If a cryptographic ID is used, address registration and
   multihop DAD formats and procedures defined in [I-D.ietf-6lo-ap-nd]
   MUST be used, unless an alternative mechanism offering equivalent
   protection is used.  As per RFC 8505, a 6LN MUST NOT register its
   link-local address.



   If the 6LN registers for a same compression context multiple
   addresses that are not based on Bluetooth device address, the header
   compression efficiency will decrease.



   2.  For sending Router Solicitations and processing Router
   Advertisements the Bluetooth LE hosts MUST, respectively, follow
   Sections 5.3 and 5.4 of [RFC6775], and Section 5.6 of [RFC8505].



   3.  The router behavior for 6LRs and 6LBRs is described in Section 6
   of RFC 6775, and updated by RFC 8505.  However, as per this
   specification: a) Routers SHALL NOT use multicast NSs to discover
   other routers' link layer addresses.  b) As per section 6.2 of RFC
   6775, in a dynamic configuration scenario, a 6LR comes up as a non-
   router and waits to receive a Router Advertisement for configuring
   its own interface address first, before setting its interfaces to be
   advertising interfaces and turning into a router.  In order to
   support such operation in an IPv6 mesh over Bluetooth LE links, a 6LR
   first uses the IPSP Node role only.  Once the 6LR has established a
   connection with another node previously running as a router, and
   receives a Router Advertisement from that router, the 6LR configures
   its own interface address, it turns into a router, and it runs as an
   IPSP Router.  A 6LBR uses the IPSP Router role since the 6LBR is
   initialized.  See an example in the Appendix.



   4.  Border router behavior is described in Section 7 of RFC 6775, and
   updated by RFC 8505.



   RFC 6775 defines substitutable mechanisms for distributing prefixes
   and context information (section 8.1 of RFC 6775), as well as for
   Duplicate Address Detection across a route-over 6LoWPAN (section 8.2
   of RFC 6775).  RFC 8505 updates those mechanisms and the related
   message formats.  Implementations of this specification MAY support
   the features described in sections 8.1 and 8.2 of RFC 6775, as
   updated by RFC 8505, unless some alternative ("substitute") from some
   other specification is supported by the implementation.




3.3.3. Header compression

   Header compression as defined in RFC 6282 [RFC6282], which specifies
   the compression format for IPv6 datagrams on top of IEEE 802.15.4, is
   REQUIRED as the basis for IPv6 header compression on top of Bluetooth
   LE.  All headers MUST be compressed according to RFC 6282 [RFC6282]
   encoding formats.



   To enable efficient header compression, when the 6LBR sends a Router
   Advertisement it MAY include a 6LoWPAN Context Option (6CO) [RFC6775]
   matching each address prefix advertised via a Prefix Information
   Option (PIO) [RFC4861] for use in stateless address
   autoconfiguration.  Note that 6CO is not needed for context-based
   compression when a single prefix is used in the network.



   The specific optimizations of RFC 7668 for header compression, which
   exploited the star topology and ARO (note that the latter has been
   updated by EARO as per RFC 8505), cannot be generalized in an IPv6
   mesh over Bluetooth LE links.  Still, a subset of those optimizations
   can be applied in some cases in such a network.  These cases comprise
   link-local interactions, non-link-local packet transmissions
   originated by a 6LN, and non-link-local packets intended for a 6LN
   that are originated or forwarded by a neighbor of that 6LN.  For the
   rest of packet transmissions, context-based compression MAY be used.



   When a device transmits a packet to a neighbor, the sender MUST fully
   elide the source IID if the source IPv6 address is the link-local
   address based on the sender's Bluetooth device address (SAC=0,
   SAM=11).  The sender also MUST fully elide the destination IPv6
   address if it is the link-local address based on the neighbor's
   Bluetooth device address (DAC=0, DAM=11).



   When a 6LN transmits a packet, with a non-link-local source address
   that the 6LN has registered with EARO in the next-hop router for the
   indicated prefix, the source address MUST be fully elided if it is
   the latest address that the 6LN has registered for the indicated
   prefix (SAC=1, SAM=11).  If the source non-link-local address is not
   the latest registered by the 6LN, then the 64 bits of the IID SHALL
   be fully carried in-line (SAC=1, SAM=01) or if the first 48 bits of
   the IID match with the latest address registered by the 6LN, then the
   last 16 bits of the IID SHALL be carried in-line (SAC=1, SAM=10).



   When a router transmits a packet to a neighboring 6LN, with a non-
   link-local destination address, the router MUST fully elide the
   destination IPv6 address if the destination address is the latest
   registered by the 6LN with EARO for the indicated context (DAC=1,
   DAM=11).  If the destination address is a non-link-local address and
   not the latest registered, then the 6LN MUST either include the IID
   part fully in-line (DAM=01) or, if the first 48 bits of the IID match
   to the latest registered address, then elide those 48 bits (DAM=10).




3.3.4. Unicast and multicast mapping

   The Bluetooth LE Link Layer does not support multicast.  Hence,
   traffic is always unicast between two Bluetooth LE neighboring nodes.
   If a node needs to send a multicast packet to several neighbors, it
   has to replicate the packet and unicast it on each link.  However,
   this may not be energy efficient, and particular care must be taken
   if the node is battery powered.  A router (i.e. a 6LR or a 6LBR) MUST
   keep track of neighboring multicast listeners, and it MUST NOT
   forward multicast packets to neighbors that have not registered as
   listeners for multicast groups the packets belong to.




4. IANA Considerations

   There are no IANA considerations related to this document.




5. Security Considerations

   The security considerations in RFC 7668 apply.



   IPv6 mesh over Bluetooth LE links requires a routing protocol to find
   end-to-end paths.  Unfortunately, the routing protocol may generate
   additional opportunities for threats and attacks to the network.



   RFC 7416 [RFC 7416] provides a systematic overview of threats and
   attacks on the IPv6 Routing Protocol for Low-Power and Lossy Networks
   (RPL), as well as countermeasures.  In that document, described
   threats and attacks comprise threats due to failures to authenticate,
   threats due to failure to keep routing information, threats and
   attacks on integrity, and threats and attacks on availability.
   Reported countermeasures comprise confidentiality attack, integrity
   attack, and availability attack countermeasures.



   While this specification does not state the routing protocol to be
   used in IPv6 mesh over Bluetooth LE links, the guidance of RFC 7416
   is useful when RPL is used in such scenarios.  Furthermore, such
   guidance may partly apply for other routing protocols as well.



   The ROVR can be derived from the Bluetooth device address.  However,
   such a ROVR can be spoofed, and therefore, any node connected to the
   subnet and aware of a registered-address-to-ROVR mapping could
   perform address theft and impersonation attacks.  Use of Address
   Protected Neighbor Discovery [I-D.ietf-6lo-ap-nd] provides protection
   against such attacks.
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8. Appendix A: Bluetooth LE connection establishment example

   This appendix provides an example of Bluetooth LE connection
   establishment and use of IPSP roles in an IPv6 mesh over Bluetooth LE
   links that uses dynamic configuration.  The example follows text in
   Section 3.3.2, item 3.b).



   The example assumes a network with one 6LBR, two 6LRs and three 6LNs,
   as shown in Figure 3.  Connectivity between the 6LNs and the 6LBR is
   only possible via the 6LRs.



   The following text describes the different steps as time evolves, in
   the example.  Note that other sequences of events that may lead to
   the same final scenario are also possible.



   At the beginning, the 6LBR starts running as an IPSP Router, whereas
   the rest of devices are not yet initialized (Step 1).  Next, the 6LRs
   start running as IPSP Nodes, i.e., they use Bluetooth LE
   advertisement packets to announce their presence and support of IPv6
   capabilities (Step 2).  The 6LBR (already running as an IPSP Router)
   discovers the presence of the 6LRs and establishes one Bluetooth LE
   connection with each 6LR (Step 3).  After establishment of those link
   layer connections (and after reception of Router Advertisements from
   the 6LBR), Step 4, the 6LRs start operating as routers, and also
   initiate the IPSP Router role (note: whether the IPSP Node role is
   kept running simultaneously is an implementation decision).  Then,
   6LNs start running the IPSP Node role (Step 5).  Finally, the 6LRs
   discover presence of the 6LNs and establish connections with the
   latter (Step 6).




Step 1
******
                                     6LBR
                                (IPSP: Router)


                           6LR                 6LR
                   (not initialized)     (not initialized)



             6LN                 6LN                  6LN
    (not initialized)      (not initialized)     (not initialized)

Step 2
******
                                     6LBR
                                (IPSP: Router)


                           6LR                 6LR
                      (IPSP: Node)         (IPSP: Node)



             6LN                 6LN                  6LN
    (not initialized)      (not initialized)     (not initialized)




Step 3
******

                                     6LBR
                                (IPSP: Router)
  Bluetooth LE connection ‑‑>   /            \
                               /              \
                           6LR                 6LR
                      (IPSP: Node)         (IPSP: Node)



             6LN                 6LN                  6LN
    (not initialized)      (not initialized)     (not initialized)







Step 4
******

                                     6LBR
                                (IPSP: Router)
                                /            \
                               /              \
                           6LR                 6LR
                      (IPSP: Router)      (IPSP: Router)

             6LN                 6LN                  6LN
    (not initialized)      (not initialized)     (not initialized)


Step 5
******

                                     6LBR
                                (IPSP: Router)
                                /            \
                               /              \
                           6LR                 6LR
                      (IPSP: Router)      (IPSP: Router)



             6LN                   6LN                6LN
         (IPSP: Node)         (IPSP: Node)        (IPSP: Node)


Step 6
******

                                     6LBR
                                (IPSP: Router)
                                /            \
                               /              \
                           6LR                 6LR
                     (IPSP: Router)       (IPSP: Router)
                      /           \       /            \
                     /             \     /              \
                    /               \   /                \
                 6LN                 6LN                  6LN
            (IPSP: Node)         (IPSP: Node)         (IPSP: Node)






     Figure 3: An example of connection establishment and use of IPSP

              roles in an IPv6 mesh over Bluetooth LE links.




9. Appendix B: Node joining procedure

   This appendix provides a diagram that illustrates the node joining
   procedure.  First of all, the joining node advertises its presence in
   order to allow establishing Bluetooth LE connections with neighbors
   that already belong to a network.  The latter typically run as a 6LR
   or as a 6LBR.  After Bluetooth LE connection establishment, the
   joining node starts acting as a 6LN.



   Figure 4 shows the sequence of messages that are exchanged by the 6LN
   and a neighboring 6LR that already belongs to the network, after the
   establishment of a Bluetooth LE connection between both devices.
   Initially, the 6LN sends an RS message (1).  Then, the 6LR replies
   with an RA, which includes the PIO (2).  After discovering the non-
   link-local prefix in use in the network, the 6LN creates its non-
   link-local address, registers that address with EARO (3) in the 6LR,
   and multihop DAD is performed (4).  The next step is the transmission
   of the NA message sent by the 6LR in response to the NS previously
   sent by the 6LN (5).  If the non-link-local address of the 6LN has
   been successfully validated, the 6LN can operate as a member of the
   network it has joined.




(1)                 6LN ‑‑‑‑(RS)‑‑‑‑‑‑‑> 6LR
(2)                 6LN <‑‑‑(RA‑PIO)‑‑‑‑ 6LR
(3)                 6LN ‑‑‑‑(NS‑EARO)‑‑> 6LR
(4)                 [Multihop DAD procedure]
(5)                 6LN <‑‑‑(NA)‑‑‑‑‑‑‑‑ 6LR





           Figure 4: Message exchange diagram for a joining node
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Abstract

   This document specifies a new type for the 6LoWPAN routing header
   containing the deadline time for data packets, designed for use over
   constrained networks.  The deadline time enables forwarding and
   scheduling decisions for time critical IoT machine to machine (M2M)
   applications that operate within time-synchronized networks that
   agree on the meaning of the time representations used for the
   deadline time values.
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1. Introduction

   Low Power and Lossy Networks (LLNs) are likely to be deployed for
   real time industrial applications requiring end-to-end delay
   guarantees [I-D.ietf-detnet-use-cases].  A Deterministic Network
   ("detnet") typically requires some data packets to reach their
   receivers within strict time bounds.  Intermediate nodes use the
   deadline information to make appropriate packet forwarding and
   scheduling decisions to meet the time bounds.



   This document specifies a new type for the Elective 6LoWPAN Routing
   Header (6LoRHE), so that the deadline time (i.e., the time of latest
   acceptable delivery) of data packets can be included within the
   6LoWPAN routing header.  [RFC8138] specifies the 6LoWPAN Routing
   Header (6LoRH), compression schemes for RPL routing (source routing)
   operation [RFC6554], header compression of RPL Packet Information
   [RFC6553], and IP-in-IP encapsulation.  This document also specifies
   handling of the deadline time when packets traverse between time-
   synchronized networks operating in different timezones or distinct
   reference clocks.  Time synchronization techniques are outside the
   scope of this document.  There are a number of standards available
   for this purpose, including IEEE 1588 [ieee-1588], IEEE 802.1AS
   [dot1AS-2011], IEEE 802.15.4-2015 TSCH [dot15-tsch], and more.



   The Deadline-6LoRHE can be used in any time synchronized 6Lo network.
   A 6TiSCH network is used to describe the implementation of the
   Deadline-6LoRHE, but this does not preclude its use in scenarios
   other than 6TiSCH.  For instance, there is a growing interest in
   using 6lo over a BLE mesh network [I-D.ietf-6lo-blemesh] in
   industrial IoT [dotBLEMesh].  BLE mesh time synchronization is being
   explored by the Bluetooth community.  There are also cases under
   consideration in Wi-SUN [Wi-SUN_PHY], [dotWi-SUN].




2. Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in
   [RFC2119] [RFC8174].



   This document uses the terminology defined in [RFC6550] and
   [I-D.ietf-6tisch-terminology].




3. 6LoRHE Generic Format

   Note: this section is not normative and is included for convenience.
   The generic header format of the 6LoRHE is specified in
   [I-D.ietf-roll-routing-dispatch].  Figure 1 illustrates the 6LoRHE
   generic format.



 0                   1
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑        ...              ‑+
|1|0|1| Length  |      Type     |        Options            |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑        ...              ‑+
                                 <‑‑‑    length         ‑‑‑>



                          Figure 1: 6LoRHE format



   o  Length: Length of the 6LoRHE expressed in bytes, excluding the
      first 2 bytes.  This enables a node to skip a 6LoRHE if the Type
      is not recognized/supported.



   o  Type (variable length): Type of the 6LoRHE (see Section 7)




4. Deadline-6LoRHE

   The Deadline-6LoRHE (see Figure 3) is an elective 6LoRH (i.e., a
   6LoRHE [RFC8138]) that provides the Deadline Time (DT) for an IPv6
   datagram in a compressed form.  Along with the deadline, the header
   can include the packet Origination Time Delta (OTD), the time at
   which the packet is enqueued for transmission (expressed as a value
   to be subtracted from DT); this enables a close estimate of the total
   delay incurred by a packet.  The OTD field is initialized by the
   sender based on the current time at the outgoing network interface
   through which the packet is forwarded.  Since the OTD is a delta, the
   length of the OTD field (i.e., OTL) will require fewer bits than the
   length of the DT field (i.e., DTL).



   The deadline field contains the value of the deadline time for the
   packet -- in other words, the time by which the application expects
   the packet to be delivered to the Receiver.



      packet_deadline_time = packet_origination_time + max_delay



   In order to support delay-sensitive deterministic applications, all
   nodes within the network should process the Deadline-6LoRHE.  The
   packet deadline time (DT) and origination time (OTD) are represented
   in time units determined by a scaling parameter in the routing
   header.  The Network ASN (Absolute Slot Number) can be used as a time
   unit in a time slotted synchronized network (for instance a 6TiSCH
   network, where global time is maintained in the units of slot lengths
   of a certain resolution).



   The delay experienced by packets in the network is a useful metric
   for network diagnostics and performance monitoring.  Whenever a
   packet crosses into a network using a different reference clock, the
   Destination Time field is updated to represent the same Destination
   Time, but expressed using the reference clock of the interface into
   the new network.  Then the origination time is the same as the
   current time when the packet is transmitted into the new network,
   minus the delay already experienced by the packet, say 'current_dly'.
   In this way, within the newly entered network, the packet will appear
   to have originated 'current_dly' time units earlier with respect to
   the reference clock of the new network.



   new_network_origin_time = time_now_in_new_network - current_dly



   The following example illustrates these calculations when a packet
   travels between three networks, each in a different time zone. 'x'
   can be 1, 2 or 3.  Suppose that the deadline time as measured in
   timezone 1 is 1050 and the origination time is 50.  Suppose that the
   difference between TZ2 and TZ1 is 900, and the difference between TZ3
   and TZ3 is 3600.  In the figure, OT is the origination time as
   measured in the current timezone, and is equal to DT - OTD, that is,
   DT - 1000.  Figure 2 uses the following abbreviations:



      TxA : Time of arrival of packet in the network 'x'



      TxD : Departure time of packet from the network 'x'



      dlyx : Delay experienced by the packet in the previous network(s)



      TZx : The time zone of network 'x'



          TZ1                      TZ2                    TZ3
T1A=50|                 |                             |
      |‑‑‑‑  dly1=50    |                             |
      |     \           |                             |
      |      \          |                             |
      |       \ T1D=100 |T2A=1000                     |
      |        ‑‑‑‑‑‑‑‑>|‑‑‑‑‑           dly2=450     |
      |                 |     \                       |
      |                 |      \                      |
      |                 |       \          T2D=1400   | T3A=5000
      |                 |         ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|‑‑‑‑‑‑‑‑‑‑>
      |                 |                             |
      v                 v                             v

 dly0 = 0          dly1 = T1D‑OT1      dly2 = T2D‑OT2
                        = 100‑50            = 1400 ‑ 950
                        = 50                = 450

 OT1 = T1A‑dly0     OT2 = T2A‑dly1     OT3 = T3A‑dly2
     = 50               = 1000‑50          = 5000 ‑ 450
                        = 950              = 4550



                 Figure 2: Destination Time Update example



   There are multiple ways that a packet can be delayed, including
   queuing delay, MAC layer contention delay, serialization delay, and
   propagation delays.  Sometimes there are processing delays as well.
   For the purpose of determining whether or not the deadline has
   already passed, these various delays are not distinguished.




5. Deadline-6LoRHE Format

 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|1|0|1| Length  |  6LoRH Type   |D| TU|  DTL  | OTL | BinaryPt  |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|      DT (variable length)     | OTD(variable length)(optional)|
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                     Figure 3: Deadline-6LoRHE format



o  Length (5 bits): Length represents the total length of the
   Deadline‑6LoRHE type measured in octets.
o  6LoRH Type: TBD (see Section 7)
o  D flag (1 bit): The 'D' flag, set by the Sender, qualifies the
   action to be taken when a 6LR detects that the deadline time has
   elapsed.  If 'D' bit is 1, then the 6LR MUST drop the packet if
   the deadline time is elapsed.  If 'D' bit is 0, the packet MAY be
   forwarded on an exception basis, if the forwarding node is NOT in
   a situation of constrained resource, and if there are reasons to
   suspect that downstream nodes might find it useful (delay
   measurements, interpolations, etc.).
o  TU (2 bits) : Indicates the time units for DT and OTD fields.  The
   encodings for the DT and OTD fields use the same time units and
   precision.

   *  00 : Time represented in seconds and fractional seconds
   *  01 : Reserved
   *  10 : Network ASN
   *  11 : Reserved
o  DTL (4 bits): Length of DT field as an unsigned 4‑bit integer,
   encoding the length of the field in hex digits, minus one.
o  OTL (3 bits) : Length of OTD field as an unsigned 3‑bit integer,
   encoding the length of the field in hex digits.  If OTL == 0, the
   OTD field is not present.  The value of OTL MUST NOT exceed the
   value of DTL plus one.

   *  For example, DTL = 0b0000 means the deadline time in the 6LoRHE
      is 1 hex digit (4 bits) long.  OTL = 0b111 means the
      origination time is 7 hex digits (28 bits) long.
o  Binary Pt (6 bits) : If zero, the number of bits of the integer
   part the DT is equal to the number of bits of the fractional part
   of the DT.  if nonzero, the Binary Pt is a signed integer
   determining the position of the binary point within the value for
   the DT.

   *  If BinaryPt value is positive, then the number of bits for the
      integer part of the DT is increased by the value of BinaryPt,
      and the number of bits for the fractional part of the DT is
      correspondingly reduced.  This increases the range of DT.
   *  If BinaryPt value is negative, then the number of bits for the
      integer part of the DT is decreased by the value of BinaryPt,
      and the number of bits for the fractional part of the DT is
      correspondingly increased.  This increases the precision of the
      fractional seconds part of DT.
o  DT Value (8..64‑bit) : An unsigned integer of DTL+1 hex digits
   giving the Deadline Time value
o  OTD Value (8..64‑bit) : An unsigned integer of OTL hex digits
   giving the Origination Time as a negative offset from the DT value



   Whenever a sender initiates the IP datagram, it includes the
   Deadline-6LoRHE along with other 6LoRH information.  For information
   about the time synchronization requirements between sender and
   receiver see Section 8.



   For the chosen time unit, a compressed time representation is
   available as follows.  First, the application on the originating node
   has to determine how many time bits are needed to represent the
   difference between the time at which the packet is launched and the
   deadline time, including the representation of fractional time units.
   That number of bits (say, N_bits) determines DTL (the length of the
   Deadline Time (DT)) as follows:



      DTL = (N_bits mod 4)



   The number of bits determined by DTL allows counting any number of
   fractional time units in the range of interest determined by DT and
   the origination time OT.  Denote this number of fractional time units
   to be Epoch_Range(DTL) (i.e., Epoch_Range is a function of DTL).



      Epoch_Range(DTL) = (2^(4*(DTL+1))



   Each point of time between OT and DT is represented by a time unit
   and a fractional time unit; in this section, this combined
   representation is called a rational time unit (RTU).  1 RTU measures
   the smallest fractional time that can be represented between two
   points of time in the epoch (i.e., within the range of interest).



   DT - OT cannot exceed 2^(4*(DTL+1)) == 16^(DTL+1).  A low value of
   DTL leads to a small Epoch_Range; if DTL = 0, there will only be 16
   RTUs within the Epoch_Range (DTL) = 16^1 (for any time unit TU).  The
   values that can be represented in the current epoch are in the range
   [0, (Epoch_Range(DTL) - 1)].  To minimize the required DTL,
   wraparound is allowed but works naturally with the arithmetic modulo
   Epoch_Range.



   By default, DTL determines t_0 in the chosen RTUs as follows:



      t_0 = [current_time - (current_time mod Epoch_Range (DTL))].



   Naturally, t_0 occurs at time 0 (or time 0.0000...) in the current
   epoch.  The last possible origination time representable in the
   current epoch (counted in RTUs) is t_last = (t0 + (2^(4*(DTL+1))-1)).
   In the RTUs chosen, the current epoch resides at the underlying time
   interval [t_0, t_last].  If DT - OT is greater than t_last - OT, then
   wraparound within the Epoch_Range occurs naturally.  In all cases, OT
   is represented by the value (OT mod Epoch_Range) and DT is
   represented by the value (DT mod Epoch_Range).  All arithmetic is to
   be performed modulo (Epoch_Range(DTL)), yielding only positive values
   for DT - OT.



      Example: Consider a 6TiSCH network with time-slot length of 10ms.
      Let the time units be ASNs (TU == (binary)0b10).  Let the current
      ASN when the packet is originated be 54400, and the maximum
      allowable delay (max_delay) for the packet delivery be 1 second
      from the packet origination, then:



         deadline_time = packet_origination_time + max_delay



            = 0xD480 + 0x64 (Network ASNs)



            = 0xD4E4 (Network ASNs)



         Then, the Deadline-6LoRHE encoding with nonzero OTL is:



            DTL = 3, OTL = 2, TU = 0b10, BinaryPt = 8, DT = 0xD4E4, OTD
            = 0x64






6. Deadline-6LoRHE in Three Network Scenarios

   In this section, Deadline-6LoRHE operation is described for 3 network
   scenarios.  Figure 4 depicts a constrained time-synchronized LLN that
   has two subnets N1 and N2, connected through LBRs
   [I-D.ietf-6lo-backbone-router] with different reference clock times
   T1 and T2.



                 +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
                 | Time Synchronized |
                 |      Network      |
                 +‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
                           |
                           |
                           |
            +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
            |                             |
         +‑‑‑‑‑+                       +‑‑‑‑‑+
         |     | Backbone              |     | Backbone
    o    |     | router                |     | router
         +‑‑‑‑‑+                       +‑‑‑‑‑+
    o                  o               o
        o    o   o               o  o   o  o   o  o
   o      LLN    o                 o  LLN   o  o
      o   o    o      o             o o o     o  o
6LoWPAN Network (subnet N1)   6LoWPAN Network (subnet N2)



                 Figure 4: Intra-network Timezone Scenario




6.1. Scenario 1: Endpoints in the same DODAG (N1)

   In scenario 1, shown in Figure 5, the Sender 'S' has an IP datagram
   to be routed to a Receiver 'R' within the same DODAG.  For the route
   segment from Sender to 6LBR, the Sender includes a Deadline-6LoRHE by
   encoding the deadline time contained in the packet.  Subsequently,
   each 6LR will perform hop-by-hop routing to forward the packet
   towards the 6LBR.  Once 6LBR receives the IP datagram, it sends the
   packet downstream towards 'R'.



   In case of a network running RPL non-storing mode, the 6LBR generates
   a IPv6-in-IPv6 encapsulated packet when sending the packet downwards
   to the Receiver [I-D.ietf-roll-useofrplinfo].  The 6LBR copies the
   Deadline-6LoRHE from the Sender originated IP header to the outer IP
   header.  The Deadline-6LoRHE contained in the inner IP header is
   removed.



                   +‑‑‑‑‑‑‑+
        ^          | 6LBR  |       |
        |          |       |       |
        |          +‑‑‑‑‑‑‑+       |
Upward  |         /      /| \      | Downward
routing |      (F)      / |  \     | routing
        |     /  \    (C) |  (D)   |
        |    /    \    |  | / |\   |
        |  (A)    (B)  : (E)  : R  |
        |  /|\     | \   / \       |
        | S : :    : :  :  :       v



            Figure 5: End points within same DODAG (subnet N1)



   At the tunnel endpoint of the encapsulation, the Deadline-6LoRHE is
   copied back from the outer header to inner header, and the inner IP
   packet is delivered to 'R'.




6.2. Scenario 2: Endpoints in Networks with Dissimilar L2 Technologies.

   In scenario 2, shown in Figure 6, the Sender 'S' (belonging to DODAG
   1) has IP datagram to be routed to a Receiver 'R' over a time-
   synchronized IPv6 network.  For the route segment from 'S' to 6LBR,
   'S' includes a Deadline-6LoRHE.  Subsequently, each 6LR will perform
   hop-by-hop routing to forward the packet towards the 6LBR.  Once the
   Deadline Time information reaches the border router, the packet will
   be encoded according to the mechanism prescribed in the other time-
   synchronized network depicted as "Time Synchronized Network" in the
   figure 6.  The specific data encapsulation mechanisms followed in the
   new network are beyond the scope of this document.



                  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
                  | Time           |
                  | Synchronized   |‑‑‑‑‑‑R
                  | Network        |
                  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
                          |
                          |
                ‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑
         ^                |
         |            +‑‑‑+‑‑‑+
         |            | 6LBR  |
Upward   |            |       |
routing  |            +‑‑‑‑‑‑++
         |        (F)/      /| \
         |       /  \      / |  \
         |      /    \   (C) |  (D)
         |    (A)    (B)  |  | / |\
         |    /|\     |\  : (E)  : :
         |   S : :    : :   / \
                           :   :



      Figure 6: Packet transmission in Dissimilar L2 Technologies or

                                 Internet



   For instance, the IP datagram could be routed to another time
   synchronized deterministic network using the mechanism specified in
   the In-band OAM [I-D.ietf-ippm-ioam-data], and then the deadline time
   would be updated according to the measurement of the current time in
   the new network.



6.3.  Scenario 3: Packet transmission across different DODAGs (N1 to
      N2).



   Consider the scenario depicted in Figure 7, in which the Sender 'S'
   (belonging to DODAG 1) has an IP datagram to be sent to Receiver 'R'
   belonging to another DODAG (DODAG 2).  The operation of this scenario
   can be decomposed into combination of case 1 and case 2 scenarios.
   For the route segment from 'S' to 6LBR1, 'S' includes the Deadline-
   6LoRHE.  Subsequently, each 6LR will perform hop-by-hop operation to
   forward the packet towards the 6LBR1.  Once the IP datagram reaches
   6LBR1 of DODAG1, it applies the same rule as described in Case 2
   while routing the packet to 6LBR2 over a (likely) time synchronized
   wired backhaul.  The wired side of 6LBR2 can be mapped to receiver of
   Case 2.  Once the packet reaches 6LBR2, it updates the Deadline-
   6LoRHE by adding or subtracting the difference of time of DODAG2 and
   sends the packet downstream towards 'R'.



                 Time Synchronized Network
               ‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑
                |                           |
   DODAG1   +‑‑‑+‑‑‑+                   +‑‑‑+‑‑‑+   DODAG2
            | 6LBR1 |                   | 6LBR2 |
            |       |                   |       |
            +‑‑‑‑‑‑‑+                   +‑‑‑‑‑‑‑+
        (F)/      /| \              (F)/      /| \
       /  \      / |  \            /  \      / |  \
      /    \   (C) |  (D)         /    \   (C) |  (D)
    (A)    (B)  |  | / |\       (A)    (B)  |  |   |\
    /|\     |\  : (E)  : :      /|\     |\  : (E)  : :
   S : :    : :   / \          : : :    : :   / \
                 :   :                       :   R
Network N1, time zone T1      Network N2, time zone T2



        Figure 7: Packet transmission in different DODAGs(N1 to N2)



   Consider an example of a 6TiSCH network in which S in DODAG1
   generates the packet at ASN 20000 to R in DODAG2.  Let the maximum
   allowable delay be 1 second.  The time-slot length in DODAG1 and
   DODAG2 is assumed to be 10ms.  Once the deadline time is encoded in
   Deadline-6LoRHE, the packet is forwarded to 6LBR of DODAG1.  Suppose
   the packet reaches 6LBR of DODAG1 at ASN 20030.



      current_time = ASN at LBR * slot_length_value



remaining_time = deadline_time ‑ current_time
= ((packet_origination_time + max_delay) ‑ current time)
= (20000 + 100) ‑ 20030
= 30 (in Network ASNs)
= 30 * 10^3 milliseconds.



   Once the Deadline Time information reaches the border router, the
   packet will be encoded according to the mechanism prescribed in the
   other time-synchronized network.




7. IANA Considerations

   This document defines a new Elective 6LoWPAN Routing Header Type, and
   IANA is requested to assign a value (TBD) from the 6LoWPAN Dispatch
   Page1 number space for this purpose.



  Elective 6LoRH Type     Value
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+
|   Deadline‑6LoRHE    |  TBD   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+



                      Figure 8: Deadline-6LoRHE type




8. Synchronization Aspects

   The document supports time representation of the deadline and
   origination times carried in the packets traversing through networks
   of different time zones having different time synchronization
   mechanisms.  For instance, in a 6TiSCH network where the time is
   maintained as ASN time slots, the time synchronization is achieved
   through beaconing among the nodes as described in [RFC7554].  There
   could be 6lo networks that employ NTP where the nodes are
   synchronized with an external reference clock from an NTP server.
   The specification of the time synchronization method that need to be
   followed by a network is beyond the scope of the document.



   The number of hex digits chosen to represent DT, and the portion of
   that field allocated to represent integer number of seconds,
   determines the meaning of t_0, i.e., the meaning of DT == 0 in the
   chosen representation.  If DTL == 0, then there are only 4 bits that
   can be used to count the time units, so that DT == 0 can never be
   more than 16 time units (or fractional time units) in the past.  This
   then requires that the time synchronization between sender and
   receiver has to be tighter than 16 units.  If the binary point were
   moved so that all the bits were used for fractional time units (e.g.,
   fractional seconds or fractional ASNs), the time synchronization
   requirement would be correspondingly tighter.



   A 4-bit field for DT allows up to 16 hex digits, which is 64 bits.
   That is enough to represent the NTP [RFC5905] 64-bit timestamp
   format, which is more than enough for the purposes of establishing
   deadline times.  Unless the binary point is moved, this is enough to
   represent time since year 1900.



   For example, suppose that DTL = 0b0000 and the DT bits are split
   evenly; then we can count up to 3.75 seconds by quarter-seconds.



   If DTL = 3 and the DT bits are again split evenly, then we can count
   up to 256 seconds (in steps of 1/256 of a second).



   In all cases, t_0 is defined as specified in Section 5



      t_0 = [current_time - (current_time mod (2^(4*(DTL+1))))]



   regardless of the choice of TU.



   For TU = 0b00, the time units are seconds.  With DTL == 15, and
   Binary Pt == 0, the epoch is (by default) January 1, 1900 at 00:00
   UTC.  The resolution is then (2 ^ (- 32)) seconds, which is the
   maximum possible.  This time format wraps around every 2^32 seconds,
   which is roughly 136 years.



   For TU = 0b10, the time units are ASNs.  The start time is relative,
   and updated by a mechanism out of scope for this document.  With 10
   ms slots, DTL = 15, and Binary Pt == 0, it would take over a year for
   the ASN to wrap around.  Typically, the number of hex digits
   allocated for TU = 0b10 would be less than 15.




9. Security Considerations

   The security considerations of [RFC4944], [RFC6282] and [RFC6553]
   apply.  Using a compressed format as opposed to the full in-line
   format is logically equivalent and does not create an opening for a
   new threat when compared to [RFC6550], [RFC6553] and [RFC6554].



   The protocol elements specified in this document are designed to work
   in controlled operational environments (e.g., industrial process
   control and automation).  In order to avoid misuse of the deadline
   information that could potentially result in a Denial of Service
   (DoS) attack, proper functioning of this deadline time mechanism
   requires the provisioning and management of network resources for
   supporting traffic flows with deadlines, performance monitoring, and
   admission control policy enforcement.  The network provisioning can
   be done either centrally or in a distributed fashion.  For example,
   tracks in a 6tisch network could be established by a centralized PCE,
   as described in the 6tisch architecture
   [I-D.ietf-6tisch-architecture].



   The Security Considerations of Detnet architecture
   [I-D.ietf-detnet-architecture] mostly apply to this document as well,
   as follows.  To secure the request and control of resources allocated
   for tracks, authentication and authorization can be used for each
   device, and network controller devices.  In the case of distributed
   control protocols, security is expected to be provided by the
   security properties of the protocols in use.



   When deadline bearing flows are identified on a per-flow basis, which
   may provide attackers with additional information about the data
   flows, when compared to networks that do not include per-flow
   identification.  The security implications of disclosing that
   additional information deserve consideration when implementing this
   deadline specification.



   Because of the requirement of precise time synchronization, the
   accuracy, availability, and integrity of time synchronization is of
   critical importance.  Extensive discussion of this topic can be found
   in [RFC7384].
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Appendix A. Changes from revision 04 to revision 05

   This section lists the changes between draft-ietf-6lo-deadline-time
   revisions ...-04.txt and ...-05.txt.



   o  Included additional relevant material in Security Considerations
      regarding expected deployment scenarios and the effect of
      disclosing additional information during the travel of a packet.



   o  Reworked the specification for using time ranges shorter than the
      maximum allowed by the choice of TU, so that fewer bits are needed
      to represent DT and OT.



   o  Revised the figures and examples to use new parameters



   o  Reordered the field definitions for the Deadline-6LoRHE.



   o  Responded to numerous reviewer comments to improve terminology and
      editorial consistency.




Appendix B. Changes from revision 03 to revision 04

   This section lists the changes between draft-ietf-6lo-deadline-time
   revisions ...-03.txt and ...-04.txt.



   o  Replaced OT (Origination Time) field by OTD (Origination Time
      Delta), allowing a more compressed representation that needs less
      processing during transitions between networks.



   o  Changed representation for DTL, OTL, DT, OTD.  Eliminated EXP in
      favor of BinaryPt.



   o  Revised the figures and examples to use new parameters



   o  Added new section on Synchronization Aspects to supply pertinent
      information about how nodes agree on the meaning of t=0.



   o  Responded to numerous reviewer comments to improve editorial
      consistency and improve terminology.




Appendix C. Changes from revision 02 to revision 03

   This section lists the changes between draft-ietf-6lo-deadline-time
   revisions ...-02.txt and ...-03.txt.



   o  Added non-normative 6LoRHE description, citing RFC 8138.



   o  Specified that the Origination Time (OT) is the time that packet
      is enqueued for transmission.



   o  Mentioned more sources of packet delay.



   o  Clarified reasons that packet MAY be forwarded if 'D' bit is 0.



   o  Clarified that DT, OT, DTL and OTL are unsigned integers.



   o  Updated bibliographic citations, including BLEmesh and Wi-SUN.




Appendix D. Changes from revision 01 to revision 02

   This section lists the changes between draft-ietf-6lo-deadline-time
   revisions ...-01.txt and ...-02.txt.



   o  Replaced 6LoRHE description by reference to RFC 8138.



   o  Added figure to illustrate change to Origination Time when a
      packet crosses timezone boundaries.



   o  Clarified that use of 6tisch networks is descriptive, not
      normative.



   o  Clarified that In-Band OAM is used as an example and is not
      normative.



   o  Updated bibliographic citations.



   o  Alphabetized contributor names.




Appendix E. Changes between earlier versions

   This section lists the changes between draft-ietf-6lo-deadline-time
   revisions ...-00.txt and ...-01.txt.



   o  Changed "SHOULD drop" to "MUST drop" a packet if the deadline is
      passed (see Section 5).



   o  Added explanatory text about how packet delays might arise.  (see
      Section 4).



   o  Mentioned availability of time-synchronization protocols (see
      Section 1).



   o  Updated bibliographic citations.



   o  Alphabetized contributor names.



   o  Added this section.
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1. Introduction

   In most Low Power and Lossy Network (LLN) applications, the bulk of
   the traffic consists of small chunks of data (on the order of a few
   bytes to a few tens of bytes) at a time.  Given that an IEEE Std.
   802.15.4 [IEEE.802.15.4] frame can carry a payload of 74 bytes or
   more, fragmentation is usually not required.  However, and though
   this happens only occasionally, a number of mission critical
   applications do require the capability to transfer larger chunks of
   data, for instance to support the firmware upgrade of the LLN nodes
   or the extraction of logs from LLN nodes.



   In the former case, the large chunk of data is transferred to the LLN
   node, whereas in the latter, the large chunk flows away from the LLN
   node.  In both cases, the size can be on the order of 10 kilobytes or
   more and an end-to-end reliable transport is required.



   "Transmission of IPv6 Packets over IEEE 802.15.4 Networks" [RFC4944]
   defines the original 6LoWPAN datagram fragmentation mechanism for
   LLNs.  One critical issue with this original design is that routing
   an IPv6 [RFC8200] packet across a route-over mesh requires the
   reassembly of the packet at each hop.  The "6TiSCH Architecture"
   [I-D.ietf-6tisch-architecture] indicates that this may cause latency
   along a path and impact critical resources such as memory and
   battery; to alleviate those undesirable effects it recommends using a
   6LoWPAN Fragment Forwarding (6FF) technique .



   "LLN Minimal Fragment Forwarding" [FRAG-FWD] specifies the generic
   behavior that all 6FF techniques including this specification follow,
   and presents the associated caveats.  In particular, the routing
   information is fully indicated in the first fragment, which is always
   forwarded first.  With this specification, the first fragment is
   identified by a Sequence of 0 as opposed to a dispatch type in
   [RFC4944].  A state is formed and used to forward all the next
   fragments along the same path.  The Datagram_Tag is locally
   significant to the Layer-2 source of the packet and is swapped at
   each hop, more in Section 6.  This specification encodes the
   Datagram_Tag in one byte, which will saturate if more than 256
   datagrams transit in fragmented form over a single hop at the same
   time.  This is not realistic at the time of this writing.  Should
   this happen in a new 6LoWPAN technology, a node will need to use
   several Link-Layer addresses to increase its indexing capacity.



   "Virtual reassembly buffers in 6LoWPAN" [LWIG-FRAG](VRB) proposes a
   6FF technique that is compatible with [RFC4944] without the need to
   define a new protocol.  However, adding that capability alone to the
   local implementation of the original 6LoWPAN fragmentation would not
   address the inherent fragility of fragmentation (see [FRAG-ILE]) in
   particular the issues of resources locked on the reassembling
   endpoint and the wasted transmissions due to the loss of a single
   fragment in a whole datagram.  [Kent] compares the unreliable
   delivery of fragments with a mechanism it calls "selective
   acknowledgements" that recovers the loss of a fragment individually.
   The paper illustrates the benefits that can be derived from such a
   method in figures 1, 2 and 3, on pages 6 and 7.  [RFC4944] has no
   selective recovery and the whole datagram fails when one fragment is
   not delivered to the reassembling endpoint.  Constrained memory
   resources are blocked on the reassembling endpoint until it times
   out, possibly causing the loss of subsequent packets that cannot be
   received for the lack of buffers.



   That problem is exacerbated when forwarding fragments over multiple
   hops since a loss at an intermediate hop will not be discovered by
   either the fragmenting and reassembling endpoints, and the source
   will keep on sending fragments, wasting even more resources in the
   network since the datagram cannot arrive in its entirety, and
   possibly contributing to the condition that caused the loss.
   [RFC4944] is lacking a congestion control to avoid participating in a
   saturation that may have caused the loss of the fragment.  It has no
   signaling to abort a multi-fragment transmission at any time and from
   either end, and, if the capability to forward fragments is
   implemented, clean up the related state in the network.



   This specification provides a method to forward fragments over
   typically a few hops in a route-over 6LoWPAN mesh, and a selective
   acknowledgment to recover individual fragments between 6LoWPAN
   endpoints.  The method can help limit the congestion loss in the
   network and addresses the requirements in Appendix B.  Flow Control
   is out of scope since the endpoints are expected to be able to store
   the full datagram.  Deployments are expected to be managed and
   homogeneous, and an incremental transition requires a flag day.




2. Terminology


2.1. BCP 14

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119][RFC8174] when, and only when, they appear in all
   capitals, as shown here.




2.2. References

   This document uses 6LoWPAN terms and concepts that are presented in
   "IPv6 over Low-Power Wireless Personal Area Networks (6LoWPANs):
   Overview, Assumptions, Problem Statement, and Goals" [RFC4919],
   "Transmission of IPv6 Packets over IEEE 802.15.4 Networks" [RFC4944],
   and "Problem Statement and Requirements for IPv6 over Low-Power
   Wireless Personal Area Network (6LoWPAN) Routing" [RFC6606].



   "LLN Minimal Fragment Forwarding" [FRAG-FWD] discusses the generic
   concept of a Virtual Reassembly Buffer (VRB) and specifies behaviors
   and caveats that are common to a large family of 6FF techniques
   including the mechanism specified by this document, which fully
   inherits from that specification.  It also defines terms used in this
   document: Compressed Form, Datagram_Tag, Datagram_Size,
   Fragment_Offset, and 6LoWPAN Fragment Forwarding endpoint (commonly
   abbreviated as only "endpoint").



   Past experience with fragmentation has shown that misassociated or
   lost fragments can lead to poor network behavior and, occasionally,
   trouble at the application layer.  The reader is encouraged to read
   "IPv4 Reassembly Errors at High Data Rates" [RFC4963] and follow the
   references for more information.  That experience led to the
   definition of "Path MTU discovery" [RFC8201] (PMTUD) protocol that
   limits fragmentation over the Internet.  Specifically in the case of
   UDP, valuable additional information can be found in "UDP Usage
   Guidelines for Application Designers" [RFC8085].



   "The Benefits of Using Explicit Congestion Notification (ECN)"
   [RFC8087] provides useful information on the potential benefits and
   pitfalls of using ECN.



   Quoting the "Multiprotocol Label Switching (MPLS) Architecture"
   [RFC3031]: with MPLS, 'packets are "labeled" before they are
   forwarded' along a Label Switched Path (LSP).  At subsequent hops,
   there is no further analysis of the packet's network layer header.
   Rather, the label is used as an index into a table which specifies
   the next hop, and a new label".  [FRAG-FWD] leverages MPLS to forward
   fragments that actually do not have a network layer header, since the
   fragmentation occurs below IP, and this specification makes it
   reversible so the reverse path can be followed as well.




2.3. Other Terms

   This specification uses the following terms:



RFRAG:  Recoverable Fragment

RFRAG‑ACK:  Recoverable Fragment Acknowledgement

RFRAG Acknowledgment Request:  An RFRAG with the Acknowledgement
   Request flag ('X' flag) set.

NULL bitmap:  Refers to a bitmap with all bits set to zero.

FULL bitmap:  Refers to a bitmap with all bits set to one.

Reassembling endpoint:  The receiving endpoint

Fragmenting endpoint:  The sending endpoint

Forward direction:  The direction of a path, which is followed by the
   RFRAG.

Reverse direction:  The reverse direction of a path, which is taken
   by the RFRAG‑ACK.




3. Updating RFC 4944

   This specification updates the fragmentation mechanism that is
   specified in "Transmission of IPv6 Packets over IEEE 802.15.4
   Networks" [RFC4944] for use in route-over LLNs by providing a model
   where fragments can be forwarded end-to-end across a 6LoWPAN LLN, and
   where fragments that are lost on the way can be recovered
   individually.  A new format for fragments is introduced and new
   dispatch types are defined in Section 5.



   [RFC8138] allows modifying the size of a packet en route by removing
   the consumed hops in a compressed Routing Header.  This requires that
   Fragment_Offset and Datagram_Size (see Section 2.3) are also modified
   en route, which is difficult to do in the uncompressed form.  This
   specification expresses those fields in the Compressed Form and
   allows modifying them en route (see Section 4.4) easily.



   Consistently with Section 2 of [RFC6282], for the fragmentation
   mechanism described in Section 5.3 of [RFC4944], any header that
   cannot fit within the first fragment MUST NOT be compressed when
   using the fragmentation mechanism described in this specification.




4. Extending draft-ietf-6lo-minimal-fragment

   This specification implements the generic 6FF technique defined in
   "LLN Minimal Fragment Forwarding" [FRAG-FWD], provides end-to-end
   fragment recovery and congestion control mechanisms.




4.1. Slack in the First Fragment

   [FRAG-FWD] allows for refragmenting in intermediate nodes, meaning
   that some bytes from a given fragment may be left in the VRB to be
   added to the next fragment.  The need for more space in the outgoing
   fragment than was needed for the incoming fragment arises when the
   6LoWPAN Header Compression is not as efficient on the outgoing link
   or the Link MTU is reduced.



   This specification cannot allow such a refragmentation operation
   since the fragments are recovered end-to-end based on a sequence
   number.  The Fragment_Size MUST be tailored to fit the minimal MTU
   along the path, and the first fragment that contains a 6LoWPAN-
   compressed header MUST have enough slack to enable a less efficient
   compression in the next hops to still fits within the Link MTU.  If
   the fragmenting endpoint is also the 6LoWPAN compression endpoint, it
   will elide the IID of the source IPv6 address if it matches the Link-
   Layer address [RFC6282].  In a network with a consistent MTU, it MUST
   compute the Fragment_Size as if the MTU was 8 bytes less, so the next
   hop can expand the IID within the same fragment.




4.2. Gap between frames

   [FRAG-FWD] requires that a configurable interval of time is inserted
   between transmissions to the same next hop and in particular between
   fragments of a same datagram.  In the case of half duplex interfaces,
   this inter-frame gap ensures that the next hop is done forwarding the
   previous frame and is capable of receiving the next one.



   In the case of a mesh operating at a single frequency with
   omnidirectional antennas, a larger inter-frame gap is required to
   protect the frame against hidden terminal collisions with the
   previous frame of the same flow that is still progressing along a
   common path.



   The inter-frame gap is useful even for unfragmented datagrams, but it
   becomes a necessity for fragments that are typically generated in a
   fast sequence and are all sent over the exact same path.




4.3. congestion Control

   The inter-frame gap is the only protection that [FRAG-FWD] imposes by
   default.  This document enables to group fragments in windows and
   request intermediate acknowledgements so the number of in-flight
   fragments can be bounded.  This document also adds an ECN mechanism
   that can be used to to protect the network by adapting the size of
   the window, the size of the fragments, and/or the inter-frame gap.



   This specification enables the fragmenting endpoint to apply a
   congestion control mechanism to tune those parameters, but the
   mechanism itself is out of scope.  In most cases, the expectation is
   that most datagrams will require only a few fragments, and that only
   the last fragment will be acknowledged.  A basic implementation of
   the fragmenting endpoint is NOT REQUIRED to vary the size of the
   window, the duration of the inter-frame gap or the size of a fragment
   in the middle of the transmission of a datagram, and it MAY ignore
   the ECN signal or simply reset the window to 1 (see Appendix C for
   more) until the end of this datagram upon detecting a congestion.



   An intermediate node that experiences a congestion MAY set the ECN
   bit in a fragment, and the reassembling endpoint echoes the ECN bit
   at most once at the next opportunity to acknowledge back.



   The size of the fragments is typically computed from the Link MTU to
   maximize the size of the resulting frames.  The size of the window
   and the duration of the inter-frame gap SHOULD be configurable, to
   reduce the chances of congestion and to follow the general
   recommendations in [FRAG-FWD], respectively.




4.4. Modifying the First Fragment

   The compression of the Hop Limit, of the source and destination
   addresses in the IPv6 Header, and of the Routing Header may change en
   route in a Route-Over mesh LLN.  If the size of the first fragment is
   modified, then the intermediate node MUST adapt the Datagram_Size,
   encoded in the Fragment_Size field, to reflect that difference.



   The intermediate node MUST also save the difference of Datagram_Size
   of the first fragment in the VRB and add it to the Fragment_Offset of
   all the subsequent fragments that it forwards for that datagram.




5. New Dispatch types and headers

   This document specifies an alternative to the 6LoWPAN fragmentation
   sublayer [RFC4944] to emulate an Link MTU up to 2048 bytes for the
   upper layer, which can be the 6LoWPAN Header Compression sublayer
   that is defined in the "Compression Format for IPv6 Datagrams"
   [RFC6282] specification.  This specification also provides a reliable
   transmission of the fragments over a multihop 6LoWPAN route-over mesh
   network and a minimal congestion control to reduce the chances of
   congestion loss.



   A 6LoWPAN Fragment Forwarding [FRAG-FWD] technique derived from MPLS
   enables the forwarding of individual fragments across a 6LoWPAN
   route-over mesh without reassembly at each hop.  The Datagram_Tag is
   used as a label; it is locally unique to the node that owns the
   source Link-Layer address of the fragment, so together the Link-Layer
   address and the label can identify the fragment globally within the
   lifetime of the datagram.  A node may build the Datagram_Tag in its
   own locally-significant way, as long as the chosen Datagram_Tag stays
   unique to the particular datagram for its lifetime.  The result is
   that the label does not need to be globally unique but also that it
   must be swapped at each hop as the source Link-Layer address changes.



   In the following sections, a "Datagram_Tag" extends the semantics
   defined in [RFC4944] Section 5.3."Fragmentation Type and Header".
   The Datagram_Tag is a locally unique identifier for the datagram from
   the perspective of the sender.  This means that the Datagram_Tag
   identifies a datagram uniquely in the network when associated with
   the source of the datagram.  As the datagram gets forwarded, the
   source changes and the Datagram_Tag must be swapped as detailed in
   [FRAG-FWD].



   This specification extends RFC 4944 [RFC4944] with 2 new Dispatch
   types, for Recoverable Fragment (RFRAG) and for the RFRAG
   Acknowledgment back.  The new 6LoWPAN Dispatch types are taken from
   Page 0 [RFC8025] as indicated in Table 1 in Section 9.




5.1. Recoverable Fragment Dispatch type and Header

   In this specification, if the packet is compressed then the size and
   offset of the fragments are expressed with respect to the Compressed
   Form of the packet form as opposed to the uncompressed (native) form.



   The format of the fragment header is shown in Figure 1.  It is the
   same for all fragments though the Fragment_Offset is overloaded.  The
   format has a length and an offset, as well as a Sequence field.  This
   would be redundant if the offset was computed as the product of the
   Sequence by the length, but this is not the case.  The position of a
   fragment in the reassembly buffer is neither correlated with the
   value of the Sequence field nor with the order in which the fragments
   are received.  This enables refragmenting to cope with an MTU
   deduction, see the example of the fragment seq. 5 that is retried
   end-to-end as smaller fragments seq. 13 and 14 in Section 6.2.



   The first fragment is recognized by a Sequence of 0; it carries its
   Fragment_Size and the Datagram_Size of the compressed packet before
   it is fragmented, whereas the other fragments carry their
   Fragment_Size and Fragment_Offset.  The last fragment for a datagram
   is recognized when its Fragment_Offset and its Fragment_Size add up
   to the stored Datagram_Size of the packet identified by the sender
   Link-Layer address and the Datagram_Tag.



                      1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
                                +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
                                |1 1 1 0 1 0 0|E|  Datagram_Tag |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|X| Sequence|   Fragment_Size   |       Fragment_Offset         |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                                                X set == Ack-Request



                  Figure 1: RFRAG Dispatch type and Header



X:  1 bit; Ack‑Request: when set, the fragmenting endpoint requires
   an RFRAG Acknowledgment from the reassembling endpoint.

E:  1 bit; Explicit Congestion Notification; the "E" flag is cleared
   by the source of the fragment and set by intermediate routers to
   signal that this fragment experienced congestion along its path.

Fragment_Size:  10‑bit unsigned integer; the size of this fragment in
   a unit that depends on the Link‑Layer technology.  Unless
   overridden by a more specific specification, that unit is the
   byte, which allows fragments up to 1024 bytes.

Datagram_Tag:  8 bits; an identifier of the datagram that is locally
   unique to the Link‑Layer sender.

Sequence:  5‑bit unsigned integer; the sequence number of the
   fragment in the acknowledgement bitmap.  Fragments are numbered
   [0..N] where N is in [0..31].  A Sequence of 0 indicates the first
   fragment in a datagram, but non‑zero values are not indicative of
   the position in the reassembly buffer.

Fragment_Offset:  16‑bit unsigned integer.



      When the Fragment_Offset is set to a non-0 value, its semantics
      depend on the value of the Sequence field as follows:



*  For a first fragment (i.e., with a Sequence of 0), this field
   indicates the Datagram_Size of the compressed datagram, to help
   the reassembling endpoint allocate an adapted buffer for the
   reception and reassembly operations.  The fragment may be
   stored for local reassembly.  Alternatively, it may be routed
   based on the destination IPv6 address.  In that case, a VRB
   state must be installed as described in Section 6.1.1.
*  When the Sequence is not 0, this field indicates the offset of
   the fragment in the Compressed Form of the datagram.  The
   fragment may be added to a local reassembly buffer or forwarded
   based on an existing VRB as described in Section 6.1.2.



      A Fragment_Offset that is set to a value of 0 indicates an abort
      condition and all state regarding the datagram should be cleaned
      up once the processing of the fragment is complete; the processing
      of the fragment depends on whether there is a VRB already
      established for this datagram, and the next hop is still
      reachable:



*  if a VRB already exists and the next hop is still reachable,
   the fragment is to be forwarded along the associated Label
   Switched Path (LSP) as described in Section 6.1.2, without
   checking the value of the Sequence field;
*  else, if the Sequence is 0, then the fragment is to be routed
   as described in Section 6.1.1, but no state is conserved
   afterwards.  In that case, the session if it exists is aborted
   and the packet is also forwarded in an attempt to clean up the
   next hops along the path indicated by the IPv6 header (possibly
   including a routing header).
*  else (the Sequence is nonzero and either no VRB exists or the
   next hop is unavailable), the fragment cannot be forwarded or
   routed; the fragment is discarded and an abort RFRAG‑ACK is
   sent back to the source as described in Section 6.1.2.



   There is no requirement on the reassembling endpoint to check that
   the received fragments are consecutive and non-overlapping.  The
   fragmenting endpoint knows that the datagram is fully received when
   the acknowledged fragments cover the whole datagram, which is always
   the case with a FULL bitmap.  This may be useful in particular in the
   case where the MTU changes and a fragment Sequence is retried with a
   smaller Fragment_Size, the remainder of the original fragment being
   retried with new Sequence values.



   Recoverable Fragments are sequenced and a bitmap is used in the RFRAG
   Acknowledgment to indicate the received fragments by setting the
   individual bits that correspond to their sequence.




5.2. RFRAG Acknowledgment Dispatch type and Header

   This specification also defines a 4-byte RFRAG Acknowledgment bitmap
   that is used by the reassembling endpoint to confirm selectively the
   reception of individual fragments.  A given offset in the bitmap maps
   one-to-one with a given sequence number and indicates which fragment
   is acknowledged as follows:



                     1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|           RFRAG Acknowledgment Bitmap                         |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
 ^                 ^
 |                 |    bitmap indicating whether:
 |                 +‑‑‑‑‑ Fragment with Sequence 9 was received
 +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ Fragment with Sequence 0 was received



               Figure 2: RFRAG Acknowledgment Bitmap Encoding



   Figure 3 shows an example Acknowledgment bitmap which indicates that
   all fragments from Sequence 0 to 20 were received, except for
   fragments 1, 2 and 16 were lost and must be retried.



                     1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|1|0|0|1|1|1|1|1|1|1|1|1|1|1|1|1|0|1|1|1|1|0|0|0|0|0|0|0|0|0|0|0|
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



               Figure 3: Example RFRAG Acknowledgment Bitmap



   The RFRAG Acknowledgment Bitmap is included in an RFRAG
   Acknowledgment header, as follows:



                     1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
                                +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
                                |1 1 1 0 1 0 1|E|  Datagram_Tag |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|          RFRAG Acknowledgment Bitmap (32 bits)                |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+




          Figure 4: RFRAG Acknowledgment Dispatch type and Header



E:  1 bit; Explicit Congestion Notification Echo



      When set, the fragmenting endpoint indicates that at least one of
      the acknowledged fragments was received with an Explicit
      Congestion Notification, indicating that the path followed by the
      fragments is subject to congestion.  More in Appendix C.



Datagram_Tag:  8 bits; an identifier of the datagram that is locally
   unique to the Link‑Layer recipient.

RFRAG Acknowledgment Bitmap:  An RFRAG Acknowledgment Bitmap, whereby
   setting the bit at offset x indicates that fragment x was
   received, as shown in Figure 2.  A NULL bitmap indicates that the
   fragmentation process is aborted.  A FULL bitmap indicates that
   the fragmentation process is complete; all fragments were received
   at the reassembly endpoint.




6. Fragment Recovery

   The Recoverable Fragment header RFRAG is used to transport a fragment
   and optionally request an RFRAG Acknowledgment RFRAG_ACK that
   confirms the reception of one or more fragments.  An RFRAG_ACK is
   carried as a standalone fragment header (i.e., with no 6LoWPAN
   payload) in a message that is propagated back to the fragmenting
   endpoint.  To achieve this, each hop that performed an MPLS-like
   operation on fragments reverses that operation for the RFRAG_ACK by
   sending a frame from the next hop to the previous hop as known by its
   Link-Layer address in the VRB.  The Datagram_Tag in the RFRAG_ACK is
   unique to the reassembling endpoint and is enough information for an
   intermediate hop to locate the VRB that contains the Datagram_Tag
   used by the previous hop and the Layer-2 information associated with
   it (interface and Link-Layer address).



   The fragmenting endpoint (i.e., the node fragments the packets at the
   6LoWPAN level) also controls the number of acknowledgments by setting
   the Ack-Request flag in the RFRAG packets.



   The fragmenting endpoint may set the Ack-Request flag on any fragment
   to perform congestion control by limiting the number of outstanding
   fragments, which are the fragments that have been sent but for which
   reception or loss was not positively confirmed by the reassembling
   endpoint.  The maximum number of outstanding fragments is controlled
   by the Window-Size.  It is configurable and may vary in case of ECN
   notification.  When the endpoint that reassembles the packets at the
   6LoWPAN level receives a fragment with the Ack-Request flag set, it
   MUST send an RFRAG_ACK back to the originator to confirm reception of
   all the fragments it has received so far.



   The Ack-Request ('X') set in an RFRAG marks the end of a window.
   This flag MUST be set on the last fragment if the fragmenting
   endpoint wishes to perform an automatic repeat request (ARQ) process
   for the datagram, and it MAY be set in any intermediate fragment for
   the purpose of congestion control.



   This ARQ process MUST be protected by a Retransmission Time Out (RTO)
   timer, and the fragment that carries the 'X' flag MAY be retried upon
   a time out for a configurable number of times (see Section 7.1) with
   an exponential backoff.  Upon exhaustion of the retries the
   fragmenting endpoint may either abort the transmission of the
   datagram or resend the first fragment with an 'X' flag set in order
   to establish a new path for the datagram and obtain the list of
   fragments that were received over the old path in the acknowledgment
   bitmap.  When the knows that an underlying link-layer mechanism
   protects the fragments, it may refrain from using the RFRAG
   Acknowledgment mechanism, and never set the Ack-Request bit.



   The reassembling endpoint MAY issue unsolicited acknowledgments.  An
   unsolicited acknowledgment signals to the fragmenting endpoint that
   it can resume sending in case it has reached its maximum number of
   outstanding fragments.  Another use is to inform the fragmenting
   endpoint that the reassembling endpoint aborted the processing of an
   individual datagram.



   The RFRAG Acknowledgment carries an ECN indication for congestion
   control (see Appendix C).  The reassembling endpoint of a fragment
   with the 'E' (ECN) flag set MUST echo that information at most once
   by setting the 'E' (ECN) flag in the next RFRAG_ACK.



   In order to protect the datagram, the fragmenting endpoint transfers
   a controlled number of fragments and flags the last fragment of a
   window with an RFRAG Acknowledgment Request.  The reassembling
   endpoint MUST acknowledge a fragment with the acknowledgment request
   bit set.  If any fragment immediately preceding an acknowledgment
   request is still missing, the reassembling endpoint MAY intentionally
   delay its acknowledgment to allow in-transit fragments to arrive.
   Because it might defeat the round-trip time computation, delaying the
   acknowledgment should be configurable and not enabled by default.



   When enough fragments are received to cover the whole datagram, the
   reassembling endpoint reconstructs the packet, passes it to the upper
   layer, sends an RFRAG_ACK on the reverse path with a FULL bitmap, and
   arms a short timer, e.g., on the order of an average round-trip time
   in the network.  The FULL bitmap is used as opposed to a bitmap that
   acknowledges only the received fragments to let the intermediate
   nodes know that the datagram is fully received.  As the timer runs,
   the reassembling endpoint absorbs the fragments that were still in
   flight for that datagram without creating a new state, acknowledging
   the ones that that bear an Ack-Request with an FRAG Acknowledgment
   and the FULL bitmap.  The reassembling endpoint aborts the
   communication if fragments with matching source and Datagram-Tag
   continue to be received after the timer expires.



   Note that acknowledgments might consume precious resources so the use
   of unsolicited acknowledgments SHOULD be configurable and not enabled
   by default.



   An observation is that streamlining forwarding of fragments generally
   reduces the latency over the LLN mesh, providing room for retries
   within existing upper-layer reliability mechanisms.  The fragmenting
   endpoint protects the transmission over the LLN mesh with a retry
   timer that is configured for a use case and may be adapted
   dynamically, e.g., according to the method detailed in [RFC6298].  It
   is expected that the upper layer retries obey the recommendations in
   [RFC8085], in which case a single round of fragment recovery should
   fit within the upper layer recovery timers.



   Fragments MUST be sent in a round-robin fashion: the sender MUST send
   all the fragments for a first time before it retries any lost
   fragment; lost fragments MUST be retried in sequence, oldest first.
   This mechanism enables the receiver to acknowledge fragments that
   were delayed in the network before they are retried.



   When a single radio frequency is used by contiguous hops, the
   fragmenting endpoint SHOULD insert a delay between the frames (e.g.,
   carrying fragments) that are sent to the same next hop.  The delay
   SHOULD cover multiple transmissions so as to let a frame progress a
   few hops and avoid hidden terminal issues.  This precaution is not
   required on channel hopping technologies such as Time Slotted Channel
   Hopping (TSCH) [RFC6554], where nodes that communicate at Layer-2 are
   scheduled to send and receive respectively, and different hops
   operate on different channels.




6.1. Forwarding Fragments

   This specification inherits from [FRAG-FWD] and proposes a Virtual
   Reassembly technique to forward fragments with no intermediate
   reconstruction of the entire datagram.



   The IPv6 Header MUST be placed in full in the first fragment to
   enable the routing decision.  The first fragment is routed and
   creates an LSP from the fragmenting endpoint to the reassembling
   endpoint.  The next fragments are label-switched along that LSP.  As
   a consequence, the next fragments can only follow the path that was
   set up by the first fragment and cannot follow an alternate route.
   The Datagram_Tag is used to carry the label, which is swapped in each
   hop.



   If the first fragment is too large for the path MTU, it will
   repeatedly fail and never establish an LSP.  In that case, the
   fragmenting endpoint MAY retry the same datagram with a smaller
   Fragment_Size, in which case it MUST abort the original attempt and
   use a new Datagram_Tag for the new attempt.




6.1.1. Receiving the first fragment

   In Route-Over mode, the source and destination Link-Layer addresses
   in a frame change at each hop.  The label that is formed and placed
   in the Datagram_Tag by the sender is associated with the source Link-
   Layer address and only valid (and temporarily unique) for that source
   Link-Layer address.



   Upon receiving the first fragment (i.e., with a Sequence of 0), an
   intermediate router creates a VRB and the associated LSP state
   indexed by the incoming interface, the previous-hop Link-Layer
   address, and the Datagram_Tag, and forwards the fragment along the
   IPv6 route that matches the destination IPv6 address in the IPv6
   header until it reaches the reassembling endpoint, as prescribed by
   [FRAG-FWD].  The LSP state enables to match the next incoming
   fragments of a datagram to the abstract forwarding information of
   next interface, source and next-hop Link-Layer addresses, and swapped
   Datagram_Tag.



   In addition, the router also forms a reverse LSP state indexed by the
   interface to the next hop, the Link-Layer address the router uses as
   source for that datagram, and the swapped Datagram_Tag.  This reverse
   LSP state enables matching the tuple (interface, destination Link-
   Layer address, Datagram_Tag) found in an RFRAG_ACK to the abstract
   forwarding information (previous interface, previous Link-Layer
   address, Datagram_Tag) used to forward the RFRAG-ACK back to the
   fragmenting endpoint.




6.1.2. Receiving the next fragments

   Upon receiving the next fragment (i.e., with a non-zero Sequence), an
   intermediate router looks up a LSP indexed by the tuple (incoming
   interface, previous-hop Link-Layer address, Datagram_Tag) found in
   the fragment.  If it is found, the router forwards the fragment using
   the associated VRB as prescribed by [FRAG-FWD].



   If the VRB for the tuple is not found, the router builds an RFRAG-ACK
   to abort the transmission of the packet.  The resulting message has
   the following information:



*  The source and destination Link‑Layer addresses are swapped from
   those found in the fragment and the same interface is used
*  The Datagram_Tag is set to the Datagram_Tag found in the fragment
*  A NULL bitmap is used to signal the abort condition



   At this point the router is all set and can send the RFRAG-ACK back
   to the previous router.  The RFRAG-ACK should normally be forwarded
   all the way to the source using the reverse LSP state in the VRBs in
   the intermediate routers as described in the next section.




   [FRAG-FWD]
 indicates that the reassembling endpoint stores "the
   actual packet data from the fragments received so far, in a form that
   makes it possible to detect when the whole packet has been received
   and can be processed or forwarded".  How this is computed is
   implementation specific but relies on receiving all the bytes up to
   the Datagram_Size indicated in the first fragment.  An implementation
   may receive overlapping fragments as the result of retries after an
   MTU change.




6.2. Receiving RFRAG Acknowledgments

   Upon receipt of an RFRAG-ACK, the router looks up a reverse LSP
   indexed by the interface and destination Link-Layer address of the
   received frame and the received Datagram_Tag in the RFRAG-ACK.  If it
   is found, the router forwards the fragment using the associated VRB
   as prescribed by [FRAG-FWD], but using the reverse LSP so that the
   RFRAG-ACK flows back to the fragmenting endpoint.



   If the reverse LSP is not found, the router MUST silently drop the
   RFRAG-ACK message.



   Either way, if the RFRAG-ACK indicates that the fragment was entirely
   received (FULL bitmap), it arms a short timer, and upon timeout, the
   VRB and all the associated state are destroyed.  Until the timer
   elapses, fragments of that datagram may still be received, e.g. if
   the RFRAG-ACK was lost on the path back and the source retried the
   last fragment.  In that case, the router generates an RFRAG-ACK with
   a FULL bitmap back to the fragmenting endpoint if an acknowledgement
   was requested, else it silently drops the fragment.



   This specification does not provide a method to discover the number
   of hops or the minimal value of MTU along those hops.  In a typical
   case, the MTU is constant and the same across the network.  But
   should the minimal MTU along the path decrease, it is possible to
   retry a long fragment (say Sequence of 5) with several shorter
   fragments with a Sequence that was not used before (e.g., 13 and 14).
   Fragment 5 is marked as abandoned and will not be retried anymore.
   Note that when this mechanism is in place, it is hard to predict the
   total number of fragments that will be needed or the final shape of
   the bitmap that would cover the whole packet.  This is why the FULL
   bitmap is used when the reassembling endpoint gets the whole datagram
   regardless of which fragments were actually used to do so.
   Intermediate nodes will unabiguously know that the process is
   complete.  Note that Path MTU Discovery is out of scope for this
   document.




6.3. Aborting the Transmission of a Fragmented Packet

   A reset is signaled on the forward path with a pseudo fragment that
   has the Fragment_Offset set to 0.  The sender of a reset SHOULD also
   set the Sequence and Fragment_Size field to 0.



   When the fragmenting endpoint or a router on the path decides that a
   packet should be dropped and the fragmentation process aborted, it
   generates a reset pseudo fragment and forwards it down the fragment
   path.



   Each router next along the path the way forwards the pseudo fragment
   based on the VRB state.  If an acknowledgment is not requested, the
   VRB and all associated state are destroyed.



   Upon reception of the pseudo fragment, the reassembling endpoint
   cleans up all resources for the packet associated with the
   Datagram_Tag.  If an acknowledgment is requested, the reassembling
   endpoint responds with a NULL bitmap.



   The other way around, the reassembling endpoint might need to abort
   the processing of a fragmented packet for internal reasons, for
   instance if it is out of reassembly buffers, already uses all 256
   possible values of the Datagram_Tag, or if it keeps receiving
   fragments beyond a reasonable time while it considers that this
   packet is already fully reassembled and was passed to the upper
   layer.  In that case, the reassembling endpoint SHOULD indicate so to
   the fragmenting endpoint with a NULL bitmap in an RFRAG_ACK.



   The RFRAG_ACK is forwarded all the way back to the source of the
   packet and cleans up all resources on the path.  Upon an
   acknowledgment with a NULL bitmap, the fragmenting endpoint MUST
   abort the transmission of the fragmented datagram with one exception:
   In the particular case of the first fragment, it MAY decide to retry
   via an alternate next hop instead.




6.4. Applying Recoverable Fragmentation along a Diverse Path

   The text above can be read with the assumption of a serial path
   between a source and a destination.  Section 4.5.3 of the "6TiSCH
   Architecture" [I-D.ietf-6tisch-architecture] defines the concept of a
   Track that can be a complex path between a source and a destination
   with Packet ARQ, Replication, Elimination and Overhearing (PAREO)
   along the Track.  This specification can be used along any subset of
   the complex Track where the first fragment is flooded.  The last
   RFRAG Acknowledgment is flooded on that same subset in the reverse
   direction.  Intermediate RFRAG Acknowledgments can be flooded on any
   sub-subset of that reverse subset that reach back to the source.




7. Management Considerations

   This specification extends "On Forwarding 6LoWPAN Fragments over a
   Multihop IPv6 Network" [FRAG-FWD] and requires the same parameters in
   the reassembling endpoint and on intermediate nodes.  There is no new
   parameter as echoing ECN is always on.  These parameters typically
   include the reassembly timeout at the reassembling endpoint and an
   inactivity clean-up timer on the intermediate nodes, and the number
   of messages that can be processed in parallel in all nodes.



   The configuration settings introduced by this specification only
   apply to the fragmenting endpoint, which is in full control of the
   transmission.  LLNs vary a lot in size (there can be thousands of
   nodes in a mesh), in speed (from 10 Kbps to several Mbps at the PHY
   layer), in traffic density, and in optimizations that are desired
   (e.g., the selection of a RPL [RFC6550] Objective Function [RFC6552]
   impacts the shape of the routing graph).



   For that reason, only a very generic guidance can be given on the
   settings of the fragmenting endpoint and on whether complex
   algorithms are needed to perform congestion control or estimate the
   round-trip time.  To cover the most complex use cases, this
   specification enables the fragmenting endpoint to vary the fragment
   size, the window size, and the inter-frame gap, based on the number
   of losses, the observed variations of the round-trip time and the
   setting of the ECN bit.




7.1. Protocol Parameters

   The management system SHOULD be capable of providing the parameters
   listed in this section and an implementation MUST abide by those
   parameters and in particular never exceed the minimum and maximum
   configured boundaries.



   An implementation should consider the generic recommendations from
   the IETF in the matter of congestion control and rate management for
   IP datagrams in [RFC8085].  An implementation may perform a
   congestion control by using a dynamic value of the window size
   (Window_Size), adapting the fragment size (Fragment_Size), and may
   reduce the load by inserting an inter-frame gap that is longer than
   necessary.  In a large network where nodes contend for the bandwidth,
   a larger Fragment_Size consumes less bandwidth but also reduces
   fluidity and incurs higher chances of loss in transmission.



   This is controlled by the following parameters:



inter‑frame gap:  The inter‑frame gap indicates the minimum amount of
   time between transmissions.  The inter‑frame gap controls the rate
   at which fragments are sent, the ratio of air time, and the amount
   of memory in intermediate nodes that a particular datagram will
   use.  It can be used as a flow control, a congestion control, and/
   or a collision control measure.  It MUST be set at a minimum to a
   value that protects the propagation of one transmission against
   collision with next [FRAG‑FWD].  In a wireless network that uses
   the same frequency along a path, this may represent the time for a
   frame to progress over multiple hops (more in Section 4.2).  It
   SHOULD be augmented beyond this as necessary to protect the
   network against congestion.

MinFragmentSize:  The MinFragmentSize is the minimum value for the
   Fragment_Size.  It MUST be lower than the minimum value of
   smallest 1‑hop MTU that can be encountered along the path.

OptFragmentSize:  The OptFragmentSize is the value for the
   Fragment_Size that the fragmenting endpoint should use to start
   with.  It is greater than or equal to MinFragmentSize.  It is less
   than or equal to MaxFragmentSize.  For the first fragment, it must
   account for the expansion of the IPv6 addresses and of the Hop
   Limit field within MTU.  For all fragments, it is a balance
   between the expected fluidity and the overhead of Link‑Layer and
   6LoWPAN headers.  For a small MTU, the idea is to keep it close to
   the maximum, whereas for larger MTUs, it might makes sense to keep
   it short enough, so that the duty cycle of the transmitter is
   bounded, e.g., to transmit at least 10 frames per second.

MaxFragmentSize:  The MaxFragmentSize is the maximum value for the
   Fragment_Size.  It MUST be lower than the maximum value of
   smallest 1‑hop MTU that can be encountered along the path.  A
   large value augments the chances of buffer bloat and transmission
   loss.  The value MUST be less than 512 if the unit that is defined
   for the PHY layer is the byte.

Window_Size:  The Window_Size MUST be at least 1 and less than 33.



      *  If the round-trip time is known, the Window_Size SHOULD be set
         to the round-trip time divided by the time per fragment, that
         is the time to transmit a fragment plus the inter-frame gap.



      Otherwise:



      *  Setting the window_size to 32 is to be understood as only the
         last Fragment is acknowledged in each round.  This is the
         RECOMMENDED value in a half-duplex LLN where the fragment
         acknowledgement consumes roughly the same bandwidth on the same
         links as the fragments themselves



      *  If it is set to a smaller value, more acks are generated.  In a
         full-duplex network, the load on the forward path will be
         lower, and a small value of 3 SHOULD be configured.



   An implementation may perform its estimate of the RTO or use a
   configured one.  The ARQ process is controlled by the following
   parameters:



MinARQTimeOut:  The minimum amount of time a node should wait for an
   RFRAG Acknowledgment before it takes the next action.  It MUST be
   more than the maximum expected round‑trip time in the respective
   network.

OptARQTimeOut:  The initial value of the RTO, which is the amount of
   time that a fragmenting endpoint should wait for an RFRAG
   Acknowledgment before it takes the next action.  It is greater
   than or equal to MinARQTimeOut.  It is less than or equal to
   MaxARQTimeOut.  See Appendix C for recommendations on computing
   the round‑trip time.  By default a value of 3 times the maximum
   expected round‑trip time in the respective network is RECOMMENDED.

MaxARQTimeOut:  The maximum amount of time a node should wait for the
   RFRAG Acknowledgment before it takes the next action.  It must
   cover the longest expected round‑trip time, and be several times
   less than the timeout that covers the recomposition buffer at the
   reassembling endpoint, which is typically on the order of the
   minute.  An upper bound can be estimated to ensure that the



      datagram is either fully transmitted or dropped before an upper
      layer decides to retry it.



MaxFragRetries:  The maximum number of retries for a particular
   fragment.  A default value of 3 is RECOMMENDED.  An upper bound
   can be estimated to ensure that the datagram is either fully
   transmitted or dropped before an upper layer decides to retry it.

MaxDatagramRetries:  The maximum number of retries from scratch for a
   particular datagram.  A default value of 1 is RECOMMENDED.  An
   upper bound can be estimated to ensure that the datagram is either
   fully transmitted or dropped before an upper layer decides to
   retry it.



   An implementation may be capable of performing congestion control
   based on ECN; see in Appendix C.  This is controlled by the following
   parameter:



UseECN:  Indicates whether the fragmenting endpoint should react to
   ECN.  The fragmenting endpoint may react to ECN by varying the
   Window_Size between MinWindowSize and MaxWindowSize, varying the
   Fragment_Size between MinFragmentSize and MaxFragmentSize, and/or
   by increasing or reducing the inter‑frame gap.  With this
   specification, if UseECN is set and a fragmenting endpoint detects
   a congestion, it may apply a congestion control method until the
   end of the datagram, whereas if UseECN is reset, the endpoint does
   not react to congestion.  Future specifications may provide
   additional parameters and capabilities.




7.2. Observing the network

   The management system should monitor the number of retries and of ECN
   settings that can be observed from the perspective of both the
   fragmenting endpoint and the reassembling endpoint with regards to
   the other endpoint.  It may then tune the optimum size of
   Fragment_Size and of Window_Size, OptFragmentSize, and OptWindowSize,
   respectively, at the fragmenting endpoint towards a particular
   reassembling endpoint, applicable to the next datagrams.  It will
   preferably tune the inter-frame gap to increase the spacing between
   fragments of the same datagram and reduce the buffer bloat in
   intermediate node that holds one or more fragments of that datagram.




8. Security Considerations

   This document specifies an instantiation of a 6FF technique and
   inherits from the generic description in [FRAG-FWD].  The
   considerations in the Security Section of [FRAG-FWD] equally apply to
   this document.



   In addition to the threats detailed therein, an attacker that is on-
   path can prematurely end the transmission of a datagram by sending a
   RFRAG Acknowledgment to the fragmenting endpoint.  It can also cause
   extra transmissions of fragments by resetting bits in the RFRAG
   Acknowledgment bitmap, and of RFRAG Acknowledgments by forcing the
   Ack-Request bit in fragments that it forwards.



   As indicated in [FRAG-FWD], Secure joining and the Link-Layer
   security are REQUIRED to protect against those attacks, as the
   fragmentation protocol does not include any native security
   mechanisms.



   This specification does not recommend a particular algorithm for the
   estimation of the duration of the RTO that covers the detection of
   the loss of a fragment with the 'X' flag set; regardless, an attacker
   on the path may slow down or discard packets, which in turn can
   affect the throughput of fragmented packets.



   Compared to "Transmission of IPv6 Packets over IEEE 802.15.4
   Networks" [RFC4944], this specification reduces the Datagram_Tag to 8
   bits and the tag wraps faster than with [RFC4944].  But for a
   constrained network where a node is expected to be able to hold only
   one or a few large packets in memory, 256 is still a large number.
   Also, the acknowledgement mechanism allows cleaning up the state
   rapidly once the packet is fully transmitted or aborted.



   The abstract Virtual Recovery Buffer inherited from [FRAG-FWD] may be
   used to perform a Denial-of-Service (DoS) attack against the
   intermediate Routers since the routers need to maintain a state per
   flow.  The particular VRB implementation technique described in
   [LWIG-FRAG] allows realigning which data goes in which fragment,
   which causes the intermediate node to store a portion of the data,
   which adds an attack vector that is not present with this
   specification.  With this specification, the data that is transported
   in each fragment is conserved and the state to keep does not include
   any data that would not fit in the previous fragment.




9. IANA Considerations

   This document allocates 2 patterns for a total of 4 dispatch values
   in Page 0 for recoverable fragments from the "Dispatch Type Field"
   registry that was created by "Transmission of IPv6 Packets over IEEE
   802.15.4 Networks" [RFC4944] and reformatted by "6LoWPAN Paging
   Dispatch" [RFC8025].



   The suggested patterns (to be confirmed by IANA) are indicated in
   Table 1.



+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+
| Bit Pattern | Page |           Header Type            | Reference |
+=============+======+==================================+===========+
| 11 10100x   | 0    | RFRAG ‑ Recoverable Fragment     | THIS RFC  |
+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+
| 11 10100x   | 1‑14 | Unassigned                       |           |
+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+
| 11 10100x   | 15   | Reserved for Experimental Use    | RFC 8025  |
+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+
| 11 10101x   | 0    | RFRAG‑ACK ‑ RFRAG                | THIS RFC  |
|             |      | Acknowledgment                   |           |
+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+
| 11 10101x   | 1‑14 | Unassigned                       |           |
+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+
| 11 10101x   | 15   | Reserved for Experimental Use    | RFC 8025  |
+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+



              Table 1: Additional Dispatch Value Bit Patterns
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Appendix A. Rationale

   There are a number of uses for large packets in Wireless Sensor
   Networks.  Such usages may not be the most typical or represent the
   largest amount of traffic over the LLN; however, the associated
   functionality can be critical enough to justify extra care for
   ensuring effective transport of large packets across the LLN.



   The list of those usages includes:



Towards the LLN node:  Firmware update:  For example, a new version
      of the LLN node software is downloaded from a system manager
      over unicast or multicast services.  Such a reflashing
      operation typically involves updating a large number of similar
      LLN nodes over a relatively short period of time.

                       Packages of Commands:  A number of commands or
      a full configuration can be packaged as a single message to
      ensure consistency and enable atomic execution or complete roll
      back.  Until such commands are fully received and interpreted,
      the intended operation will not take effect.

From the LLN node:  Waveform captures:  A number of consecutive
      samples are measured at a high rate for a short time and then
      transferred from a sensor to a gateway or an edge server as a
      single large report.

                    Data logs:  LLN nodes may generate large logs of
      sampled data for later extraction.  LLN nodes may also generate
      system logs to assist in diagnosing problems on the node or
      network.

                    Large data packets:  Rich data types might
      require more than one fragment.



   Uncontrolled firmware download or waveform upload can easily result
   in a massive increase of the traffic and saturate the network.



   When a fragment is lost in transmission, the lack of recovery in the
   original fragmentation system of RFC 4944 implies that all fragments
   would need to be resent, further contributing to the congestion that
   caused the initial loss, and potentially leading to congestion
   collapse.



   This saturation may lead to excessive radio interference, or random
   early discard (leaky bucket) in relaying nodes.  Additional queuing
   and memory congestion may result while waiting for a low power next
   hop to emerge from its sleeping state.



   Considering that RFC 4944 defines an MTU is 1280 bytes and that in
   most incarnations (except 802.15.4g) a IEEE Std. 802.15.4 frame can
   limit the Link-Layer payload to as few as 74 bytes, a packet might be
   fragmented into at least 18 fragments at the 6LoWPAN shim layer.
   Taking into account the worst-case header overhead for 6LoWPAN
   Fragmentation and Mesh Addressing headers will increase the number of
   required fragments to around 32.  This level of fragmentation is much
   higher than that traditionally experienced over the Internet with
   IPv4 fragments.  At the same time, the use of radios increases the
   probability of transmission loss and Mesh-Under techniques compound
   that risk over multiple hops.



   Mechanisms such as TCP or application-layer segmentation could be
   used to support end-to-end reliable transport.  One option to support
   bulk data transfer over a frame-size-constrained LLN is to set the
   Maximum Segment Size to fit within the link maximum frame size.
   Doing so, however, can add significant header overhead to each
   802.15.4 frame and cause extraneous acknowledgements across the LLN
   compared to the method in this specification.




Appendix B. Requirements

   For one-hop communications, a number of Low Power and Lossy Network
   (LLN) link-layers propose a local acknowledgment mechanism that is
   enough to detect and recover the loss of fragments.  In a multihop
   environment, an end-to-end fragment recovery mechanism might be a
   good complement to a hop-by-hop MAC recovery.  This draft introduces
   a simple protocol to recover individual fragments between 6FF
   endpoints that may be multiple hops away.



   The method addresses the following requirements of an LLN:



Number of fragments:  The recovery mechanism must support highly
   fragmented packets, with a maximum of 32 fragments per packet.

Minimum acknowledgment overhead:  Because the radio is half duplex,
   and because of silent time spent in the various medium access



      mechanisms, an acknowledgment consumes roughly as many resources
      as a data fragment.



      The new end-to-end fragment recovery mechanism should be able to
      acknowledge multiple fragments in a single message and not require
      an acknowledgment at all if fragments are already protected at a
      lower layer.



Controlled latency:  The recovery mechanism must succeed or give up
   within the time boundary imposed by the recovery process of the
   Upper Layer Protocols.

Optional congestion control:  The aggregation of multiple concurrent
   flows may lead to the saturation of the radio network and
   congestion collapse.



      The recovery mechanism should provide means for controlling the
      number of fragments in transit over the LLN.





Appendix C. Considerations on Congestion Control

   Considering that a multi-hop LLN can be a very sensitive environment
   due to the limited queuing capabilities of a large population of its
   nodes, this draft recommends a simple and conservative approach to
   Congestion Control, based on TCP congestion avoidance.



   Congestion on the forward path is assumed in case of packet loss, and
   packet loss is assumed upon time out.  The draft allows controlling
   the number of outstanding fragments that have been transmitted but
   for which an acknowledgment was not received yet and are still
   covered by the ARQ timer.



   Congestion on the forward path can also be indicated by an Explicit
   Congestion Notification (ECN) mechanism.  Though whether and how ECN
   [RFC3168] is carried out over the LoWPAN is out of scope, this draft
   provides a way for the destination endpoint to echo an ECN indication
   back to the fragmenting endpoint in an acknowledgment message as
   represented in Figure 4 in Section 5.2.



   While the support of echoing the ECN at the reassembling endpoint is
   mandatory, this specification only provides a minimalistic behaviour
   on the fragmenting endpoint.  If an E flag is received the window
   SHOULD be reduced, at least by 1 and at max to 1.  Halving the window
   for each E flag received, could be a good compromise but needs
   further experimentation.  A very simple implementation may just reset
   the window to 1 so the fragments are sent and acknowledged one by
   one.



   Note that any action that has been performed upon detection of
   congestion only applies for the transmission of one datagram and the
   next datagram starts with the configured Window_Size again.



   The exact use of the Acknowledgement Request flag and of the window
   are left to implementation.  An optimistic implementation could send
   all the fragments up to Window_Size, setting the Acknowledgement
   Request 'X' flag only on the last fragment, wait for the bitmap,
   which means a gap of half a round-trip time, and resend the losses.
   A pessimistic implementation could set the 'X' flag on the first
   fragment to check that the path works and open the window only upon
   receiving the RFRAG_ACK.  It could then set an 'X' flag again on the
   second fragment and then use the window as a credit to send up to
   Window_Size before it is blocked.  In that case, if the RFRAG_ACK
   comes back before the window starves, the gating factor is the inter-
   frame gap.  If the RFRAG_ACK does not arrive in time, the Window_Size
   is the gating factor and the transmission of the datagram is delayed.



   It must be noted that though the inter-frame gap can be used as a
   flow control or a congestion control measure, it also plays a
   critical role in wireless collision avoidance.  In particular, when a
   mesh operates on the same channel over multiple hops, then the
   forwarding of a fragment over a certain hop may collide with the
   forwarding of the next fragment that is following over a previous hop
   but in the same interference domain.  To prevent this, the
   fragmenting endpoint is required to pace individual fragments within
   a transmit window with an inter-frame gap.  This is needed to ensure
   that a given fragment is sent only when the previous fragment has had
   a chance to progress beyond the interference domain of this hop.  In
   the case of 6TiSCH [I-D.ietf-6tisch-architecture], which operates
   over the TimeSlotted Channel Hopping [RFC7554] (TSCH) mode of
   operation of IEEE802.14.5, a fragment is forwarded over a different
   channel at a different time and it makes full sense to transmit the
   next fragment as soon as the previous fragment has had its chance to
   be forwarded at the next hop.



   Depending on the setting of the Window_Size and the inter-frame gap,
   on how the window is used and on the number of hops, the Window_Size
   may or may not become the gating factor that blocks the transmission.
   If the sender uses the Window_Size as a credit:



   *  a conservative Window_Size of, say, 3, will be the gating factor
      that limits the transmission rate of the sender - and causes
      transmission gaps longer than inter-frame gap - as soon as the
      number of hops exceeds 3 in a TSCH network and 5-9 in a single
      frequency mesh.  The more hops the more the starving window will
      add to latency of the transmission.



   *  The recommendation to align the Window-Size to the round-trip time
      divided by the time per fragment aligns the Window-Size to the
      time it takes to get the RFAG_ACK before the window starves.  A
      Window-Size that is higher than that increases the chances of a
      congestion but does not improve the forward throughput.
      Considering that the RFRAG_ACK takes the same path as the fragment
      and with the assumption that it travels at roughly the same speed,
      an inter-frame gap that separates fragments by 2 hops leads to a
      Window_Size that is roughly the number of hops.



   *  Setting the Window-Size to 32 minimizes the cost of the
      Acknowledgement in a constrained network, and frees bandwidth for
      the fragments in a half-duplex network.  Using it increases the
      risk of congestion if a bottleneck forms, but optimizes the use of
      resources under normal conditions.  When it is used, the only
      protection for the network is the inter-frame gap, which must be
      chosen wisely to prevent the formation of a bottleneck.



   From the standpoint of a source 6LoWPAN endpoint, an outstanding
   fragment is a fragment that was sent but for which no explicit
   acknowledgment was received yet.  This means that the fragment might
   be on the path, received but not yet acknowledged, or the
   acknowledgment might be on the path back.  It is also possible that
   either the fragment or the acknowledgment was lost on the way.



   From the fragmenting endpoint standpoint, all outstanding fragments
   might still be in the network and contribute to its congestion.
   There is an assumption, though, that after a certain amount of time,
   a frame is either received or lost, so it is not causing congestion
   anymore.  This amount of time can be estimated based on the round-
   trip time between the 6LoWPAN endpoints.  For the lack of a more
   adapted technique, the method detailed in "Computing TCP's
   Retransmission Timer" [RFC6298] may be used for that computation.



   This specification provides the necessary tools for the fragmenting
   endpoint to take congestion control actions and protect the network,
   but leaves the implementation free to select the action to be taken.
   The intention is to use it to build experience and specify more
   precisely the congestion control actions in one or more future
   specifications.  "Congestion Control Principles" [RFC2914] and
   "Specifying New Congestion Control Algorithms" [RFC5033] provide
   indications and wisdom that should help through this process.



   [RFC7567] and [RFC5681] provide deeper information on why Congestion
   Control is needed and how TCP handles it.  Basically, the goal here
   is to manage the number of fragments present in the network; this is
   achieved by to reducing the number of outstanding fragments over a
   congested path by throttling the sources.
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Abstract

   This document provides generic rules to enable the forwarding of
   6LoWPAN fragment over a route-over network.  Forwarding fragments can
   improve both the end-to-end latency and reliability, and reduce the
   buffer requirements in intermediate nodes; it may be implemented
   using RFC 4944 and virtual reassembly buffers.
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1. Introduction

   The original 6LoWPAN fragmentation is defined in [RFC4944] for use
   over a single Layer 3 hop, though possibly multiple Layer 2 hops in a
   mesh-under network, and was not modified by the [RFC6282] update.
   6LoWPAN operations including fragmentation depend on a Link-Layer
   security that prevents any rogue access to the network.



   In a route-over 6LoWPAN network, an IP packet is expected to be
   reassembled at each intermediate hop, uncompressed, pushed to Layer 3
   to be routed, and then compressed and fragmented again.  This draft
   introduces an alternate approach called 6LoWPAN Fragment Forwarding
   (6FF) whereby an intermediate node forwards a fragment (or the bulk
   thereof, MTU permitting) without reassembling if the next hop is a
   similar 6LoWPAN link.  The routing decision is made on the first
   fragment of the datagram, which has the IPv6 routing information.
   The first fragment is forwarded immediately and a state is stored to
   enable forwarding the next fragments along the same path.



   Done right, 6LoWPAN Fragment Forwarding techniques lead to more
   streamlined operations, less buffer bloat and lower latency.  But it
   may be wasteful when fragments are missing, leading to locked
   resources and low throughput, and it may be misused to the point that
   the end-to-end latency of one packet falls behind that of per-hop
   reassembly.



   This specification provides a generic overview of 6FF, discusses
   advantages and caveats, and introduces a particular 6LoWPAN Fragment
   Forwarding technique called Virtual Reassembly Buffer that can be
   used while retaining the message formats defined in [RFC4944].  Basic
   recommendations such as the insertion of an inter-frame gap between
   fragments are provided to avoid the most typical caveats.




2. Terminology


2.1. BCP 14

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119][RFC8174] when, and only when, they appear in all
   capitals, as shown here.




2.2. Referenced Work

   Past experience with fragmentation, e.g., as described in "IPv4
   Reassembly Errors at High Data Rates" [RFC4963] and references
   therein, has shown that mis-associated or lost fragments can lead to
   poor network behavior and, occasionally, trouble at the application
   layer.  That experience led to the definition of the "Path MTU
   discovery" [RFC8201] (PMTUD) protocol that limits fragmentation over
   the Internet.



   "IP Fragmentation Considered Fragile" [FRAG-ILE] discusses security
   threats that are linked to using IP fragmentation.  The 6LoWPAN
   fragmentation takes place underneath the IP Layer, but some issues
   described there may still apply to 6LoWPAN fragments (as discussed in
   further details in Section 7).



   Readers are expected to be familiar with all the terms and concepts
   that are discussed in "IPv6 over Low-Power Wireless Personal Area
   Networks (6LoWPANs): Overview, Assumptions, Problem Statement, and
   Goals" [RFC4919] and "Transmission of IPv6 Packets over IEEE 802.15.4
   Networks" [RFC4944].



   "Multiprotocol Label Switching (MPLS) Architecture" [RFC3031] says
   that with MPLS, 'packets are "labeled" before they are forwarded.'
   It goes on to say, "At subsequent hops, there is no further analysis
   of the packet's network layer header.  Rather, the label is used as
   an index into a table which specifies the next hop, and a new label".
   The MPLS technique is leveraged in the present specification to
   forward fragments that actually do not have a network layer header,
   since the fragmentation occurs below IP.




2.3. New Terms

   This specification uses the following terms:



6LoWPAN Fragment Forwarding endpoints:  The 6FF endpoints are the
   first and last nodes in an unbroken string of 6LoWPAN Fragment
   Forwarding nodes.  They are also the only points where the
   fragmentation and reassembly operations take place.

Compressed Form:  This specification uses the generic term Compressed
   Form to refer to the format of a datagram after the action of
   [RFC6282] and possibly [RFC8138] for RPL [RFC6550] artifacts.

Datagram_Size:  The size of the datagram in its Compressed Form
   before it is fragmented.

Datagram_Tag:  An identifier of a datagram that is locally unique to
   the Layer 2 sender.  Associated with the Link‑Layer address of the
   sender, this becomes a globally unique identifier for the datagram
   within the duration of its transmission.

Fragment_Offset:  The offset of a fragment of a datagram in its
   Compressed Form.





3. Overview of 6LoWPAN Fragmentation

   We use Figure 1 to illustrate 6LoWPAN fragmentation.  We assume node
   A forwards a packet to node B, possibly as part of a multi-hop route
   between 6LoWPAN Fragment Forwarding endpoints which may be neither A
   nor B, though 6LoWPAN may compress the IP header better when they are
   both the 6FF and the 6LoWPAN compression endpoints.



       +‑‑‑+                     +‑‑‑+
... ‑‑‑| A |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>| B |‑‑‑ ...
       +‑‑‑+                     +‑‑‑+
                      # (frag. 5)

     123456789                 123456789
    +‑‑‑‑‑‑‑‑‑+               +‑‑‑‑‑‑‑‑‑+
    |   #  ###|               |###  #   |
    +‑‑‑‑‑‑‑‑‑+               +‑‑‑‑‑‑‑‑‑+
       outgoing                incoming
  fragmentation                reassembly
         buffer                buffer



          Figure 1: Fragmentation at node A, reassembly at node B.



   Typically, Node A starts with an uncompressed packet and compacts the
   IPv6 packet using the header compression mechanism defined in
   [RFC6282].  If the resulting 6LoWPAN packet does not fit into a
   single Link-Layer frame, node A's 6LoWPAN sublayer cuts it into
   multiple 6LoWPAN fragments, which it transmits as separate Link-Layer
   frames to node B.  Node B's 6LoWPAN sublayer reassembles these
   fragments, inflates the compressed header fields back to the original
   IPv6 header, and hands over the full IPv6 packet to its IPv6 layer.



   In Figure 1, a packet forwarded by node A to node B is cut into nine
   fragments, numbered 1 to 9 as follows:



   *  Each fragment is represented by the '#' symbol.



   *  Node A has sent fragments 1, 2, 3, 5, 6 to node B.



   *  Node B has received fragments 1, 2, 3, 6 from node A.



   *  Fragment 5 is still being transmitted at the link layer from node
      A to node B.



   The reassembly buffer for 6LoWPAN is indexed in node B by:



   *  a unique Identifier of Node A (e.g., Node A's Link-Layer address)



   *  the Datagram_Tag chosen by node A for this fragmented datagram



   Because it may be hard for node B to correlate all possible Link-
   Layer addresses that node A may use (e.g., short vs. long addresses),
   node A must use the same Link-Layer address to send all the fragments
   of the same datagram to node B.



   Conceptually, the reassembly buffer in node B contains:



   *  a Datagram_Tag as received in the incoming fragments, associated
      to the interface and the Link-Layer address of node A for which
      the received Datagram_Tag is unique,



   *  the actual packet data from the fragments received so far, in a
      form that makes it possible to detect when the whole packet has
      been received and can be processed or forwarded,



   *  a state indicating the fragments already received,



   *  a Datagram_Size,



   *  a timer that allows discarding a partially reassembled packet
      after some timeout.



   A fragmentation header is added to each fragment; it indicates what
   portion of the packet that fragment corresponds to.  Section 5.3 of
   [RFC4944] defines the format of the header for the first and
   subsequent fragments.  All fragments are tagged with a 16-bit
   "Datagram_Tag", used to identify which packet each fragment belongs
   to.  Each datagram can be uniquely identified by the sender Link-
   Layer addresses of the frame that carries it and the Datagram_Tag
   that the sender allocated for this datagram.  [RFC4944] also mandates
   that the first fragment is sent first and with a particular format
   that is different than that of the next fragments.  Each fragment but
   the first one can be identified within its datagram by the datagram-
   offset.



   Node B's typical behavior, per [RFC4944], is as follows.  Upon
   receiving a fragment from node A with a Datagram_Tag previously
   unseen from node A, node B allocates a buffer large enough to hold
   the entire packet.  The length of the packet is indicated in each
   fragment (the Datagram_Size field), so node B can allocate the buffer
   even if the fragment it receives first is not the first fragment.  As
   fragments come in, node B fills the buffer.  When all fragments have
   been received, node B inflates the compressed header fields into an
   IPv6 header, and hands the resulting IPv6 packet to the IPv6 layer
   which performs the route lookup.  This behavior typically results in
   per-hop fragmentation and reassembly.  That is, the packet is fully
   reassembled, then (re)fragmented, at every hop.




4. Limitations of Per-Hop Fragmentation and Reassembly

   There are at least 2 limitations to doing per-hop fragmentation and
   reassembly.  See [ARTICLE] for detailed simulation results on both
   limitations.




4.1. Latency

   When reassembling, a node needs to wait for all the fragments to be
   received before being able to reform the IPv6 packet, and possibly
   forward it to the next hop.  This repeats at every hop.



   This may result in increased end-to-end latency compared to a case
   where each fragment is forwarded without per-hop reassembly.




4.2. Memory Management and Reliability

   Constrained nodes have limited memory.  Assuming a reassembly buffer
   for a 6LoWPAN MTU of 1280 bytes as defined in section 4 of [RFC4944],
   typical nodes only have enough memory for 1-3 reassembly buffers.
   To illustrate this we use the topology from Figure 2, where nodes A,
   B, C and D all send packets through node E.  We further assume that
   node E's memory can only hold 3 reassembly buffers.



        +‑‑‑+       +‑‑‑+
... ‑‑‑>| A |‑‑‑‑‑‑>| B |
        +‑‑‑+       +‑‑‑+\
                          \
                          +‑‑‑+    +‑‑‑+
                          | E |‑‑‑>| F | ...
                          +‑‑‑+    +‑‑‑+
                          /
                         /
        +‑‑‑+       +‑‑‑+
... ‑‑‑>| C |‑‑‑‑‑‑>| D |
        +‑‑‑+       +‑‑‑+



            Figure 2: Illustrating the Memory Management Issue.



   When nodes A, B and C concurrently send fragmented packets, all 3
   reassembly buffers in node E are occupied.  If, at that moment, node
   D also sends a fragmented packet, node E has no option but to drop
   one of the packets, lowering end-to-end reliability.




5. Forwarding Fragments

   A 6LoWPAN Fragment Forwarding technique makes the routing decision on
   the first fragment, which is always the one with the IPv6 address of
   the destination.  Upon receiving a first fragment, a forwarding node
   (e.g. node B in a A->B->C sequence) that does fragment forwarding
   MUST attempt to create a state and forward the fragment.  This is an
   atomic operation, and if the first fragment cannot be forwarded then
   the state MUST be removed.



   Since the Datagram_Tag is uniquely associated to the source Link-
   Layer address of the fragment, the forwarding node MUST assign a new
   Datagram_Tag from its own namespace for the next hop and rewrite the
   fragment header of each fragment with that Datagram_Tag.



   When a forwarding node receives a fragment other than a first
   fragment, it MUST look up state based on the source Link-Layer
   address and the Datagram_Tag in the received fragment.  If no such
   state is found, the fragment MUST be dropped; otherwise the fragment
   MUST be forwarded using the information in the state found.



   Compared to Section 3, the conceptual reassembly buffer in node B now
   contains, assuming that node B is neither the source nor the final
   destination:



   *  a Datagram_Tag as received in the incoming fragments, associated
      to the interface and the Link-Layer address of node A for which
      the received Datagram_Tag is unique



   *  the Link-Layer address that node B uses as source to forward the
      fragments



   *  the interface and the Link-Layer address of the next hop C that is
      resolved on the first fragment



   *  a Datagram_Tag that node B uniquely allocated for this datagram
      and that is used when forwarding the fragments of the datagram



   *  a buffer for the remainder of a previous fragment left to be sent,



   *  a timer that allows discarding the stale FF state after some
      timeout.  The duration of the timer should be longer than that
      which covers the reassembly at the receiving end point.



   A node that has not received the first fragment cannot forward the
   next fragments.  This means that if node B receives a fragment, node
   A was in possession of the first fragment at some point.  To keep the
   operation simple and consistent with [RFC4944], the first fragment
   MUST always be sent first.  When that is done, if node B receives a
   fragment that is not the first and for which it has no state, then
   node B treats it as an error and refrains from creating a state or
   attempting to forward.  This also means that node A should perform
   all its possible retries on the first fragment before it attempts to
   send the next fragments, and that it should abort the datagram and
   release its state if it fails to send the first fragment.



   Fragment forwarding obviates some of the benefits of the 6LoWPAN
   header compression [RFC6282] in intermediate hops.  In return, the
   memory used to store the packet is distributed along the path, which
   limits the buffer bloat effect.  Multiple fragments may progress
   simultaneously along the network as long as they do not interfere.
   An associated caveat is that on a half duplex radio, if node A sends
   the next fragment at the same time as node B forwards the previous
   fragment to a node C down the path then node B will miss it.  If node
   C forwards the previous fragment to a node D at the same time and on
   the same frequency as node A sends the next fragment to node B, this
   may result in a hidden terminal problem.  In that case, the
   transmission from C interferes at node B with that from A unbeknownst
   of node A.  Consecutive fragments of a same datagram MUST be
   separated with an inter-frame gap that allows one fragment to
   progress beyond the next hop and beyond the interference domain
   before the next shows up.  This can be achieved by interleaving
   packets or fragments sent via different next-hop routers.




6. Virtual Reassembly Buffer (VRB) Implementation

   The Virtual Reassembly Buffer (VRB) [LWIG-VRB] is a particular
   incarnation of a 6LoWPAN Fragment Forwarding that can be implemented
   without a change to [RFC4944].



   VRB overcomes the limitations listed in Section 4.  Nodes do not wait
   for the last fragment before forwarding, reducing end-to-end latency.
   Similarly, the memory footprint of VRB is just the VRB table,
   reducing the packet drop probability significantly.



   There are other caveats, however:



Non‑zero Packet Drop Probability:  The abstract data in a VRB table
   entry contains at a minimum the Link‑Layer address of the
   predecessor and that of the successor, the Datagram_Tag used by
   the predecessor and the local Datagram_Tag that this node will
   swap with it.  The VRB may need to store a few octets from the
   last fragment that may not have fit within MTU and that will be
   prepended to the next fragment.  This yields a small footprint
   that is 2 orders of magnitude smaller compared to needing a
   1280‑byte reassembly buffer for each packet.  Yet, the size of the
   VRB table necessarily remains finite.  In the extreme case where a
   node is required to concurrently forward more packets that it has
   entries in its VRB table, packets are dropped.

No Fragment Recovery:  There is no mechanism in VRB for the node that
   reassembles a packet to request a single missing fragment.
   Dropping a fragment requires the whole packet to be resent.  This
   causes unnecessary traffic, as fragments are forwarded even when
   the destination node can never construct the original IPv6 packet.

No Per‑Fragment Routing:  All subsequent fragments follow the same
   sequence of hops from the source to the destination node as the
   first fragment, because the IP header is required in order to
   route the fragment and is only present in the first fragment.  A
   side effect is that the first fragment must always be forwarded
   first.



   The severity and occurrence of these caveats depends on the Link-
   Layer used.  Whether they are acceptable depends entirely on the
   requirements the application places on the network.



   If the caveats are present and not acceptable for the application,
   alternative specifications may define new protocols to overcome them.
   One example is [FRAG-RECOV] which specifies a 6LoWPAN Fragment
   Forwarding technique that allows the end-to-end fragment recovery
   between the 6LoWPAN FF endpoints.




7. Security Considerations

   An attacker can perform a Denial-of-Service (DoS) attack on a node
   implementing VRB by generating a large number of bogus "fragment 1"
   fragments without sending subsequent fragments.  This causes the VRB
   table to fill up.  Note that the VRB does not need to remember the
   full datagram as received so far but only possibly a few octets from
   the last fragment that could not fit in it.  It is expected that an
   implementation protects itself to keep the number of VRBs within
   capacity, and that old VRBs are protected by a timer of a reasonable
   duration for the technology and destroyed upon timeout.



   Secure joining and the Link-Layer security that it sets up protects
   against those attacks from network outsiders.



   "IP Fragmentation Considered Fragile" [FRAG-ILE] discusses security
   threats and other caveats that are linked to using IP fragmentation.
   The 6LoWPAN fragmentation takes place underneath the IP Layer, but
   some issues described there may still apply to 6LoWPAN fragments.



   *  Overlapping fragment attacks are possible with 6LoWPAN fragments
      but there is no known firewall operation that would work on
      6LoWPAN fragments at the time of this writing, so the exposure is
      limited.  An implementation of a firewall SHOULD NOT forward
      fragments but instead should recompose the IP packet, check it in
      the u ncompressed form, and then forward it again as fragments if
      necessary.  Overlapping fragments are acceptable as long as they
      contain the same payload.  The firewall MUST drop the whole packet
      if overlapping fragments are encountered that result in different
      data at the same offset.



   *  Resource exhaustion attacks are certainly possible and a sensitive
      issue in a constrained network.  An attacker can perform a Denial-
      of-Service (DoS) attack on a node implementing VRB by generating a
      large number of bogus first fragments without sending subsequent
      fragments.  This causes the VRB table to fill up.  When hop-by-hop
      reassembly is used, the same attack can be more damaging if the
      node allocates a full Datagram_Size for each bogus first fragment.
      With the VRB, the attack can be performed remotely on all nodes
      along a path, but each node suffers a lesser hit.  This is because
      the VRB does not need to remember the full datagram as received so
      far but only possibly a few octets from the last fragment that
      could not fit in it.  An implementation MUST protect itself to
      keep the number of VRBs within capacity, and ensure that old VRBs
      are protected by a timer of a reasonable duration for the
      technology and destroyed upon timeout.



   *  Attacks based on predictable fragment identification values are
      also possible but can be avoided.  The Datagram_Tag SHOULD be
      assigned pseudo-randomly in order to defeat such attacks.  A
      larger size of the Datagram_Tag makes the guessing more difficult
      and reduces the chances of an accidental reuse while the original
      packet is still in flight, at the expense of more space in each
      frame.  Attacks based on predictable fragment identification
      values are also possible but can be avoided.  The Datagram_Tag
      SHOULD be assigned pseudo-randomly in order to reduce the risk of
      such attacks.  Nonetheless, some level of risk remains that an
      attacker able to authenticate to and send traffic on the network
      can guess a valid Datagram_Tag value, since there are only a
      limited number of possible values.



   *  Evasion of Network Intrusion Detection Systems (NIDS) leverages
      ambiguity in the reassembly of the fragment.  This attack makes
      little sense in the context of this specification since the
      fragmentation happens within the LLN, meaning that the intruder
      should already be inside to perform the attack.  NDIS systems
      would probably not be installed within the LLN either, but rather
      at a boittleneck at the exterior edge of the network.




8. IANA Considerations

   No requests to IANA are made by this document.
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Abstract

   Near Field Communication (NFC) is a set of standards for smartphones
   and portable devices to establish radio communication with each other
   by touching them together or bringing them into proximity, usually no
   more than 10 cm apart.  NFC standards cover communications protocols
   and data exchange formats, and are based on existing radio-frequency
   identification (RFID) standards including ISO/IEC 14443 and FeliCa.
   The standards include ISO/IEC 18092 and those defined by the NFC
   Forum.  The NFC technology has been widely implemented and available
   in mobile phones, laptop computers, and many other devices.  This
   document describes how IPv6 is transmitted over NFC using 6LoWPAN
   techniques.




Status of This Memo

   This Internet-Draft is submitted in full conformance with the
   provisions of BCP 78 and BCP 79.



   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF).  Note that other groups may also distribute
   working documents as Internet-Drafts.  The list of current Internet-
   Drafts is at https://datatracker.ietf.org/drafts/current/.



   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
   time.  It is inappropriate to use Internet-Drafts as reference
   material or to cite them other than as "work in progress."



   This Internet-Draft will expire on January 10, 2021.




Copyright Notice

   Copyright (c) 2020 IETF Trust and the persons identified as the
   document authors.  All rights reserved.



   This document is subject to BCP 78 and the IETF Trust's Legal
   Provisions Relating to IETF Documents
   (https://trustee.ietf.org/license-info) in effect on the date of
   publication of this document.  Please review these documents
   carefully, as they describe your rights and restrictions with respect
   to this document.  Code Components extracted from this document must
   include Simplified BSD License text as described in Section 4.e of
   the Trust Legal Provisions and are provided without warranty as
   described in the Simplified BSD License.




Table of Contents



	1.  Introduction


	2.  Conventions and Terminology


	3.  Overview of Near Field Communication Technology
	 3.1.  Peer-to-peer Mode of NFC


	 3.2.  Protocol Stacks of NFC


	 3.3.  NFC-enabled Device Addressing


	 3.4.  MTU of NFC Link Layer



	4.  Specification of IPv6 over NFC
	 4.1.  Protocol Stacks


	 4.2.  Stateless Address Autoconfiguration


	 4.3.  IPv6 Link-Local Address


	 4.4.  Neighbor Discovery


	 4.5.  Dispatch Header


	 4.6.  Header Compression


	 4.7.  Fragmentation and Reassembly Considerations


	 4.8.  Unicast and Multicast Address Mapping



	5.  Internet Connectivity Scenarios
	 5.1.  NFC-enabled Device Connected to the Internet


	 5.2.  Isolated NFC-enabled Device Network



	6.  IANA Considerations


	7.  Security Considerations


	8.  Acknowledgements


	9.  Normative References


	Authors' Addresses




1. Introduction

   NFC is a set of short-range wireless technologies, typically
   requiring a distance between sender and receiver of 10 cm or less.
   NFC operates at 13.56 MHz, and at rates ranging from 106 kbit/s to
   424 kbit/s, as per the ISO/IEC 18000-3 air interface [ECMA-340].  NFC
   builds upon RFID systems by allowing two-way communication between
   endpoints.  NFC always involves an initiator and a target; the
   initiator actively generates an RF field that can power a passive
   target.  This enables NFC targets to take very simple form factors,
   such as tags, stickers, key fobs, or cards, while avoiding the need
   for batteries.  NFC peer-to-peer communication is possible, provided
   that both devices are powered.  As of the writing, NFC is supported
   by the main smartphone operating systems.



   NFC is often regarded as a secure communications technology, due to
   its very short transmission range.



   In order to benefit from Internet connectivity, it is desirable for
   NFC-enabled devices to support IPv6, considering its large address
   space, along with tools for unattended operation, among other
   advantages.  This document specifies how IPv6 is supported over NFC
   by using IPv6 over Low-power Wireless Personal Area Network (6LoWPAN)
   techniques [RFC4944], [RFC6282], [RFC6775]. 6LoWPAN is suitable,
   considering that it was designed to support IPv6 over IEEE 802.15.4
   networks, and some of the characteristics of the latter are similar
   to those of NFC.




2. Conventions and Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.




3. Overview of Near Field Communication Technology

   This section presents an overview of NFC, focusing on the
   characteristics of NFC that are most relevant for supporting IPv6.



   NFC enables simple, two-way, interaction between two devices,
   allowing users to perform contactless transactions, access digital
   content, and connect electronic devices with a single touch.  NFC
   utilizes key elements in existing standards for contactless card
   Technology, such as ISO/IEC 14443 A&B and JIS-X 6319-4.  NFC allows
   devices to share information at a distance up to 10 cm with a maximum
   physical layer bit rate of 424 kbps.




3.1. Peer-to-peer Mode of NFC

   NFC defines three modes of operation: card emulation, peer-to-peer,
   and reader/writer.  Only the peer-to-peer mode enables two NFC-
   enabled devices to communicate with each other to exchange
   information and share files, so that users of NFC-enabled devices can
   quickly share contact information and other files with a touch.  The
   other two modes does not support two-way communications between two
   devices.  Therefore, the peer mode is used for ipv6-over-nfc.




3.2. Protocol Stacks of NFC

   NFC defines a protocol stack for the peer-to-peer mode (Figure 1).
   The peer-to-peer mode is made in Activities Digital Protocol in NFC
   Physical Lay. The NFC Logical Link consists of Binding for IPv6-LLCP
   and Logical Link Control Protocol Layer (LLCP).  IPv6 and its
   underlying adaptation Layer (i.e., IPv6-over-NFC adaptation layer)
   are placed directly on the top of the IPv6-LLCP Binding.  An IPv6
   datagram is transmitted by the Logical Link Control Protocol (LLCP)
   with reliable, two-way transmission of information between the peer
   devices.




+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
|            IPv6‑LLCP Binding           |         |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+        NFC
|                                        |    Logical Link
|      Logical Link Control Protocol     |       Layer
|                 (LLCP)                 |         |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
|                                        |         |
|               Activities               |         |
|            Digital Protocol            |        NFC
|                                        |      Physical
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+       Layer
|                                        |         |
|               RF Analog                |         |
|                                        |         |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑



                      Figure 1: Protocol Stack of NFC



   The LLCP consists of Logical Link Control (LLC) and MAC Mapping.  The
   MAC Mapping integrates an existing RF protocol into the LLCP
   architecture.  The LLC contains three components, such as Link
   Management, Connection-oriented Transmission, and Connection-less
   Transmission.  The Link Management component is responsible for
   serializing all connection-oriented and connection-less LLC PDU
   (Protocol Data Unit) exchanges and for aggregation and disaggregation
   of small PDUs.  The Connection-oriented Transmission component is
   responsible for maintaining all connection-oriented data exchanges
   including connection set-up and termination.  The Connectionless
   Transmission component is responsible for handling unacknowledged
   data exchanges.



   In order to send an IPv6 packet over NFC, the packet MUST be passed
   down to the LLCP layer of NFC and carried by an Information (I) or an
   Unnumbered Information (UI) Field in an LLCP Protocol Data Unit
   (PDU).  LLCP does not support fragmentation and reassembly.  For IPv6
   addressing or address configuration, LLCP MUST provide related
   information, such as link layer addresses, to its upper layer.  The
   LLCP to IPv6 protocol binding MUST transfer the SSAP and DSAP value
   to the IPv6 over NFC protocol.  SSAP stands for Source Service Access
   Point, which is a 6-bit value meaning a kind of Logical Link Control
   (LLC) address, while DSAP means an LLC address of the destination
   NFC-enabled device.  Thus, SSAP is a source address, and DSAP is a
   destination address.




3.3. NFC-enabled Device Addressing

   According to NFC Logical Link Control Protocol v1.3 [LLCP-1.3], NFC-
   enabled devices have two types of 6-bit addresses (i.e., SSAP and
   DSAP) to identify service access points.  Several service access
   points can be installed on a NFC device.  However, the SSAP and DSAP
   can be used as identifiers for NFC link connections with the IPv6
   over NFC adaptation layer.  Therefore, the SSAP can be used to
   generate an IPv6 interface identifier.  Address values between 00h
   and 0Fh of SSAP and DSAP are reserved for identifying the well-known
   service access points, which are defined in the NFC Forum Assigned
   Numbers Register.  Address values between 10h and 1Fh are assigned by
   the local LLC to services registered by local service environment.
   In addition, address values between 20h and 3Fh are assigned by the
   local LLC as a result of an upper layer service request.  Therefore,
   the address values between 20h and 3Fh can be used for generating
   IPv6 interface identifiers.




3.4. MTU of NFC Link Layer

   As mentioned in Section 3.2, when an IPv6 packet is transmitted, the
   packet MUST be passed down to LLCP of NFC and transported to an
   Unnumbered Information Protocol Data Unit (UI PDU) and an Information
   Field in Protocol Data Unit (I PDU) of LLCP of the NFC-enabled peer
   device.



   The information field of an I PDU contains a single service data
   unit.  The maximum number of octets in the information field is
   determined by the Maximum Information Unit (MIU) for the data link
   connection.  The default value of the MIU for I PDUs is 128 octets.
   The local and remote LLCs each establish and maintain distinct MIU
   values for each data link connection endpoint.  Also, an LLC may
   announce a larger MIU for a data link connection by transmitting an
   optional Maximum Information Unit Extension (MIUX) parameter within
   the information field.  If no MIUX parameter is transmitted, the MIU
   value is 128 bytes.  Otherwise, the MTU size in NFC LLCP MUST be
   calculated from the MIU value as follows:



                          MTU = MIU = 128 + MIUX.



   According to [LLCP-1.3], Figure 2 shows an example of the MIUX
   parameter TLV.  The Type and Length fields of the MIUX parameter TLV
   have each a size of 1 byte.  The size of the TLV Value field is 2
   bytes.



 0          0          1      2          3
 0          8          6      2          1
+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+
|   Type   |  Length  |       Value      |
+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+
| 00000010 | 00000010 | 1011 | 0x0~0x7FF |
+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+



                  Figure 2: Example of MIUX Parameter TLV



   When the MIUX parameter is used, the TLV Type field MUST be 0x02 and
   the TLV Length field MUST be 0x02.  The MIUX parameter MUST be
   encoded into the least significant 11 bits of the TLV Value field.
   The unused bits in the TLV Value field MUST be set to zero by the
   sender and ignored by the receiver.  The maximum possible value of
   the TLV Value field is 0x7FF, and the maximum size of the LLCP MTU is
   2176 bytes.  If fragmentation functionality is not used at the
   adaptation layer between IPv6 and NFC, the MIUX value MUST be 0x480
   to support the IPv6 MTU requirement (of 1280 bytes).




4. Specification of IPv6 over NFC

   NFC technology also has considerations and requirements owing to low
   power consumption and allowed protocol overhead. 6LoWPAN standards
   [RFC4944], [RFC6775], and [RFC6282] provide useful functionality for
   reducing overhead which can be applied to NFC.  This functionality
   consists of link-local IPv6 addresses and stateless IPv6 address
   auto-configuration (see Section 4.2), Neighbor Discovery (see
   Section 4.4) and header compression (see Section 4.6).




4.1. Protocol Stacks

   Figure 3 illustrates IPv6 over NFC.  Upper layer protocols can be
   transport layer protocols (e.g., TCP and UDP), application layer
   protocols, and others capable of running on top of IPv6.



|                                        |
|         Upper Layer Protocols          |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|                 IPv6                   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|   Adaptation Layer for IPv6 over NFC   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|              NFC Link Layer            |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|            NFC Physical Layer          |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                Figure 3: Protocol Stack for IPv6 over NFC



   The adaptation layer for IPv6 over NFC supports neighbor discovery,
   stateless address auto-configuration, header compression, and
   fragmentation & reassembly, based on 6LoWPAN.




4.2. Stateless Address Autoconfiguration

   An NFC-enabled device performs stateless address autoconfiguration as
   per [RFC4862].  A 64-bit Interface identifier (IID) for an NFC
   interface is formed by utilizing the 6-bit NFC SSAP (see
   Section 3.3).  In the viewpoint of address configuration, such an IID
   should guarantee a stable IPv6 address during the course of a single
   connection, because each data link connection is uniquely identified
   by the pair of DSAP and SSAP included in the header of each LLC PDU
   in NFC.



   Following the guidance of [RFC7136], interface identifiers of all
   unicast addresses for NFC-enabled devices are 64 bits long and
   constructed by using the generation algorithm of random (but stable)
   identifier (RID) [RFC7217] (see Figure 4).



 0         1         3         4       6
 0         6         2         8       3
+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|  Random (but stable) Identifier (RID) |
+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+



                   Figure 4: IID from NFC-enabled device



   The RID is an output which is created by the algorithm, F() with
   input parameters.  One of the parameters is Net_Iface, and NFC Link
   Layer address (i.e., SSAP) is a source of the Net_Iface parameter.
   The 6-bit address of SSAP of NFC is easy and short to be targeted by
   attacks of third party (e.g., address scanning).  The F() can provide
   secured and stable IIDs for NFC-enabled devices.  In addition, an
   optional parameter, Network_ID is used to increase the randomness of
   the generated IID.




4.3. IPv6 Link-Local Address

   The IPv6 link-local address for an NFC-enabled device is formed by
   appending the IID, to the prefix FE80::/64, as depicted in Figure 5.



 0          0                  0                          1
 0          1                  6                          2
 0          0                  4                          7
+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|1111111010|       zeros      |    Interface Identifier    |
+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|                                                          |
| <‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ 128 bits ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑> |
|                                                          |



                 Figure 5: IPv6 link-local address in NFC



   A 6LBR may obtain an IPv6 prefix for numbering the NFC network via
   DHCPv6 Prefix Delegation ([RFC3633]).  The "Interface Identifier" can
   be a secured and stable IIDs.




4.4. Neighbor Discovery

   Neighbor Discovery Optimization for 6LoWPANs ([RFC6775]) describes
   the neighbor discovery approach in several 6LoWPAN topologies, such
   as mesh topology.  NFC supports mesh topologies but most of all
   applications would use a simple multi-hop network topology or
   directly connected peer-to-peer network because NFC RF range is very
   short.



   o  When an NFC-enabled 6LN is directly connected to an NFC-enabled
      6LBR, the NFC 6LN MUST register its address with the 6LBR by
      sending a Neighbor Solicitation (NS) message with the Address
      Registration Option (ARO), and process the Neighbor Advertisement
      (NA) accordingly.  In addition, when the 6LN and 6LBR are directly
      connected, DHCPv6 is used for address assignment.  Therefore,
      Duplicate Address Detection (DAD) is not necessary between them.



   o  When two or more NFC devices are connected, there are two cases.
      One is that three or more NFC devices are linked with multi-hop
      connections, and the other is that they meet within a single hop
      range (e.g., isolated network).  In a case of multi-hop topology,
      devices which have two or more connections with neighbor devices,
      play a router for 6LR/6LBR.  In a case that they meet within a



      single hop and they have the same properties, any of them can be a
      router.



   o  For sending Router Solicitations and processing Router
      Advertisements, the NFC 6LNs MUST follow Sections 5.3 and 5.4 of
      [RFC6775].



   o  When a NFC device is a 6LR or a 6LBR, the NFC device MUST follow
      Section 6 and 7 of [RFC6775].




4.5. Dispatch Header

   All IPv6-over-NFC encapsulated datagrams are prefixed by an
   encapsulation header stack consisting of a Dispatch value.  The only
   sequence currently defined for IPv6-over-NFC is the 6LOWPAN_IPHC
   header followed by payload, as depicted in Figure 6.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| IPHC Dispatch |  IPHC Header  |    Payload   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



    Figure 6: A IPv6-over-NFC Encapsulated 6LOWPAN_IPHC Compressed IPv6

                                 Datagram



   The dispatch value is treated as an unstructured namespace.  Only a
   single pattern is used to represent current IPv6-over-NFC
   functionality.



+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+
|  Pattern   | Header Type        | Reference |
+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+
| 01  1xxxxx | 6LOWPAN_IPHC       | [RFC6282] |
+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+



                         Figure 7: Dispatch Values



   Other IANA-assigned 6LoWPAN Dispatch values do not apply to this
   specification.




4.6. Header Compression

   Header compression as defined in [RFC6282], which specifies the
   compression format for IPv6 datagrams on top of IEEE 802.15.4, is
   REQUIRED in this document as the basis for IPv6 header compression on
   top of NFC.  All headers MUST be compressed according to RFC 6282
   encoding formats.



   Therefore, IPv6 header compression in [RFC6282] MUST be implemented.
   Further, implementations MUST also support Generic Header Compression
   (GHC) of [RFC7400].



   If a 16-bit address is required as a short address, it MUST be formed
   by padding the 6-bit NFC link-layer (node) address to the left with
   zeros as shown in Figure 8.



 0                   1
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
| Padding(all zeros)| NFC Addr. |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                    Figure 8: NFC short address format




4.7. Fragmentation and Reassembly Considerations

   IPv6-over-NFC SHOULD NOT use fragmentation and reassembly (FAR) for
   the payloads as discussed in Section 3.4.  The NFC link connection
   for IPv6 over NFC MUST be configured with an equivalent MIU size to
   fit the MTU of IPv6 Packet.  The MIUX value is 0x480 in order to fit
   the MTU (1280 bytes) of a IPv6 packet if NFC devices support
   extension of the MTU.




4.8. Unicast and Multicast Address Mapping

   The address resolution procedure for mapping IPv6 non-multicast
   addresses into NFC link-layer addresses follows the general
   description in Section 4.6.1 and 7.2 of [RFC4861], unless otherwise
   specified.



   The Source/Target link-layer Address option has the following form
   when the addresses are 6-bit NFC link-layer (node) addresses.



 0                   1
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|      Type     |   Length=1    |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                               |
+‑     Padding (all zeros)     ‑+
|                               |
+‑                  +‑+‑+‑+‑+‑+‑+
|                   | NFC Addr. |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                     Figure 9: Unicast address mapping



   Option fields:



      Type:



         1: for Source Link-layer address.



         2: for Target Link-layer address.



      Length:



         This is the length of this option (including the type and
         length fields) in units of 8 octets.  The value of this field
         is 1 for 6-bit NFC node addresses.



      NFC address:



         The 6-bit address in canonical bit order.  This is the unicast
         address the interface currently responds to.



   The NFC Link Layer does not support multicast.  Therefore, packets
   are always transmitted by unicast between two NFC-enabled devices.
   Even in the case where a 6LBR is attached to multiple 6LNs, the 6LBR
   cannot do a multicast to all the connected 6LNs.  If the 6LBR needs
   to send a multicast packet to all its 6LNs, it has to replicate the
   packet and unicast it on each link.




5. Internet Connectivity Scenarios

   NFC networks can either be isolated or connected to the Internet.
   The NFC link between two communicating devices is considered to be a
   point-to-point link only.  An NFC link does not support a star
   topology or mesh network topology but only direct connections between
   two devices.  The NFC link layer does not support packet forwarding
   in link layer.




5.1. NFC-enabled Device Connected to the Internet

   Figure 10 illustrates an example of an NFC-enabled device network
   connected to the Internet.  The distance between 6LN and 6LBR is
   typically 10 cm or less.  If there is any laptop computers close to a
   user, it will become a 6LBR.  Additionally, when the user mounts an
   NFC-enabled air interface adapter (e.g., portable NFC dongle) on the
   close laptop PC, the user's NFC-enabled device (6LN) can communicate
   with the laptop PC (6LBR) within 10 cm distance.



                                  ************
6LN ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ 6LBR ‑‑‑‑‑* Internet *‑‑‑‑‑‑‑ CN
 |                        |       ************         |
 |                        |                            |
 | <‑‑‑‑‑‑ NFC Link ‑‑‑‑‑> | <‑‑‑‑‑ IPv6 packet ‑‑‑‑‑‑> |
 |  (dis. 10 cm or less)  |                            |



      Figure 10: NFC-enabled device network connected to the Internet



   Two or more 6LNs are connected with a 6LBR, but each connection uses
   a different subnet.  The 6LBR is acting as a router and forwarding
   packets between 6LNs and the Internet.  Also, the 6LBR MUST ensure
   address collisions do not occur and forwards packets sent by one 6LN
   to another.




5.2. Isolated NFC-enabled Device Network

   In some scenarios, the NFC-enabled device network may transiently be
   a simple isolated network as shown in the Figure 11.



                           6LN                        6LN
                            |                          |
                NFC link ‑> |                   NFC ‑> |
      (dist. 10 cm or less) |    (dist. 10 cm or less) |
                            |                          |
6LN ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ 6LR ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ 6LR
           NFC Link                   NFC Link
     (dist. 10 cm or less)      (dist. 10 cm or less)




              Figure 11: Isolated NFC-enabled device network




6. IANA Considerations

   There are no IANA considerations related to this document.




7. Security Considerations

   There are the intrinsic security properties of NFC due to its short
   link range.  When interface identifiers (IIDs) are generated, devices
   and users are required to consider mitigating various threats, such
   as correlation of activities over time, location tracking, device-
   specific vulnerability exploitation, and address scanning.



   IPv6-over-NFC uses an IPv6 interface identifier formed from a "Short
   Address" and a set of well-known constant bits for the modified
   EUI-64 format.  However, NFC applications use short-lived
   connections, and a different address is used for each connection,
   where the latter is of extremely short duration.
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Abstract

   Power Line Communication (PLC), namely using the electric-power lines
   for indoor and outdoor communications, has been widely applied to
   support Advanced Metering Infrastructure (AMI), especially smart
   meters for electricity.  The inherent advantage of existing
   electricity infrastructure facilitates the expansion of PLC
   deployments, and moreover, a wide variety of accessible devices
   raises the potential demand of IPv6 for future applications.  This
   document describes how IPv6 packets are transported over constrained
   PLC networks, such as ITU-T G.9903, IEEE 1901.1 and IEEE 1901.2.




Status of This Memo

   This Internet-Draft is submitted in full conformance with the
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1. Introduction

   The idea of using power lines for both electricity supply and
   communication can be traced back to the beginning of the last
   century.  With the advantage of existing power grid, Power Line
   Communication (PLC) is a good candidate for supporting various
   service scenarios such as in houses and offices, in trains and
   vehicles, in smart grid and advanced metering infrastructure (AMI).
   The data acquisition devices in these scenarios share common features
   such as fixed position, large quantity, low data rate and low power
   consumption.



   Although PLC technology has evolved over several decades, it has not
   been fully adapted for IPv6 based constrained networks.  The 6lo
   related scenarios lie in the low voltage PLC networks with most
   applications in the area of Advanced Metering Infrastructure (AMI),
   Vehicle-to-Grid communications, in-home energy management and smart
   street lighting.  IPv6 is important for PLC networks, due to its
   large address space and efficent address auto-configuration.  A
   comparison among various existing PLC standards is provided to
   facilitate the selection of the most applicable standard in
   particular scenarios.



   This specification provides a brief overview of PLC technologies.
   Some of them have LLN characteristics, i.e. limited power
   consumption, memory and processing resources.  This specification is
   focused on the transmission of IPv6 packets over those "constrained"
   PLC networks.  The general approach is to adapt elements of the
   6LoWPAN specifications [RFC4944], [RFC6282], and [RFC6775] to
   constrained PLC networks.  There was work previously proposed as
   [I-D.popa-6lo-6loplc-ipv6-over-ieee19012-networks], which did not
   reach consensus.  This document provides a more structured
   specification than the previous work, expanding to a larger variety
   of PLC networks.




2. Requirements Notation and Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in
   BCP14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.



   This document often uses the following acronyms and terminologies:



6LoWPAN:  IPv6 over Low‑Power Wireless Personal Area Network

AMI:  Advanced Metering Infrastructure

BBPLC:  Broadband Power Line Communication

CID:  Context ID

Coordinator:  A device capable of relaying messages.

DAD:  Duplicate Address Detection

EV:   Electric Vehicle

IID:  IPv6 Interface Identifier



   IPHC: IP Header Compression



LAN:  Local Area Network



   MSDU: MAC Service Data Unit



MTU:  Maximum Transmission Unit

NBPLC:  Narrowband Power Line Communication



   OFDM: Orthogonal Frequency Division Multiplexing



   PANC: PAN Coordinator, a coordinator which also acts as the primary

         controller of a PAN.



PLC:  Power Line Communication

PLC device:  An entity follows the PLC standards and implements the
      protocol stack described in this draft.



   PSDU: PHY Service Data Unit



RPL:  IPv6 Routing Protocol for Low‑Power and Lossy Networks

RA:   Router Advertisement

WAN:  Wide Area Network



      The terminology used in this draft is aligned with IEEE 1901.2



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  IEEE 1901.2  |  IEEE 1901.1   |   ITU‑T G.9903   | This document |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|      PAN      |    Central     | PAN Coordinator  |      PAN      |
|  Coordinator  |  Coordinator   |                  |  Coordinator  |
|               |                |                  |               |
|  Coordinator  |     Proxy      |  Full‑function   |  Coordinator  |
|               |  Coordinator   |      device      |               |
|               |                |                  |               |
|     Device    |    Station     |    PAN Device    |   PLC Device  |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



            Table 1: Terminology Mapping between PLC standards




3. Overview of PLC

   PLC technology enables convenient two-way communications for home
   users and utility companies to monitor and control electric plugged
   devices such as electricity meters and street lights.  Due to the
   large range of communication frequencies, PLC is generally classified
   into two categories: Narrowband PLC (NBPLC) for automation of sensors
   (which have low frequency band and low power cost), and Broadband PLC
   (BBPLC) for home and industry networking applications.



   Various standards have been addressed on the MAC and PHY layers for
   this communication technology, e.g., BBPLC (1.8-250 MHz) including
   IEEE 1901 and ITU-T G.hn, and NBPLC (3-500 kHz) including ITU-T
   G.9902 (G.hnem), ITU-T G.9903 (G3-PLC) [ITU-T_G.9903], ITU-T G.9904
   (PRIME), IEEE 1901.2 [IEEE_1901.2] (combination of G3-PLC and PRIME
   PLC) and IEEE 1901.2a [IEEE_1901.2a] (an amendment to IEEE 1901.2).



   Moreover, recently a new PLC standard IEEE 1901.1 [IEEE_1901.1],
   which aims at the medium frequency band less than 12 MHz, has been
   published by the IEEE standard for Smart Grid Powerline Communication
   Working Group (SGPLC WG).  IEEE 1901.1 balances the needs for
   bandwidth versus communication range, and is thus a promising option
   for 6lo applications.



   This specification is focused on IEEE 1901.1, IEEE 1901.2 and ITU-T
   G.9903.




3.1. Protocol Stack

   The protocol stack for IPv6 over PLC is illustrated in Figure 1.  The
   PLC MAC/PHY layer corresponds to IEEE 1901.1, IEEE 1901.2 or ITU-T
   G.9903.  The 6lo adaptation layer for PLC is illustrated in
   Section 4.  For multihop tree and mesh topologies, a routing protocol
   is likely to be necessary.  The routes can be built in mesh-under
   mode at layer 2 or in route-over mode at layer 3, as explained in
   Section 3.4.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|           Application Layer            |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|                TCP/UDP                 |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|                                        |
|                  IPv6                  |
|                                        |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|   Adaptation layer for IPv6 over PLC   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|             PLC MAC Layer              |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|             PLC PHY Layer              |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                       Figure 1: PLC Protocol Stack




3.2. Addressing Modes

   Each PLC device has a globally unique long address of 48-bit
   ([IEEE_1901.1]) or 64-bit ([IEEE_1901.2], [ITU-T_G.9903]) and a short
   address of 12-bit ([IEEE_1901.1]) or 16-bit ([IEEE_1901.2],
   [ITU-T_G.9903]).  The long address is set by the manufacturer
   according to the IEEE EUI-48 MAC address or the IEEE EUI-64 address.
   Each PLC device joins the network by using the long address and
   communicates with other devices by using the short address after
   joining the network.  Short addresses can be assigned during the
   onboarding process, by the PANC or the JRC in CoJP
   [I-D.ietf-6tisch-minimal-security].




3.3. Maximum Transmission Unit

   The Maximum Transmission Unit (MTU) of the MAC layer determines
   whether fragmentation and reassembly are needed at the adaptation
   layer of IPv6 over PLC.  IPv6 requires an MTU of 1280 octets or
   greater; thus for a MAC layer with MTU lower than this limit,
   fragmentation and reassembly at the adaptation layer are required.



   The IEEE 1901.1 MAC supports upper layer packets up to 2031 octets.
   The IEEE 1901.2 MAC layer supports the MTU of 1576 octets (the
   original value of 1280 bytes was updated in 2015 [IEEE_1901.2a]).
   Though these two technologies can support IPv6 natively without
   fragmentation and reassembly, it is possible to configure a smaller
   MTU in high-noise communication environment.  Thus the 6lo functions,
   including header compression, fragmentation and reassembly, are still
   applicable and useful.



   The MTU for ITU-T G.9903 is 400 octets, insufficient for supporting
   IPv6's MTU.  For this reason, fragmentation and reassembly as per
   [RFC4944] MUST be enabled for G.9903-based networks.




3.4. Routing Protocol

   Routing protocols suitable for use in PLC networks include:



   o  RPL (Routing Protocol for Low-Power and Lossy Networks) [RFC6550]
      is a layer 3 routing protocol.  AODV-RPL [I-D.ietf-roll-aodv-rpl]
      updates RPL to include reactive, point-to-point, and asymmetric
      routing.  IEEE 1901.2 specifies Information Elements (IEs) with
      MAC layer metrics, which can be provided to L3 routing protocol
      for parent selection.  For IPv6-addressable PLC networks, a
      layer-3 routing protocol such as RPL and/or AODV-RPL SHOULD be
      supported in the standard.



   o  IEEE 1901.1 supports L2 routing.  Each PLC node maintains a L2
      routing table, in which each route entry comprises the short
      addresses of the destination and the related next hop.  The route
      entries are built during the network establishment via a pair of
      association request/confirmation messages.  The route entries can
      be changed via a pair of proxy change request/confirmation
      messages.  These association and proxy change messages MUST be
      approved by the central coordinator (PANC in this document).



   o  LOADng is a reactive protocol operating at layer 2 or layer 3.
      Currently, LOADng is supported in ITU-T G.9903 [ITU-T_G.9903], and
      the IEEE 1901.2 standard refers to ITU-T G.9903 for LOAD-based
      networks.




4. IPv6 over PLC

   6LoWPAN standards [RFC4944], [RFC6775], and [RFC6282] provides useful
   functionality including link-local IPv6 addresses, stateless address
   auto-configuration, neighbor discovery and header compression.
   However, due to the different characteristics of the PLC media, the
   6LoWPAN adaptation layer cannot perfectly fulfill the requirements.
   These considerations suggest the need for a dedicated adaptation
   layer for PLC, which is detailed in the following subsections.




4.1. Stateless Address Autoconfiguration

   To obtain an IPv6 Interface Identifier (IID), a PLC device performs
   stateless address autoconfiguration [RFC4944].  The autoconfiguration
   can be based on either a long or short link-layer address.



   The IID can be based on the device's 48-bit MAC address or its EUI-64
   identifier [EUI-64].  A 48-bit MAC address MUST first be extended to
   a 64-bit Interface ID by inserting 0xFFFE at the fourth and fifth
   octets as specified in [RFC2464].  The IPv6 IID is derived from the
   64-bit Interface ID by inverting the U/L bit [RFC4291].



   For IEEE 1901.2 and ITU-T G.9903, a 48-bit "pseudo-address" is formed
   by the 16-bit PAN ID, 16 zero bits and the 16-bit short address.
   Then, the 64-bit Interface ID MUST be derived by inserting 16-bit
   0xFFFE into as follows:



       16_bit_PAN:00FF:FE00:16_bit_short_address



   For the 12-bit short addresses used by IEEE 1901.1, the 48-bit
   pseudo-address is formed by 24-bit NID (Network IDentifier, YYYYYY),
   12 zero bits and a 12-bit TEI (Terminal Equipment Identifier, XXX).
   The 64-bit Interface ID MUST be derived by inserting 16-bit 0xFFFE
   into this 48-bit pseudo-address as follows:



       YYYY:YYFF:FE00:0XXX



   Since the derived Interface ID is not global, the "Universal/Local"
   (U/L) bit (7th bit) and the Individual/Group bit (8th bit) MUST both
   be set to zero.  In order to avoid any ambiguity in the derived
   Interface ID, these two bits MUST NOT be used to generate the PANID
   (for IEEE 1901.2 and ITU-T G.9903) or NID (for IEEE 1901.1).  In
   other words, the PANID or NID MUST always be chosen so that these
   bits are zeros.



   For privacy reasons, the IID derived by the MAC address SHOULD only
   be used for link-local address configuration.  A PLC host SHOULD use
   the IID derived by the link-layer short address to configure the IPv6
   address used for communication with the public network; otherwise,
   the host's MAC address is exposed.  Implementations should look at
   [RFC8064] as well, in order to generate a stable IPv6 address using
   an opaque IID.




4.2. IPv6 Link Local Address

   The IPv6 link-local address [RFC4291] for a PLC interface is formed
   by appending the IID, as defined above, to the prefix FE80::/64 (see
   Figure 2).



  10 bits           54 bits                   64 bits
+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|1111111010|        (zeros)        |    Interface Identifier    |
+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



           Figure 2: IPv6 Link Local Address for a PLC interface




4.3. Unicast Address Mapping

   The address resolution procedure for mapping IPv6 unicast addresses
   into PLC link-layer addresses follows the general description in
   section 7.2 of [RFC4861].  [RFC6775] improves this procedure by
   eliminating usage of multicast NS.  The resolution is realized by the
   NCEs (neighbor cache entry) created during the address registration
   at the routers.  [RFC8505] further improves the registration
   procedure by enabling multiple LLNs to form an IPv6 subnet, and by
   inserting a link-local address registration to better serve proxy
   registration of new devices.




4.3.1. Unicast Address Mapping for IEEE 1901.1

   The Source/Target Link-layer Address options for IEEE_1901.1 used in
   the Neighbor Solicitation and Neighbor Advertisement have the
   following form.



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|     Type      |    Length=1   |              NID              :
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
:NID (continued)|  Padding (all zeros)  |          TEI          |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



             Figure 3: Unicast Address Mapping for IEEE 1901.1



   Option fields:



   Type: 1 for Source Link-layer Address and 2 for Target Link-layer

         Address.



Length:  The length of this option (including type and length fields)
      in units of 8 octets.  The value of this field is 1 for the
      12‑bit IEEE 1901.1 PLC short addresses.

NID:  24‑bit Network IDentifier

Padding:  12 zero bits

TEI:  12‑bit Terminal Equipment Identifier



   In order to avoid the possibility of duplicated IPv6 addresses, the
   value of the NID MUST be chosen so that the 7th and 8th bits of the
   first byte of the NID are both zero.




4.3.2. Unicast Address Mapping for IEEE 1901.2 and ITU-T G.9903

   The Source/Target Link-layer Address options for IEEE_1901.2 and
   ITU-T G.9903 used in the Neighbor Solicitation and Neighbor
   Advertisement have the following form.



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|     Type      |    Length=1   |             PAN ID            |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|       Padding (all zeros)     |         Short Address         |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



             Figure 4: Unicast Address Mapping for IEEE 1901.2



   Option fields:



   Type: 1 for Source Link-layer Address and 2 for Target Link-layer

         Address.



Length:  The length of this option (including type and length fields)
      in units of 8 octets.  The value of this field is 1 for the
      16‑bit IEEE 1901.2 PLC short addresses.

PAN ID:  16‑bit PAN IDentifier

Padding:  16 zero bits

Short Address:  16‑bit short address



   In order to avoid the possibility of duplicated IPv6 addresses, the
   value of the PAN ID MUST be chosen so that the 7th and 8th bits of
   the first byte of the PAN ID are both zero.




4.4. Neighbor Discovery

   Neighbor discovery procedures for 6LoWPAN networks are described in
   Neighbor Discovery Optimization for 6LoWPANs [RFC6775] and [RFC8505].
   These optimizations support the registration of sleeping hosts.
   Although PLC devices are electrically powered, sleeping mode SHOULD
   still be used for power saving.



   For IPv6 address prefix dissemination, Router Solicitations (RS) and
   Router Advertisements (RA) MAY be used as per [RFC6775].  If the PLC
   network uses route-over mesh, the IPv6 prefix MAY be disseminated by
   the layer 3 routing protocol, such as RPL which includes the prefix
   in the DIO message.  As per [I-D.ietf-roll-unaware-leaves], it is
   possible to have PLC devices configured as RPL-unaware-leaves, which
   don't not participate to RPL at all, along with RPL-aware PLC
   devices.  In this case, the prefix dissemination SHOULD use the RS/RA
   messages.



   For context information dissemination, Router Advertisements (RA)
   MUST be used as per [RFC6775].  The 6LoWPAN context option (6CO) MUST
   be included in the RA to disseminate the Context IDs used for prefix
   compression.



   For address registration in route-over mode, a PLC device MUST
   register its addresses by sending unicast link-local Neighbor
   Solicitation to the 6LR.  If the registered address is link-local,
   the 6LR SHOULD NOT further register it to the registrar (6LBR, 6BBR).
   Otherwise, the address MUST be registered via an ARO or EARO included
   in the DAR ([RFC6775]) or EDAR ([RFC8505]) messages.  For RFC8505
   compliant PLC devices, the 'R' flag in the EARO MUST be set when
   sending Neighbor Solicitaitons in order to extract the status
   information in the replied Neighbor Advertisements from the 6LR.  If
   DHCPv6 is used to assign addresses or the IPv6 address is derived by
   unique long or short link layer address, Duplicate Address Detection
   (DAD) MUST NOT be utilized.  Otherwise, the DAD MUST be performed at
   the 6LBR (as per [RFC6775]) or proxied by the routing registrar (as
   per [RFC8505]).  The registration status is feedbacked via the DAC or
   EDAC message from the 6LBR and the Neighbor Advertisement (NA) from
   the 6LR.



   For address registration in mesh-under mode, since all the PLC
   devices are the link-local neighbors to the 6LBR, DAR/DAC or EDAR/
   EDAC messages are not required.  A PLC device MUST register its
   addresses by sending the unicast NS message with an ARO or EARO.  The
   registration status is feedbacked via the NA message from the 6LBR.




4.5. Header Compression

   The compression of IPv6 datagrams within PLC MAC frames refers to
   [RFC6282], which updates [RFC4944].  Header compression as defined in
   [RFC6282] which specifies the compression format for IPv6 datagrams
   on top of IEEE 802.15.4, is included in this document as the basis
   for IPv6 header compression in PLC.  For situations when PLC MAC MTU
   cannot support the 1280-octet IPv6 packet, headers MUST be compressed
   according to [RFC6282] encoding formats.




4.6. Fragmentation and Reassembly

   PLC differs from other wired technologies in that the communication
   medium is not shielded; thus, to successfully transmit data through
   power lines, PLC Data Link layer provides the function of
   segmentation and reassembly.  A Segment Control Field is defined in
   the MAC frame header regardless of whether segmentation is required.
   The number of data octets of the PHY payload can change dynamically
   based on channel conditions, thus the MAC payload segmentation in the
   MAC sublayer is enabled and guarantees a reliable one-hop data
   transmission.  Fragmentation and reassembly is still required at the
   adaptation layer, if the MAC layer cannot support the minimum MTU
   demanded by IPv6, which is 1280 octets.



   In IEEE 1901.1 and IEEE 1901.2, the MAC layer supports payloads as
   big as 2031 octets and 1576 octets respectively.  However when the
   channel condition is noisy, it is possible to configure smaller MTU
   at the MAC layer.  If the configured MTU is smaller than 1280
   octects, the fragmentation and reassembly defined in [RFC4944] MUST
   be used.



   In ITU-T G.9903, the maximum MAC payload size is fixed to 400 octets,
   so to cope with the required MTU of 1280 octets by IPv6,
   fragmentation and reassembly at 6lo adaptation layer MUST be provided
   referring to [RFC4944].




5. Internet Connectivity Scenarios and Topologies

   The network model can be simplified to two kinds of network devices:
   PAN Coordinator (PANC) and PAN Device.  The PANC is the primary
   coordinator of the PLC subnet and can be seen as a master node; PAN
   Devices are typically PLC meters and sensors.  The PANC also serves
   as the Routing Registrar for proxy registration and DAD procedures,
   making use of the updated registration procedures in [RFC8505].  IPv6
   over PLC networks are built as tree, mesh or star according to the
   use cases.  Every network requires at least one PANC to communicate
   with each PAN Device.  Note that the PLC topologies in this section
   are based on logical connectivity, not physical links.



   The star topology is common in current PLC scenarios.  In single-hop
   star topologies, communication at the link layer only takes place
   between a PAN Device and a PANC.  The PANC typically collects data
   (e.g., a meter reading) from the PAN devices, and then concentrates
   and uploads the data through Ethernet or LPWAN (see Figure 5).  The
   collected data is transmitted by the smart meters through PLC,
   aggregated by a concentrator, sent to the utility and then to a Meter
   Data Management System for data storage, analysis and billing.  This
   topology has been widely applied in the deployment of smart meters,
   especially in apartment buildings.



         PLC Device   PLC Device
               \        /           +‑‑‑‑‑‑‑‑‑
                \      /           /
                 \    /           +
                  \  /            |
PLC Device ‑‑‑‑‑‑ PANC ===========+  Internet
                  /  \            |
                 /    \           +
                /      \           \
               /        \           +‑‑‑‑‑‑‑‑‑
         PLC Device   PLC Device

      <‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>
     PLC subnet (IPv6 over PLC)



           Figure 5: PLC Star Network connected to the Internet



   A tree topology is useful when the distance between a device A and
   PANC is beyond the PLC allowed limit and there is another device B in
   between able to communicate with both sides.  Device B in this case
   acts both as a PAN Device and a Coordinator.  For this scenario, the
   link layer communications take place between device A and device B,
   and between device B and PANC.  An example of PLC tree network is
   depicted in Figure 6.  This topology can be applied in the smart
   street lighting, where the lights adjust the brightness to reduce
   energy consumption while sensors are deployed on the street lights to
   provide information such as light intensity, temperature, humidity.
   Data transmission distance in the street lighting scenario is
   normally above several kilometers thus the PLC tree network is
   required.  A more sophisticated AMI network may also be constructed
   into the tree topology which is depicted in [RFC8036].  A tree
   topology is suitable for AMI scenarios that require large coverage
   but low density, e.g., the deployment of smart meters in rural areas.
   RPL is suitable for maintenance of a tree topology in which there is
   no need for communication directly between PAN devices.



                    PLC Device
                         \                   +‑‑‑‑‑‑‑‑‑
            PLC Device    \                 /
                 \         \               +
                  \         \              |
             PLC Device ‑‑ PANC ===========+  Internet
                  /         /              |
                 /         /               +
PLC Device‑‑‑PLC Device   /                 \
                         /                   +‑‑‑‑‑‑‑‑‑
        PLC Device‑‑‑PLC Device

      <‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>
      PLC subnet (IPv6 over PLC)



           Figure 6: PLC Tree Network connected to the Internet



   Mesh networking in PLC is of great potential applications and has
   been studied for several years.  By connecting all nodes with their
   neighbors in communication range (see Figure 7), mesh topology
   dramatically enhances the communication efficiency and thus expands
   the size of PLC networks.  A simple use case is the smart home
   scenario where the ON/OFF state of air conditioning is controlled by
   the state of home lights (ON/OFF) and doors (OPEN/CLOSE).  AODV-RPL
   enables direct PAN device to PAN device communication, without being
   obliged to transmit frames through the PANC, which is a requirement
   often cited for AMI infrastructure.



        PLC Device‑‑‑PLC Device
            / \        / \                   +‑‑‑‑‑‑‑‑‑
           /   \      /   \                 /
          /     \    /     \               +
         /       \  /       \              |
  PLC Device‑‑PLC Device‑‑‑PANC ===========+  Internet
         \       /  \       /              |
          \     /    \     /               +
           \   /      \   /                 \
            \ /        \ /                   +‑‑‑‑‑‑‑‑‑
        PLC Device‑‑‑PLC Device

<‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>
    PLC subnet (IPv6 over PLC)



           Figure 7: PLC Mesh Network connected to the Internet




6. IANA Considerations

   There are no IANA considerations related to this document.




7. Security Consideration

   Due to the high accessibility of power grid, PLC might be susceptible
   to eavesdropping within its communication coverage, e.g., one
   apartment tenant may have the chance to monitor the other smart
   meters in the same apartment building.  For security consideration,
   link layer security is guaranteed in every PLC technology.



   Malicious PLC devices could paralyze the whole network via DOS
   attacks, e.g., keep joining and leaving the network frequently, or
   multicast routing messages containing fake metrics.  A device may
   also join a wrong or even malicious network, exposing its data to
   illegal users.  Mutual authentication of network and new device can
   be conducted during the onboarding process of the new device.
   Methods include protocols such as [RFC7925] (exchanging pre-installed
   certificates over DTLS) , [I-D.ietf-6tisch-minimal-security] (which
   uses pre-shared keys), and
   [I-D.ietf-6tisch-dtsecurity-zerotouch-join] (which uses IDevID and
   MASA service).  It is also possible to use EAP methods such as
   [I-D.ietf-emu-eap-noob] via transports like PANA [RFC5191].  No
   specific mechanism is specified by this document as an appropriate
   mechanism will depend upon deployment circumstances.  The network
   encryption key appropriate for the layer-2 can also be acquired
   during the onboarding process.



   IP addresses may be used to track devices on the Internet; such
   devices can in turn be linked to individuals and their activities.
   Depending on the application and the actual use pattern, this may be
   undesirable.  To impede tracking, globally unique and non-changing
   characteristics of IP addresses should be avoided, e.g., by
   frequently changing the global prefix and avoiding unique link-layer
   derived IIDs in addresses.  [RFC3315], [RFC3972], [RFC4941],
   [RFC5535], [RFC7217], and [RFC8065] provide valuable information for
   IID formation with improved privacy, and are RECOMMENDED for IPv6
   networks.
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Abstract

   This document describes the applicability of IPv6 over constrained
   node networks (6lo) and provides practical deployment examples.  In
   addition to IEEE 802.15.4, various link layer technologies such as
   ITU-T G.9959 (Z-Wave), BLE, DECT-ULE, MS/TP, NFC, and PLC (IEEE
   1901.2) are used as examples.  The document targets an audience who
   like to understand and evaluate running end-to-end IPv6 over the
   constrained node networks connecting devices to each other or to
   other devices on the Internet (e.g. cloud infrastructure).
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1. Introduction

   Running IPv6 on constrained node networks has different features from
   general node networks due to the characteristics of constrained node
   networks such as small packet size, short link-layer address, low
   bandwidth, network topology, low power, low cost, and large number of
   devices [RFC4919][RFC7228].  For example, some IEEE 802.15.4 link
   layers[IEEE802154] have a frame size of 127 octets and IPv6 requires
   the layer below to support an MTU of 1280 bytes, therefore an
   appropriate fragmentation and reassembly adaptation layer must be
   provided at the layer below IPv6.  Also, the limited size of IEEE
   802.15.4 frame and low energy consumption requirements make the need
   for header compression.  The IETF 6LoPWAN (IPv6 over Low powerWPAN)
   working group published an adaptation layer for sending IPv6 packets
   over IEEE 802.15.4 [RFC4944], which includes a compression format for
   IPv6 datagrams over IEEE 802.15.4-based networks [RFC6282], and
   Neighbor Discovery Optimization for 6LoPWAN [RFC6775].



   As IoT (Internet of Things) services become more popular, IPv6 over
   various link layer technologies such as Bluetooth Low Energy
   (Bluetooth LE), ITU-T G.9959 (Z-Wave), Digital Enhanced Cordless
   Telecommunications - Ultra Low Energy (DECT-ULE), Master-Slave/Token
   Passing (MS/TP), Near Field Communication (NFC), and Power Line
   Communication (PLC) have been defined at IETF 6lo working
   group[IETF_6lo].  IPv6 stacks for constrained node networks use a
   variation of the 6LoWPAN stack applied to each particular link layer
   technology.



   In the 6LoPWAN working group, the [RFC6568], "Design and Application
   Spaces for 6LoWPANs" was published and it describes potential
   application scenarios and use cases for low-power wireless personal
   area networks.  Hence, this 6lo applicability document aims to
   provide guidance to an audience who are new to IPv6-over-low-power
   networks concept and want to assess if variance of 6LoWPAN stack
   (6lo) can be applied to the constrained layer two (L2) network of
   their interest.  This 6lo applicability document puts together
   various design space dimensions such as deployment, network size,
   power source, connectivity, multi-hop communication, traffic pattern,
   security level, mobility, and QoS requirements etc.  In addition, it
   describes a few set of 6LoPWAN application scenarios and practical
   deployment as examples.



   This document provides the applicability and use cases of 6lo,
   considering the following aspects:



   o  6lo applicability and use cases are uniquely different from those
      of 6LoWPAN defined for IEEE 802.15.4.



   o  It covers various IoT related wire/wireless link layer
      technologies providing practical information of such technologies.



   o  A general guideline on how the 6LoWPAN stack can be modified for a
      given L2 technology is described.



   o  Various 6lo use cases and practical deployment examples are
      described.




2. Conventions and Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119].




3. 6lo Link layer technologies


3.1. ITU-T G.9959

   The ITU-T G.9959 Recommendation [G.9959] targets low-power Personal
   Area Networks (PANs), and defines physical layer and link layer
   functionality.  Physical layers of 9.6 kbit/s, 40 kbit/s and 100
   kbit/s are supported.  G.9959 defines how a unique 32-bit HomeID
   network identifier is assigned by a network controller and how an
   8-bit NodeID host identifier is allocated to each node.  NodeIDs are
   unique within the network identified by the HomeID.  The G.9959
   HomeID represents an IPv6 subnet that is identified by one or more
   IPv6 prefixes [RFC7428].  The ITU-T G.9959 can be used for smart home
   applications.




3.2. Bluetooth LE

   Bluetooth LE was introduced in Bluetooth 4.0, enhanced in Bluetooth
   4.1, and developed even further in successive versions.  Bluetooth
   SIG has also published Internet Protocol Support Profile (IPSP).  The
   IPSP enables discovery of IP-enabled devices and establishment of
   link-layer connection for transporting IPv6 packets.  IPv6 over
   Bluetooth LE is dependent on both Bluetooth 4.1 and IPSP 1.0 or
   newer.



   Many Devices such as mobile phones, notebooks, tablets and other
   handheld computing devices which support Bluetooth 4.0 or subsequent
   chipsets also support the low-energy variant of Bluetooth.  Bluetooth
   LE is also being included in many different types of accessories that
   collaborate with mobile devices such as phones, tablets and notebook
   computers.  An example of a use case for a Bluetooth LE accessory is
   a heart rate monitor that sends data via the mobile phone to a server
   on the Internet [RFC7668].  A typical usage of Bluetooth LE is
   smartphone-based interaction with constrained devices.  Bluetooth LE
   was originally designed to enable star topology networks.  However,
   recent Bluetooth versions support the formation of extended
   topologies, and IPv6 support for mesh networks of Bluetooth LE
   devices is being developed [I-D.ietf-6lo-blemesh]




3.3. DECT-ULE

   DECT ULE is a low power air interface technology that is designed to
   support both circuit switched services, such as voice communication,
   and packet mode data services at modest data rate.



   The DECT ULE protocol stack consists of the PHY layer operating at
   frequencies in the 1880 - 1920 MHz frequency band depending on the
   region and uses a symbol rate of 1.152 Mbps.  Radio bearers are
   allocated by use of FDMA/TDMA/TDD techniques.



   In its generic network topology, DECT is defined as a cellular
   network technology.  However, the most common configuration is a star
   network with a single Fixed Part (FP) defining the network with a
   number of Portable Parts (PP) attached.  The MAC layer supports
   traditional DECT as this is used for services like discovery,
   pairing, security features etc.  All these features have been reused
   from DECT.



   The DECT ULE device can switch to the ULE mode of operation,
   utilizing the new ULE MAC layer features.  The DECT ULE Data Link
   Control (DLC) provides multiplexing as well as segmentation and re-
   assembly for larger packets from layers above.  The DECT ULE layer
   also implements per-message authentication and encryption.  The DLC
   layer ensures packet integrity and preserves packet order, but
   delivery is based on best effort.



   The current DECT ULE MAC layer standard supports low bandwidth data
   broadcast.  However the usage of this broadcast service has not yet
   been standardized for higher layers [RFC8105].  DECT-ULE can be used
   for smart metering in a home.




3.4. MS/TP

   Master-Slave/Token-Passing (MS/TP) is a Medium Access Control (MAC)
   protocol for the RS-485 [TIA-485-A] physical layer and is used
   primarily in building automation networks.



   An MS/TP device is typically based on a low-cost microcontroller with
   limited processing power and memory.  These constraints, together
   with low data rates and a small MAC address space, are similar to
   those faced in 6LoWPAN networks.  MS/TP differs significantly from
   6LoWPAN in at least three respects: a) MS/TP devices are typically
   mains powered, b) all MS/TP devices on a segment can communicate
   directly so there are no hidden node or mesh routing issues, and c)
   the latest MS/TP specification provides support for large payloads,
   eliminating the need for fragmentation and reassembly below IPv6.



   MS/TP is designed to enable multidrop networks over shielded twisted
   pair wiring.  It can support network segments up to 1000 meters in
   length at a data rate of 115.2 kbit/s or segments up to 1200 meters
   in length at lower bit rates.  An MS/TP interface requires only a
   UART, an RS-485 [TIA-485-A] transceiver with a driver that can be
   disabled, and a 5 ms resolution timer.  The MS/TP MAC is typically
   implemented in software.



   Because of its superior "range" (~1 km) compared to many low power
   wireless data links, MS/TP may be suitable to connect remote devices
   (such as district heating controllers) to the nearest building
   control infrastructure over a single link [RFC8163].  MS/TP can be
   used for building automation networks.




3.5. NFC

   NFC technology enables simple and safe two-way interactions between
   electronic devices, allowing consumers to perform contactless
   transactions, access digital content, and connect electronic devices
   with a single touch.  NFC complements many popular consumer level
   wireless technologies, by utilizing the key elements in existing
   standards for contactless card technology (ISO/IEC 14443 A&B and
   JIS-X 6319-4).  NFC can be compatible with existing contactless card
   infrastructure and it enables a consumer to utilize one device across
   different systems.



   Extending the capability of contactless card technology, NFC also
   enables devices to share information at a distance that is less than
   10 cm with a maximum communication speed of 424 kbps.  Users can
   share business cards, make transactions, access information from a
   smart poster or provide credentials for access control systems with a
   simple touch.



   NFC's bidirectional communication ability is ideal for establishing
   connections with other technologies by the simplicity of touch.  In
   addition to the easy connection and quick transactions, simple data
   sharing is also available [I-D.ietf-6lo-nfc].  NFC can be used for
   secure transfer in healthcare services.




3.6. PLC

   PLC is a data transmission technique that utilizes power conductors
   as medium.  Unlike other dedicated communication infrastructure,
   power conductors are widely available indoors and outdoors.
   Moreover, wired technologies cause less interference to the radio
   medium than wireless technologies and are more reliable than their
   wireless counterparts.  PLC is a data transmission technique that
   utilizes power conductors as medium[I-D.ietf-6lo-plc].



   The below table shows some available open standards defining PLC.



+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+
| PLC Systems | Frequency Range |    Type    | Data Rate | Distance |
+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+
|   IEEE1901  |     <100MHz     | Broadband  |  200Mbps  |  1000m   |
|             |                 |            |           |          |
|  IEEE1901.1 |      <15MHz     |  PLC‑IoT   |   10Mbps  |  2000m   |
|             |                 |            |           |          |
|  IEEE1901.2 |     <500kHz     | Narrowband |  200Kbps  |  3000m   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+



               Table 1: Some Available Open Standards in PLC



   [IEEE1901] defines a broadband variant of PLC but is effective within
   short range.  This standard addresses the requirements of
   applications with high data rate such as: Internet, HDTV, Audio,
   Gaming etc.  Broadband operates on OFDM (Orthogonal Frequency
   Division Multiplexing) modulation.



   [IEEE1901.2] defines a narrowband variant of PLC with less data rate
   but significantly higher transmission range that could be used in an
   indoor or even an outdoor environment.  It is applicable to typical
   IoT applications such as: Building Automation, Renewable Energy,
   Advanced Metering, Street Lighting, Electric Vehicle, Smart Grid etc.
   Moreover, IEEE 1901.2 standard is based on the 802.15.4 MAC sub-layer
   and fully endorses the security scheme defined in 802.15.4 [RFC8036].
   A typical use case of PLC is smart grid.




3.7. Comparison between 6lo Link layer technologies

   In above clauses, various 6lo link layer technologies are described.
   The following table shows dominant parameters of each use case
   corresponding to the 6lo link layer technology.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|              |  Z‑Wave |   BLE   | DECT‑ULE|  MS/TP  |   NFC   |   PLC   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|              |  Home   | Interact|         | Building| Health‑ |         |
|     Usage    |  Auto‑  | w/ Smart|  Meter  |  Auto‑  |  care   |  Smart  |
|              | mation  |  Phone  | Reading | mation  | Service |  Grid   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|   Topology   | L2‑mesh |  Star   |  Star   |  MS/TP  |  P2P    |  Star   |
|      &       |    or   |    &    |         |         |         |  Tree   |
|    Subnet    | L3‑mesh |  Mesh   | No mesh | No mesh | L2‑mesh |  Mesh   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|              |         |         |         |         |         |         |
|   Mobility   |   No    |   Low   |   No    |   No    | Moderate|   No    |
|  Requirement |         |         |         |         |         |         |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|              |  High + |         |  High + |  High + |         |  High + |
|   Security   | Privacy |Partially| Privacy | Authen. |  High   | Encrypt.|
|  Requirement | required|         | required| required|         | required|
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|              |         |         |         |         |         |         |
|   Buffering  |   Low   |   Low   |   Low   |   Low   |   Low   |   Low   |
|  Requirement |         |         |         |         |         |         |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|   Latency,   |         |         |         |         |         |         |
|     QoS      |   High  |   Low   |   Low   |   High  |   High  |   Low   |
|  Requirement |         |         |         |         |         |         |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|              |         |         |         |         |         |         |
|     Data     | Infrequ‑| Infrequ‑| Infrequ‑| Frequent|  Small  | Infrequ‑|
|     Rate     |   ent   |   ent   |   ent   |         |         |   ent   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|     RFC #    |         |         |         |         |  draft‑ |  draft‑ |
|      or      | RFC7428 | RFC7668 | RFC8105 | RFC8163 | ietf‑6lo| ietf‑6lo|
|     Draft    |         |         |         |         |   ‑nfc  |   ‑plc  |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+



            Table 2: Comparison between 6lo Link layer technologies





4. 6lo Deployment Scenarios


4.1. G3-PLC usage of 6lo in network layer

   G3-PLC [G3-PLC] is a narrow-band PLC technology that is based on
   ITU-T G.9903 Recommendation [G.9903].  G3-PLC supports multi-hop mesh
   network, and facilitates highly-reliable, long-range communication.
   With the abilities to support IPv6 and to cross transformers, G3-PLC
   is regarded as one of the next-generation NB-PLC technologies.
   G3-PLC has got massive deployments over several countries, e.g.
   Japan and France.



   The main application domains targeted by G3-PLC are smart grid and
   smart cities.  This includes, but is not limited to the following
   applications:



   o  Smart Metering



   o  Vehicle-to-Grid Communication



   o  Demand Response (DR)



   o  Distribution Automation



   o  Home/Building Energy Management Systems



   o  Smart Street Lighting



   o  Advanced Metering Infrastructure (AMI) backbone network



   o  Wind/Solar Farm Monitoring



   In the G3-PLC specification, the 6lo adaption layer utilizes the
   6LoWPAN functions (e.g. header compression, fragmentation and
   reassembly).  However, due to the different characteristics of the
   PLC media, the 6LoWPAN adaptation layer cannot perfectly fulfill the
   requirements[I-D.ietf-6lo-plc].  The ESC dispatch type is used in the
   G3-PLC to provide native mesh routing and bootstrapping
   functionalities[RFC8066].




4.2. Netricity usage of 6lo in network layer

   The Netricity program in HomePlug Powerline Alliance [NETRICITY]
   promotes the adoption of products built on the IEEE 1901.2 Low-
   Frequency Narrow-Band PLC standard, which provides for urban and long
   distance communications and propagation through transformers of the
   distribution network using frequencies below 500 kHz.  The technology
   also addresses requirements that assure communication privacy and
   secure networks.



   The main application domains targeted by Netricity are smart grid and
   smart cities.  This includes, but is not limited to the following
   applications:



   o  Utility grid modernization



   o  Distribution automation



   o  Meter-to-Grid connectivity



   o  Micro-grids



   o  Grid sensor communications



   o  Load control



   o  Demand response



   o  Net metering



   o  Street Lighting control



   o  Photovoltaic panel monitoring



   Netricity system architecture is based on the PHY and MAC layers of
   IEEE 1901.2 PLC standard.  Regarding the 6lo adaptation layer and
   IPv6 network layer, Netricity utilizes IPv6 protocol suite including
   6lo/6LoWPAN header compression, DHCPv6 for IP address management, RPL
   routing protocol, ICMPv6, and unicast/multicast forwarding.  Note
   that the layer 3 routing in Netricity uses RPL in non-storing mode
   with the MRHOF objective function based on the own defined Estimated
   Transmission Time (ETT) metric.




5. Guidelines for adopting IPv6 stack (6lo/6LoWPAN)

   The following guideline targets new candidate constrained L2
   technologies that may be considered for running modified 6LoWPAN
   stack on top.  The modification of 6LoWPAN stack SHOULD be based on
   the following:



   o  Addressing Model: Addressing model determines whether the device
      is capable of forming IPv6 Link-local and global addresses and
      what is the best way to derive the IPv6 addresses for the
      constrained L2 devices.  Whether the device is capable of forming
      IPv6 Link-local and global addresses, L2-address-derived IPv6
      addresses are specified in [RFC4944], but there exist implications
      for privacy.  For global usage, a unique IPv6 address must be
      derived using an assigned prefix and a unique interface ID.
      [RFC8065] provides such guidelines.  For MAC derived IPv6 address,
      please refer to [RFC8163] for IPv6 address mapping examples.
      Broadcast and multicast support are dependent on the L2 networks.
      Most low-power L2 implementations map multicast to broadcast
      networks.  So care must be taken in the design when to use
      broadcast and try to stick to unicast messaging whenever possible.



   o  MTU Considerations: The deployment SHOULD consider their need for
      maximum transmission unit (MTU) of a packet over the link layer
      and SHOULD consider if fragmentation and reassembly of packets are
      needed at the 6LoWPAN layer.  For example, if the link layer
      supports fragmentation and reassembly of packets, then 6LoWPAN
      layer may skip supporting fragmentation/reassembly.  In fact, for
      most efficiency, choosing a low-power link layer that can carry
      unfragmented application packets would be optimum for packet
      transmission if the deployment can afford it.  Please refer to 6lo
      RFCs [RFC7668], [RFC8163], [RFC8105] for example guidance.



   o  Mesh or L3-Routing: 6LoWPAN specifications do provide mechanisms
      to support for mesh routing at L2.  [RFC6550] defines layer three
      (L3) routing for low power lossy networks using directed graphs.
      6LoWPAN is routing protocol agnostic and other L2 or L3 routing
      protocols can be run using a 6LoWPAN stack.



   o  Address Assignment: 6LoWPAN developed a new version of IPv6
      Neighbor Discovery[RFC4861][RFC4862] that relies on a proactive
      registration to avoid the use of multicast. 6LoWPAN Neighbor
      Discovery[RFC6775][RFC8505] inherits from IPv6 Neighbor Discovery
      for mechanisms such as Stateless Address Autoconfiguration(SLAAC)
      and Neighbor Unreachability Detection(NUD), but uses a unicast
      method for Duplicate Address Detection(DAD), and avoids multicast
      lookups from all nodes by using non-onlink prefixes.  A 6LoWPAN
      Node is also expected to be an IPv6 host per[RFC8200] which means
      it should ignore consumed routing headers and Hop-by-Hop options;
      when operating in a RPL network[RFC6550], it is also beneficial to
      support IP-in-IP encapsulation [I-D.ietf-roll-useofrplinfo].  The
      6LoWPWAN Node should also support [RFC8505] and use it as the
      default Neighbor Discovery method.  It is the responsibility of
      the deployment to ensure unique global IPv6 addresses for the
      Internet connectivity.  For local-only connectivity IPv6 ULA may
      be used.  [RFC6775] specifies the 6LoWPAN border router(6LBR)
      which is responsible for prefix assignment to the 6lo/6LoWPAN
      network. 6LBR can be connected to the Internet or Enterprise
      network via its one of the interfaces.  Please refer to [RFC7668]
      and [RFC8105] for examples of address assignment considerations.
      In addition, privacy considerations [RFC8065] must be consulted
      for applicability.  In certain scenarios, the deployment may not
      support autoconfiguration of IPv6 addressing due to regulatory and
      business reasons and may choose to offer a separate address
      assignment service.



   o  Header Compression: IPv6 header compression [RFC6282] is a vital
      part of IPv6 over low power communication.  Examples of header
      compression for different link-layers specifications are found in



      [RFC7668], [RFC8163], [RFC8105].  A generic header compression
      technique is specified in [RFC7400].



   o  Security and Encryption: Though 6LoWPAN basic specifications do
      not address security at the network layer, the assumption is that
      L2 security must be present.  In addition, application level
      security is highly desirable.  The working groups [IETF_ace] and
      [IETF_core] should be consulted for application and transport
      level security. 6lo working group is working on address
      authentication [I-D.ietf-6lo-ap-nd] and secure bootstrapping is
      also being discussed at IETF.  However, there may be different
      levels of security available in a deployment through other
      standards such as hardware level security or certificates for
      initial booting process.  Encryption is important if the
      implementation can afford it.



   o  Additional processing: [RFC8066] defines guidelines for ESC
      dispatch octets use in the 6LoWPAN header.  An implementation may
      take advantage of ESC header to offer a deployment specific
      processing of 6LoWPAN packets.




6. 6lo Use Case Examples

   As IPv6 stacks for constrained node networks use a variation of the
   6LoWPAN stack applied to each particular link layer technology,
   various 6lo use cases can be provided.  In this clause, various 6lo
   use cases which are based on each particular link layer technology
   are described.




6.1. Use case of ITU-T G.9959: Smart Home

   Z-Wave is one of the main technologies that may be used to enable
   smart home applications.  Born as a proprietary technology, Z-Wave
   was specifically designed for this particular use case.  Recently,
   the Z-Wave radio interface (physical and MAC layers) has been
   standardized as the ITU-T G.9959 specification.



   Example: Use of ITU-T G.9959 for Home Automation



   Variety of home devices (e.g. light dimmers/switches, plugs,
   thermostats, blinds/curtains and remote controls) are augmented with
   ITU-T G.9959 interfaces.  A user may turn on/off or may control home
   appliances by pressing a wall switch or by pressing a button in a
   remote control.  Scenes may be programmed, so that after a given
   event, the home devices adopt a specific configuration.  Sensors may
   also periodically send measurements of several parameters (e.g. gas
   presence, light, temperature, humidity, etc.) which are collected at
   a sink device, or may generate commands for actuators (e.g. a smoke
   sensor may send an alarm message to a safety system).



   The devices involved in the described scenario are nodes of a network
   that follows the mesh topology, which is suitable for path diversity
   to face indoor multipath propagation issues.  The multihop paradigm
   allows end-to-end connectivity when direct range communication is not
   possible.  Security support is required, specially for safety-related
   communication.  When a user interaction (e.g. a button press)
   triggers a message that encapsulates a command, if the message is
   lost, the user may have to perform further interactions to achieve
   the desired effect (e.g. a light is turned off).  A reaction to a
   user interaction will be perceived by the user as immediate as long
   as the reaction takes place within 0.5 seconds [RFC5826].




6.2. Use case of Bluetooth LE: Smartphone-based Interaction

   The key feature behind the current high Bluetooth LE momentum is its
   support in a large majority of smartphones in the market.  Bluetooth
   LE can be used to allow the interaction between the smartphone and
   surrounding sensors or actuators.  Furthermore, Bluetooth LE is also
   the main radio interface currently available in wearables.  Since a
   smartphone typically has several radio interfaces that provide
   Internet access, such as Wi-Fi or 4G, the smartphone can act as a
   gateway for nearby devices such as sensors, actuators or wearables.
   Bluetooth LE may be used in several domains, including healthcare,
   sports/wellness and home automation.



   Example: Use of Bluetooth LE-based Body Area Network for fitness



   A person wears a smartwatch for fitness purposes.  The smartwatch has
   several sensors (e.g. heart rate, accelerometer, gyrometer, GPS,
   temperature, etc.), a display, and a Bluetooth LE radio interface.
   The smartwatch can show fitness-related statistics on its display.
   However, when a paired smartphone is in the range of the smartwatch,
   the latter can report almost real-time measurements of its sensors to
   the smartphone, which can forward the data to a cloud service on the
   Internet.  In addition, the smartwatch can receive notifications
   (e.g. alarm signals) from the cloud service via the smartphone.  On
   the other hand, the smartphone may locally generate messages for the
   smartwatch, such as e-mail reception or calendar notifications.



   The functionality supported by the smartwatch may be complemented by
   other devices such as other on-body sensors, wireless headsets or
   head-mounted displays.  All such devices may connect to the
   smartphone creating a star topology network whereby the smartphone is
   the central component.  Support for extended network topologies (e.g.
   mesh networks) is being developed as of the writing.




6.3. Use case of DECT-ULE: Smart Home

   DECT is a technology widely used for wireless telephone
   communications in residential scenarios.  Since DECT-ULE is a low-
   power variant of DECT, DECT-ULE can be used to connect constrained
   devices such as sensors and actuators to a Fixed Part, a device that
   typically acts as a base station for wireless telephones.  Therefore,
   DECT-ULE is specially suitable for the connected home space in
   application areas such as home automation, smart metering, safety,
   healthcare, etc.



   Example: Use of DECT-ULE for Smart Metering



   The smart electricity meter of a home is equipped with a DECT-ULE
   transceiver.  This device is in the coverage range of the Fixed Part
   of the home.  The Fixed Part can act as a router connected to the
   Internet.  This way, the smart meter can transmit electricity
   consumption readings through the DECT-ULE link with the Fixed Part,
   and the latter can forward such readings to the utility company using
   Wide Area Network (WAN) links.  The meter can also receive queries
   from the utility company or from an advanced energy control system
   controlled by the user, which may also be connected to the Fixed Part
   via DECT-ULE.




6.4. Use case of MS/TP: Building Automation Networks

   The primary use case for IPv6 over MS/TP (6LoBAC) is in building
   automation networks.  [BACnet] is the open international standard
   protocol for building automation, and MS/TP is defined in [BACnet]
   Clause 9.  MS/TP was designed to be a low cost multi-drop field bus
   to inter-connect the most numerous elements (sensors and actuators)
   of a building automation network to their controllers.  A key aspect
   of 6LoBAC is that it is designed to co-exist with BACnet MS/TP on the
   same link, easing the ultimate transition of some BACnet networks to
   native end-to-end IPv6 transport protocols.  New applications for
   6LoBAC may be found in other domains where low cost, long distance,
   and low latency are required.



   Example: Use of 6LoBAC in Building Automation Networks



   The majority of installations for MS/TP are for "terminal" or
   "unitary" controllers, i.e. single zone or room controllers that may
   connect to HVAC or other controls such as lighting or blinds.  The
   economics of daisy-chaining a single twisted-pair between multiple
   devices is often preferred over home-run Cat-5 style wiring.



   A multi-zone controller might be implemented as an IP router between
   a traditional Ethernet link and several 6LoBAC links, fanning out to
   multiple terminal controllers.



   The superior distance capabilities of MS/TP (~1 km) compared to other
   6lo media may suggest its use in applications to connect remote
   devices to the nearest building infrastructure. for example, remote
   pumping or measuring stations with moderate bandwidth requirements
   can benefit from the low cost and robust capabilities of MS/TP over
   other wired technologies such as DSL, and without the line-of-site
   restrictions or hop-by-hop latency of many low cost wireless
   solutions.




6.5. Use case of NFC: Alternative Secure Transfer

   According to applications, various secured data can be handled and
   transferred.  Depending on security level of the data, methods for
   transfer can be alternatively selected.



   Example: Use of NFC for Secure Transfer in Healthcare Services with
   Tele-Assistance



   A senior citizen who lives alone wears one to several wearable 6lo
   devices to measure heartbeat, pulse rate, etc.  The 6lo devices are
   densely installed at home for movement detection.  An LoWPAN Border
   Router (LBR) at home will send the sensed information to a connected
   healthcare center.  Portable base stations with LCDs may be used to
   check the data at home, as well.  Data is gathered in both periodic
   and event-driven fashion.  In this application, event-driven data can
   be very time-critical.  In addition, privacy also becomes a serious
   issue in this case, as the sensed data is very personal.



   While the senior citizen is provided audio and video healthcare
   services by a tele-assistance based on LTE connections, the senior
   citizen can alternatively use NFC connections to transfer the
   personal sensed data to the tele-assistance.  At this moment, hidden
   hackers can overhear the data based on the LTE connection, but they
   cannot gather the personal data over the NFC connection.




6.6. Use case of PLC: Smart Grid

   Smart grid concept is based on numerous operational and energy
   measuring sub-systems of an electric grid.  It comprises of multiple
   administrative levels/segments to provide connectivity among these
   numerous components.  Last mile connectivity is established over LV
   segment, whereas connectivity over electricity distribution takes
   place in HV segment.



   Although other wired and wireless technologies are also used in Smart
   Grid (Advance Metering Infrastructure - AMI, Demand Response - DR,
   Home Energy Management System - HEMS, Wide Area Situational Awareness
   - WASA etc), PLC enjoys the advantage of existing (power conductor)
   medium and better reliable data communication.  PLC is a promising
   wired communication technology in that the electrical power lines are
   already there and the deployment cost can be comparable to wireless
   technologies.  The 6lo related scenarios lie in the low voltage PLC
   networks with most applications in the area of Advanced Metering
   Infrastructure, Vehicle-to-Grid communications, in-home energy
   management and smart street lighting.



   Example: Use of PLC for Advanced Metering Infrastructure



   Household electricity meters transmit time-based data of electric
   power consumption through PLC.  Data concentrators receive all the
   meter data in their corresponding living districts and send them to
   the Meter Data Management System (MDMS) through WAN network (e.g.
   Medium-Voltage PLC, Ethernet or GPRS) for storage and analysis.  Two-
   way communications are enabled which means smart meters can do
   actions like notification of electricity charges according to the
   commands from the utility company.



   With the existing power line infrastructure as communication medium,
   cost on building up the PLC network is naturally saved, and more
   importantly, labor operational costs can be minimized from a long-
   term perspective.  Furthermore, this AMI application speeds up
   electricity charge, reduces losses by restraining power theft and
   helps to manage the health of the grid based on line loss analysis.



   Example: Use of PLC (IEEE1901.1) for WASA in Smart Grid



   Many sub-systems of Smart Grid require low data rate and narrowband
   variant (IEEE1901.2) of PLC fulfils such requirements.  Recently,
   more complex scenarios are emerging that require higher data rates.



   WASA sub-system is an appropriate example that collects large amount
   of information about the current state of the grid over wide area
   from electric substations as well as power transmission lines.  The
   collected feedback is used for monitoring, controlling and protecting
   all the sub-systems.




7. IANA Considerations

   There are no IANA considerations related to this document.




8. Security Considerations

   Security considerations are not directly applicable to this document.
   The use cases will use the security requirements described in the
   protocol specifications.
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Appendix A. Design Space Dimensions for 6lo Deployment

   The [RFC6568] lists the dimensions used to describe the design space
   of wireless sensor networks in the context of the 6LoWPAN working
   group.  The design space is already limited by the unique
   characteristics of a LoWPAN (e.g. low power, short range, low bit
   rate).  In [RFC6568], the following design space dimensions are
   described: Deployment, Network size, Power source, Connectivity,
   Multi-hop communication, Traffic pattern, Mobility, Quality of
   Service (QoS).  However, in this document, the following design space
   dimensions are considered:



   o  Deployment/Bootstrapping: 6lo nodes can be connected randomly, or
      in an organized manner.  The bootstrapping has different
      characteristics for each link layer technology.



   o  Topology: Topology of 6lo networks may inherently follow the
      characteristics of each link layer technology.  Point-to-point,
      star, tree or mesh topologies can be configured, depending on the
      link layer technology considered.



   o  L2-Mesh or L3-Mesh: L2-mesh and L3-mesh may inherently follow the
      characteristics of each link layer technology.  Some link layer
      technologies may support L2-mesh and some may not support.



   o  Multi-link subnet, single subnet: The selection of multi-link
      subnet and single subnet depends on connectivity and the number of
      6lo nodes.



   o  Data rate: Typically, the link layer technologies of 6lo have low
      rate of data transmission.  But, by adjusting the MTU, it can
      deliver higher upper layer data rate.



   o  Buffering requirements: Some 6lo use case may require more data
      rate than the link layer technology support.  In this case, a
      buffering mechanism to manage the data is required.



   o  Security and Privacy Requirements: Some 6lo use case can involve
      transferring some important and personal data between 6lo nodes.
      In this case, high-level security support is required.



   o  Mobility across 6lo networks and subnets: The movement of 6lo
      nodes depends on the 6lo use case.  If the 6lo nodes can move or
      moved around, a mobility management mechanism is required.



   o  Time synchronization requirements: The requirement of time
      synchronization of the upper layer service is dependent on the 6lo
      use case.  For some 6lo use case related to health service, the
      measured data must be recorded with exact time and must be
      transferred with time synchronization.



   o  Reliability and QoS: Some 6lo use case requires high reliability,
      for example real-time service or health-related services.



   o  Traffic patterns: 6lo use cases may involve various traffic
      patterns.  For example, some 6lo use case may require short data
      length and random transmission.  Some 6lo use case may require
      continuous data and periodic data transmission.



   o  Security Bootstrapping: Without the external operations, 6lo nodes
      must have the security bootstrapping mechanism.



   o  Power use strategy: to enable certain use cases, there may be
      requirements on the class of energy availability and the strategy
      followed for using power for communication [RFC7228].  Each link
      layer technology defines a particular power use strategy which may
      be tuned [RFC8352].  Readers are expected to be familiar with
      [RFC7228] terminology.



   o  Update firmware requirements: Most 6lo use cases will need a
      mechanism for updating firmware.  In these cases support for over
      the air updates are required, probably in a broadcast mode when
      bandwith is low and the number of identical devices is high.



   o  Wired vs. Wireless: Plenty of 6lo link layer technologies are
      wireless, except MS/TP and PLC.  The selection of wired or
      wireless link layer technology is mainly dependent on the



      requirement of 6lo use cases and the characteristics of wired/
      wireless technologies.  For example, some 6lo use cases may
      require easy and quick deployment, whereas others may need a
      continuous source of power.
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Abstract

   Neighbor Discovery (RFC4861) is used by IPv6 nodes to determine the
   link-layer addresses of neighboring nodes as well as to discover and
   maintain reachability information.  This document updates [RFC4861]
   to allow routers to proactively create a Neighbor Cache entry when a
   new IPv6 address is assigned to a host.  It also updates [RFC4862]
   and recommends hosts to send unsolicited Neighbor Advertisements upon
   assigning a new IPv6 address.  The proposed change will minimize the
   delay and packet loss when a host initiate connections to off-link
   destination from a new IPv6 address.




Status of This Memo

   This Internet-Draft is submitted in full conformance with the
   provisions of BCP 78 and BCP 79.



   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF).  Note that other groups may also distribute
   working documents as Internet-Drafts.  The list of current Internet-
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   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
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   material or to cite them other than as "work in progress."
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1. Introduction

   The Neighbor Discovery state machine defined in [RFC4861] implies
   that communications between IPv6 nodes are in most cases bi-
   directional and if a host A is trying to communicate to its neighbor,
   host B, the return traffic flows could be expected.  So when the host
   A starts the address resolution process, the target host would also
   create an entry for the host A address in its neighbor cache.  That
   entry will be used for sending the return traffic to the host A.



   However when a host sends traffic to off-link destinations a
   different scenario is observed.  After receiving a Router
   Advertisement the host populates its neighbor cache with the default
   router IPv6 and link-layer addresses and is able to send traffic to
   off-link destinations.  At the same time the router does not have any
   cache entries for the host global addresses yet and only starts
   address resolution upon receiving the first packet of the return
   traffic flow.  While waiting for the resolution to complete routers
   only keep a very small number of packets in the queue (as recommended
   in [RFC4861] Section 7.2.2.  All subsequent packets arriving before
   the resolution process finishes are likely to be dropped.  It might
   cause user-visible packet loss and performance degradation



   The detailed problem statement and the various solution approaches
   could be found in [I-D.ietf-v6ops-nd-cache-init].  This document
   summarizes the proposed neighbor discovery updates to address the
   issue.




1.1. Requirements Language

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.




1.2. Terminology

   ND: Neighbor Discovery, [RFC4861].



   SLAAC: IPv6 Stateless Address Autoconfiguration, [RFC4862].



   NS: Neighbor Solicitation, [RFC4861].



   NA: Neighbor Advertisement, [RFC4861].



   RS: Router Solicitation, [RFC4861].



   RA: Router Advertisement, [RFC4861].



   LLA: Link-Layer Address.



   SLLA: Source link-layer Address, an option in the ND packets
   containing the link-layer address of the sender of the packet
   [RFC4861].



   TLLA: Target link-layer Address, an option in the ND packets
   containing the link-layer address of the target [RFC4861].



   GUA: Global Unicast Address [RFC4291].



   DAD: Duplicate Address Detection, [RFC4862].



   Optimistic DAD: a modification of DAD, [RFC4429].




2. Proposed Changes to Neighbor Discovery

   The following changes are proposed to minimize the delay in creating
   new entries in a router neighbor cache



   o  A host SHOULD send unsolicited NAs upon assigning a new IPv6
      address to its interface.



   o  A router SHOULD create a new cache entry upon receiving an
      unsolicited NA from a host.



   The following sections discuss these changes in more detail.




2.1. Hosts Sending Gratuitous Neighbor Advertisements

   The section 7.2.6 of [RFC4861] discusses using unsolicited Neighbor
   Advertisement to inform node neighbors of the new link-layer address
   quickly.  The same mechanism could be used to notify the host
   neighbors about the new network-layer address as well: the host can
   send gratuitous unsolicited Neighbor Advertisements upon assigning a
   new global IPv6 address to its interface.



   To minimize the potential disruption in case of duplicate addresses
   the host SHOULD NOT set the Override flag for a preferred address and
   MUST NOT set the Override flag if the address is in Optimistic
   [RFC4429] state.



   As the main purpose of sending unsolicited NAs upon configuring a new
   address is to proactively create a Neighbor Cache entry on the first-
   hop routers, the gratuitous NAs SHOULD be sent to all-routers
   multicast address (ff02::2).  Limiting the recipients to routers only
   would help reduce the multicast noise level.  If the link-layer
   devices are performing MLD snooping [RFC4541] then those unsolicited
   NAs will be only sent to onlink routers instead of being flooded to
   all nodes.



   It should be noted that the proposed mechanism does not cause any
   significant increase in the multicast traffic.  The additional
   multicast unsolicited NA would proactively create a STALE cache entry
   on routers as discussed below.  When the router receives the return
   traffic flows it does not need to send multicast NSes to the
   solicited node multicast address but would be sending unicast NSes
   instead.  Therefore total amount of multicast traffic should not
   increase.



   Another option to reduce multicast noises would be sending the
   gratuitous NAs as unicast to all router addresses.  However such
   approach has a serious disadvantage as it requires the host to have
   the complete list of routers on link and their link-layaer addresses.
   If not all routers are kept in the Default Router list ([RFC4861]
   requires a node to keep at least two entries), the unsolicited NA
   would reach only subset of routers, not nessesary the routers
   receiving the return traffic flows.  If the network provides a first-
   hop router redundancy traffic flows can be asymmetrical: the host can
   send traffic to one router while the return packets enters the
   network via another one.  So the router the host is using as its
   default gateway (and would send a unicast gratuitous NA to) might not
   be the router which needs the cache entry to be created.  In
   addition, a race condition may occur, if RAs from some routers are
   delayed and arrive after the unsolicited NA has been sent.



   As number of routers on a link is expected to be quite small, hosts
   could send the the multicast gratuitous NAs as Ethernet unicasts,
   mapping the IPv6 all-routers multicast address ff02::2 to routers
   Ethernet unicast addresses as per [RFC6085].  This approach would
   also mitigate the risk of informing an on-link attacker about IPv6
   addresses assigned to the host.  However it has the same
   disadvantages as sending unicast NAs: the routers the NA is sent to
   might not be ones routing the return traffic.



2.2.  Routers Creating Cache Entries Upon Receiving Unsolicited Neighbor
      Advertisements



   The section 7.2.5 of [RFC4861] states: "When a valid Neighbor
   Advertisement is received (either solicited or unsolicited), the
   Neighbor Cache is searched for the target's entry.  If no entry
   exists, the advertisement SHOULD be silently discarded.  There is no
   need to create an entry if none exists, since the recipient has
   apparently not initiated any communication with the target".



   The reasoning behind dropping unsolicited Neighbor Advertisements
   ("the recipient has apparently not initiated any communication with
   the target") is valid for onlink host-to-host communication but, as
   discussed in [I-D.ietf-v6ops-nd-cache-init] it does not really apply
   for the scenario when the host is announcing its address to routers.
   Therefore it would be beneficial to allow routers creating new
   entries upon receiving an unsolicited Neighbor Advertisement.



   This document suggests that routers SHOULD create a new Neighbor
   Cache entry when receive an unsolicited Neighbor Advertisement.




3. Avoiding Disruption

   If hosts following the recommendations in this document are using the
   DAD mechanism defined in [RFC4862], they would send unsolicited NA as
   soon as the address changes the state from tentative to preferred
   (after its uniqueness has been verified).  However hosts willing to
   minimize network stack configuration delays might be using optimistic
   addresses, which means there is a possibility of the address not
   being unique on the link.  The section 2.2 of [RFC4429] discusses
   measures to ensure that ND packets from the optimistic address do not
   override any existing neighbor cache entries as it would cause
   traffic interruption of the rightful address owner in case of address
   conflict.  As hosts willing to speed up their network stack
   configuration are most likely to be affected by the problem outlined
   in this document it seems reasonable for such hosts to advertise
   their optimistic GUAs by sending unsolicited NAs.  The main question
   to consider is the potential risk of overriding the cache entry for
   the rightful address owner if the optimistic address happens to be
   duplicated.




3.1. Neighbor Cache Entry Exists in Any State Other That INCOMPLETE

   If the router Neighbor Cache entry for the target address already
   exists in any state other than INCOMPLETE, then as per section 7.2.5
   of [RFC4861] an unsolicited NA with the Override flag cleared would
   change the entry state from REACHABLE to STALE but would not update
   the entry in any other way.  Therefore even if the host sends an
   unsolicited NA from the its Optimistic address the router cache entry
   would not be updated with the new Link-Layer address and no impact to
   the traffic for the rightful address owner is expected.




3.2. Neighbor Cache Entry Does Not Exist

   If there is no entry then it would be created/updated with the
   supplied LLA and its state set to STALE.  In that case as soon as the
   entry is used for sending traffic to the host, the entry state will
   be changed to DELAY, then PROBE and the unicast NS will be send.  If
   the DAD process has already failed, the host with the duplicated
   address would not respond to the unicast NSes.  The router will then
   send multicast NSes which would reach the rightful owner of the
   address and its LLA will be added to the routerND cache.  So in the
   scenario when the rightful owner does not use the address for
   communication then it might be a short (a few seconds) period of time
   when the data packets sent from the outside could reach the host with
   the optimistic address.  However it seems likely that hosts using
   Optimistic DAD would start sending/receiving traffic right away, so
   the first return packet would trigger the NUD process and rewrite the
   cache.




3.3. Neighbor Cache Entry is in INCOMPLETE state

   Another corner case is the INCOMPLETE cache entry for the address.
   If the host sends an unsolicited NA from the Optimistic address it
   would update the entry with the host LLA and set the entry to the
   STALE state.  As the INCOMPLETE entry means that the router has
   started the ND process for the address and the multicast NS has been
   sent, the rightful owner is expected to reply with solicited NA with
   the Override flag set.  Upon receiving a solicited NA with the
   Override flag the cache entry will be updated with the TLLA supplied
   and (as the NA has the Solicited flag set), the entry state will be
   set to REACHABLE.  It would recover the cache entry and set the LLA
   to the one of the rightful owner.  The only potential impact would be
   for packets arriving to the router after the unsolicited NA from the
   host but before the rightful owner responded with the solicited NA.
   Those packets would be sent to the host with the optimistic address
   instead of its rightful owner.  However those packets would have been
   dropped anyway as until the solicited NA is received the router can
   not send the traffic.




4. Modifications to RFC-Mandated Behavior

   All normative text in this memo is contained in this section.




4.1. Modification to RFC4861 Neighbor Discovery for IP version 6 (IPv6)


4.1.1. Modification to the section 7.2.5

   This document proposes the following changes to the section 7.2.5 of
   [RFC4861]:



‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑



   OLD TEXT:



   When a valid Neighbor Advertisement is received (either solicited or
   unsolicited), the Neighbor Cache is searched for the target's entry.
   If no entry exists, the advertisement SHOULD be silently discarded.
   There is no need to create an entry if none exists, since the
   recipient has apparently not initiated any communication with the
   target.



   NEW TEXT:



   When a valid Neighbor Advertisement is received (either solicited or
   unsolicited), the Neighbor Cache is searched for the target's entry.
   If no entry exists, hosts SHOULD silently discard the advertisement.
   There is no need to create an entry if none exists, since the
   recipient has apparently not initiated any communication with the
   target.  Routers SHOULD create a new entry for the target address
   with the link-layer address set to the Target link-layer address
   option (if supplied).  The entry its reachability state MUST also be
   set to STALE.  If the received Neighbor Advertisement does not
   contain the Target link-layer address option the advertisement SHOULD
   be silently discarded.



‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑




4.1.2. Modification to the section 7.2.6

   This document proposes the following changes to the section 7.2.6 of
   [RFC4861]:



   OLD TEXT:



   In such cases, a node MAY send up to MAX_NEIGHBOR_ADVERTISEMENT
   unsolicited Neighbor Advertisement messages to the all-nodes
   multicast address.  These advertisements MUST be separated by at
   least RetransTimer seconds.



   NEW TEXT:



   In such cases, a node MAY send up to MAX_NEIGHBOR_ADVERTISEMENT
   unsolicited Neighbor Advertisement messages to the all-nodes
   multicast address.  These advertisements MUST be separated by at
   least RetransTimer seconds.



   A host may also wish to notify its first-hop routers when it
   configures a new global IPv6 address so the routers can proactively
   populate their neighbor caches with the corresponding entries.  In
   such cases a host SHOULD send up to MAX_NEIGHBOR_ADVERTISEMENT
   Neighbor Advertisement messages.  If the address is preferred then
   the Override flag SHOULD NOT be set.  If the address is in the
   Optimistic state then the Override flag MUST NOT be set.  The
   destination address SHOULD be set to the all-routers multicast
   address.  These advertisements MUST be separated by at least
   RetransTimer seconds.  The first advertisement SHOULD be sent as soon
   as one of the following events happens:



   o  if Optimistic DAD [RFC4429] is used: a new Optimistic GUA is
      assigned to the host interface.



   o  if Optimistic DAD is not used: a GUA changes the state from
      tentative to preferred.



‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑




5. IANA Considerations

   This memo asks the IANA for no new parameters.




6. Security Considerations

   One of the potential attack vectors to consider is a cache spoofing
   when the attacker might try to install a cache entry for the victim's
   IPv6 address and the attacker's Link-Layer address.  However it
   should be noted that this document does not propose any changes for
   the scenario when the ND cache for the given IPv6 address already
   exists.  Therefore it is not possible for the attacker to override
   any existing cache entry.



   A malicious host could attempt to exhaust the neighbor cache on the
   router by creating a large number of STALE entries.  However this
   attack vector is not new and this document does not increase the risk
   of such an attack: the attacker could do it, for example, by sending
   a NS or RS packet with SLLAO included.  All recommendations from
   [RFC6583] still apply.



   Announcing a new address to all-routers multicast address may inform
   an on-link attacker about IPv6 addresses assigned to the host.
   However hiding information about the specific IPv6 address should not
   be considered a security measure as such information is usually
   disclosed via DAD to all nodes anyway.  Network administrators can
   also mitigate this issue by enabling MLD snooping on the link-layer
   devices to prevent IPv6 link-local multicast packets being flooded to
   all onlink nodes.  If peer-to-peer onlink communications are not
   desirable for the given network segment they should be prevented by
   proper layer2 security mechanisms.  Therefore the risk of allowing
   hosts to send unsolicited Neighbor Advertisements to all-routers
   multicast address is low.  Should the issue needs to be mitigated on
   the host level, the host can send unsolicited NAs to its routers
   Ethernet unicast addresses as described in Section 2.1.



   It should be noted that the proposed mechanism allows hosts to
   proactively inform their routers about global IPv6 addresses existing
   on-link.  Routers could use that information to distinguish between
   used and unused addresses to mitigate ND cache exhaustion DoS attacks
   described in Section 4.3.2 [RFC3756] and [RFC6583].
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Abstract

   Network nodes may discard packets if they are unable to process
   protocol headers of packets due to processing constraints or limits.
   When such packets are dropped, the sender receives no indication so
   it cannot take action to address the cause of discarded packets.
   This specification defines several new ICMPv6 errors that can be sent
   by a node that discards packets because it is unable to process the
   protocol headers.  A node that receives such an ICMPv6 error may use
   the information to diagnose packet loss and may modify what it sends
   in future packets to avoid subsequent packet discards.
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1. Introduction

   This document specifies several new ICMPv6 errors that can be sent
   when a node discards a packet due to it being unable to process the
   necessary protocol headers because of processing constraints or
   limits.  New ICMPv6 code points are defined to supplement those
   defined in [RFC4443].  Six of the errors are specific to processing
   of extension headers; another error is used when the aggregate
   protocol headers in a packet exceed the processing limits of a node.




1.1. Extension header limits

   In IPv6, optional internet-layer information is carried in one or
   more IPv6 Extension Headers [RFC8200].  Extension Headers are placed
   between the IPv6 header and the Upper-Layer Header in a packet.  The
   term "Header Chain" refers collectively to the IPv6 header, Extension
   Headers, and Upper-Layer Headers occurring in a packet.  Individual
   extension headers may have a maximum length of 2048 octets and must
   fit into a single packet.  Destination Options and Hop-by-Hop Options
   contain a list of options in Type-length-value (TLV) format.  Each
   option includes a length of the data field in octets: the minimum
   size of an option (non-pad type) is two octets and the maximum size
   is 257 octets.  The number of options in an extension header is only
   limited by the length of the extension header and the Path MTU from
   the source to the destination.  Options may be skipped over by a
   receiver if they are unknown and the Option Type indicates to skip
   (first two high order bits are 00).



   Per [RFC8200], except for Hop by Hop options, extension headers are
   not examined or processed by intermediate nodes.  Many intermediate
   nodes, however, do examine extension headers for various purposes.
   For instance, a node may examine all extension headers to locate the
   transport header of a packet in order to implement transport layer
   filtering or to track connections to implement a stateful firewall.



   Destination hosts are expected to process all extension headers and
   options in Hop-by-Hop and Destination Options.



   Due to the variable lengths, high maximum lengths, or potential for
   Denial of Service attack of extension headers, many devices impose
   operational limits on extension headers in packets they process.
   [RFC7045] discusses the requirements of intermediate nodes that
   discard packets because of unrecognized extension headers.  [RFC8504]
   discusses limits that may be applied to the number of options in Hop-
   by-Hop Options or Destination Options extension headers.  Both
   intermediate nodes and end hosts may apply limits to extension header
   processing.  When a limit is exceeded, the typical behavior is to
   silently discard the packet.



   This specification defines six Parameter Problem codes that may be
   sent by a node that discards a packet due to processing limits of
   extension headers being exceeded.  The information in these ICMPv6
   errors may be used for diagnostics to determine why packets are being
   dropped.  Additionally, a source node that receives these ICMPv6
   errors may be able to modify its use of extension headers in
   subsequent packets sent to the destination in order to avoid further
   occurrences of packets being discarded.




1.2. Aggregate header limits

   Some hardware devices implement a parsing buffer of a fixed size to
   process packets.  The parsing buffer is expected to contain all the
   headers (often up to a transport layer header for filtering) that a
   device needs to examine.  If the aggregate length of headers in a
   packet exceeds the size of the parsing buffer, a device will either
   discard the packet or will defer processing to a software slow path.
   In any case, no indication of a problem is sent back to the sender.



   This document defines one code for ICMPv6 Destination Unreachable
   that is sent by a node that is unable to process the headers of a
   packet due to the aggregate size of the packet headers exceeding a
   processing limit.  The information in this ICMPv6 error may be used
   for diagnostics to determine why packets are being dropped.
   Additionally, a source node that receives this ICMPv6 error may be
   able to modify the headers used in subsequent packets to try to avoid
   further occurrences of packets being discarded.




1.3. Nonconformant packet discard

   The ICMP errors defined in this specification may be applicable to
   scenarios for which a node is dropping packets outside the auspices
   of any standard specification.  For instance, an intermediate node
   might send a "Headers too long" code in the case that it drops a
   packet because it is unable to parse deep enough to extract transport
   layer information needed for packet filtering.  Such behavior might
   be considered nonconformant (with respect to [RFC8200] for instance).



   This specification does not advocate behaviors that might be
   considered nonconformant.  However, packet discard does occur in real
   deployments and the intent of this specification is provide
   visibility as to why packets are being discarded.  In the spirit that
   providing some reason is better than silent drop, the sending of ICMP
   errors is RECOMMENDED even in cases where a node might be discarding
   packets per a nonconformant behavior.




1.4. Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119].




2. ICMPv6 errors for extension header limits

   Six new codes are defined for the Parameter Problem type.




2.1. Format

   The format of the ICMPv6 Parameter Problem message [RFC4443] for an
   extension header limit exceeded error is:



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|     Type      |     Code      |          Checksum             |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                            Pointer                            |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                    As much of invoking packet                 |
+               as possible without the ICMPv6 packet           +
|              exceeding the minimum IPv6 MTU [RFC8200]         |



   IPv6 Header Fields:



      Destination Address

         Copied from the Source Address field of the invoking packet.



   ICMPv6 Fields:



      Type

         4 (Parameter Problem type)



      Code (pertinent to this specification)



TBA1 ‑  Unrecognized Next Header type encountered by
        intermediate node
TBA2 ‑  Extension header too big
TBA3 ‑  Extension header chain too long
TBA4 ‑  Too many extension headers
TBA5 ‑  Too many options in extension header
TBA6 ‑  Option too big



      Pointer



         Identifies the octet offset within the invoking packet where
         the problem occurred.



         The pointer will point beyond the end of the Invoking Packet if
         the field exceeding the limit is beyond what can fit in the
         maximum size of an ICMPv6 error message extension.  If the
         pointer is used as an offset to read the data in the invoking
         packet then a node MUST first validate that the pointer value
         is less than the length of the Invoking Packet data.



2.2.  Unrecognized Next Header type encountered by intermediate node
      (code TBA1)



   This code SHOULD be sent by an intermediate node that discards a
   packet because it encounters a Next Header type that is unknown in
   its examination.  The ICMPv6 Pointer field is set to the offset of
   the unrecognized next header value within the original packet.



   Note that this code is sent by intermediate nodes, and SHOULD NOT be
   sent by a final destination.  If a final destination node observes an
   unrecognized header then it SHOULD send an ICMP Parameter Problem
   message with an ICMP Code value of 1 ("unrecognized Next Header type
   encountered") as specified in [RFC8200].




2.3. Extension header too big (code TBA2)

   An ICMPv6 Parameter Problem with code for "extension header too big"
   SHOULD be sent when a node discards a packet because the size of an
   extension header exceeds its processing limit.  The ICMPv6 Pointer
   field is set to the offset of the first octet in the extension header
   that exceeds the limit.




2.4. Extension header chain too long (code TBA3)

   An ICMPv6 Parameter Problem with code for "extension header chain too
   long" SHOULD be sent when a node discards a packet with an extension
   header chain that exceeds a limit on the total size in octets of the
   header chain.  The ICMPv6 Pointer is set to first octet beyond the
   limit.




2.5. Too many extension headers (code TBA4)

   An ICMPv6 Parameter Problem with code for "too many extension
   headers" SHOULD be sent when a node discards a packet with an
   extension header chain that exceeds a limit on the number of
   extension headers in the chain.  The ICMPv6 Pointer is set to the
   offset of first octet of the first extension header that is beyond
   the limit.




2.6. Too many options in extension header (code TBA5)

   An ICMPv6 Parameter Problem with code for "too many options in
   extension header" SHOULD be sent when a node discards a packet with
   an extension header that has a number of options that exceed the
   processing limits of the node.  This code is applicable for
   Destination options and Hop-by-Hop options.  The ICMPv6 Pointer field
   is set to the first octet of the first option that exceeds the limit.




2.7. Option too big (code TBA6)

   An ICMPv6 Parameter Problem with code for "option too big" is sent in
   two different cases: when the length of an individual Hop-by-Hop or
   Destination option exceeds a limit, or when the length or number of
   consecutive Hop-by-Hop or Destination padding options exceeds a
   limit.  In the case that the length of an option exceeds a processing
   limit, the ICMPv6 Pointer field is set to the offset of the first
   octet of the option that exceeds the limit.  In the cases that the
   length or number of padding options exceeds a limit, the ICMPv6
   Pointer field is set to the offset of first octet of the padding
   option that exceeds the limit.



   Possible limits related to padding include:



      *  The number of consecutive PAD1 options in destination options
         or hop-by-hop options is limited to seven octets [RFC8504].



      *  The length of a PADN options in destination options or hop-by-
         hop options is limited seven octets [RFC8504].



      *  The aggregate length of a set of consecutive PAD1 or PADN
         options in destination options or hop-by-hop options is limited
         to seven octets.




3. ICMPv6 error for aggregate header limits

   One code is defined for Destination Unreachable type for aggregate
   header limits.



   This ICMP error may be applied to other headers in a packet than just
   the IPv6 header or IPv6 extension headers.  Therefore, a Destination
   Unreachable type with a multi-part ICMPv6 message format is used in
   lieu of the Parameter Problem type which only indicates errors
   concerning IPv6 headers.




3.1. Format

   The error for aggregate header limits employs a multi-part ICMPv6
   message format as defined in [RFC4884].  The extension object class
   "Extended Information" is defined to contain objects for ancillary
   information pertaining to an ICMP Destination Unreachable error.
   Within this object class, the sub-type "Pointer" is defined which
   contains the Pointer field with similar semantics to the Pointer
   field in ICMP Parameter Problem errors.



   The format of the ICMPv6 message for an aggregate header limit
   exceeded is:



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+\
|     Type      |     Code      |          Checksum             | |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+ I
|    Length     |                  Unused                       | C
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+ M
|                           Invoking Packet                     | P
~      As much of invoking packet as possible without the       ~ |
|    ICMPv6 packet exceeding the minimum IPv6 MTU [RFC8200]     |/
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+/
|Version|       Reserved        |           Checksum            |\
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+ E
|             Length            |   Class‑Num   |   C‑Type      | X
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+ T
|                            Pointer                            | |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+/



   IPv6 Header Fields:



      Destination Address

         Copied from the Source Address field of the invoking packet.



   ICMPv6 Fields:



      Type

         1 - Destination Unreachable type



      Code (pertinent to this specification)

         TBA7 - Headers too long



      Length

         Length of the padded Invoking Packet measured in 64-bit words.
         The ICMP extension structure immediately follows the padded
         Invoking Packet



      Invoking Packet

         Contains as much of invoking packet as possible without the
         ICMPv6 packet exceeding the minimum IPv6 MTU.  The Invoking
         Packet MUST be zero padded to the nearest 64-bit boundary
         [RFC4884].  If the original invoking packet did not contain 128
         octets, the Invoking Packet MUST be zero padded to 128 octets.



   ICMP Extension Fields:



      Version

         2 - per [RFC4884]



      Reserved

         0



      Checksum

         The one's complement checksum of the ICMP extension [RFC4884]



      Length

         8 - length of the object header and Pointer field



      Class-Num

         TBA8 - Extended Information class



      C-Type

         TBA9 - Pointer sub-type



      Pointer

         Identifies the octet offset within the invoking packet where a
         limit was exceeded.



         The pointer will point beyond the end of the Invoking Packet if
         the field exceeding the limit is beyond what can fit in the
         maximum size of an ICMPv6 error message with the ICMP
         extension.  If the pointer is used as an offset to read the
         data in the invoking packet then a node MUST first validate
         that the pointer value is less than the length of the Invoking
         Packet data.




3.2. Usage

   An ICMPv6 Destination Unreachable error with code for "headers too
   long" SHOULD be sent when a node discards a packet because the
   aggregate length of headers in the packet exceeds the processing
   limits of the node.  The Pointer in the extended ICMPv6 structure is
   set to the offset of the first octet that exceeds the limit.



   This error is sent in response to a node dropping a packet because
   the aggregate header chain exceeds the processing limits of a node.
   The aggregate header chain may be composed of protocol headers other
   than an IPv6 header and IPv6 extension headers.  For instance, in the
   case of a node parsing a UDP encapsulation protocol, the
   encapsulating UDP header would be considered to be in the aggregate
   header chain.



   As noted in section 4.1, the ICMPv6 Destination Unreachable error
   with code for "headers too long" has the lowest precedence of the
   ICMP errors discussed in this specification.  If a packet contains an
   error corresponding to a Parameter Problem code then a node SHOULD
   send the Parameter Problem error instead of sending the ICMPv6
   Destination Unreachable error with code for "headers too long".




4. Operation

   Nodes that send or receive ICMPv6 errors due to header processing
   limits MUST comply with ICMPv6 processing as specified in [RFC4443].




4.1. Priority of reporting

   More than one ICMPv6 error may be applicable to report for a packet.
   For instance, the number of extension headers in a packet might
   exceed a limit and the aggregate length of protocol headers might
   also exceed a limit.  Only one ICMPv6 error SHOULD be sent for a
   packet, so a priority is defined to determine which error to report.



   The RECOMMENDED reporting priority of ICMPv6 errors for processing
   limits is from highest to lowest priority:



      1) Existing ICMP errors defined in [RFC4443]



      2) "Unrecognized Next Header type encountered by intermediate
         node"



      3) "Extension header too big"



      4) "Option too big" for length or number of consecutive padding
         options exceeding a limit



      5) "Option too big" for the length of an option exceeding a limit



      6) "Too many options in an extension header"



      7) "Extension header chain too long" headers exceeding a limit



      8) "Too many extension headers"



      9) "Headers too long"




4.2. Host response

   When a source host receives an ICMPv6 error for a processing limit
   being exceeded, it SHOULD verify the ICMPv6 error is valid and take
   appropriate action as suggested below.



   The general validations for ICMP as described in [RFC4443] are
   applicable.  The packet in the ICMP data SHOULD be validated to match
   the upper layer process or connection that generated the original
   packet.  Other validation checks that are specific to the upper
   layers may be performed and are out of the scope of this
   specification.



   The ICMPv6 error SHOULD be logged with sufficient detail for
   debugging packet loss.  The details of the error, including the
   addresses and the offending extension header or data, should be
   retained.  This, for instance, would be useful for debugging when a
   node is mis-configured and unexpectedly discarding packets, or when a
   new extension header is being deployed.



   A host MAY modify its usage of protocol headers in subsequent packets
   to avoid repeated occurrences of the same error.



   For ICMPv6 errors caused by extension header limits being exceeded:



      *  An error SHOULD be reported to an application if the
         application enabled extension headers for its traffic.  In
         response, the application may terminate communications if
         extension headers are required, stop using extension headers in
         packets to the destination indicated by the ICMPv6 error, or
         attempt to modify its use of extension headers or headers to
         avoid further packet discards.



      *  A host system SHOULD take appropriate action if it is creating
         packets with extension headers on behalf of the application.
         If the offending extension header is not required for
         communication, the host may either stop sending it or otherwise
         modify its use in subsequent packets sent to the destination
         indicated in the ICMPv6 error.




5. Applicability and use cases


5.1. Reliability of ICMP

   ICMP is fundamentally an unreliable protocol and in real deployment
   it may consistently fail over some paths.  As with any other use of
   ICMP, it is assumed that the errors defined in this document are only
   best effort to be delivered.  No protocol should be implemented that
   relies on reliable delivery of ICMP messages.  If necessary,
   alternative or additional mechanisms may used to augment the
   processes used to deduce the reason that packets are being discarded.
   For instance, the messages may be correlated with information
   attained through Packetization Layer Path MTU Discovery (PLMTUD)
   [RFC4821] or Happy Eyeballs for IPv6 [RFC8305].  Details of the
   interaction with alternative mechanisms are out of scope of this
   specification.




5.2. Processing limits

   This section discusses the trends and motivations of processing
   limits that warrant ICMP errors.




5.2.1. Long headers and header chains

   The trend towards longer and more complex headers and header chains
   needing to be processed by end nodes, as well as intermediate nodes,
   is driven by:



      *  Increasing prevalence of deep packet inspection in middleboxes.
         In particular, many intermediate nodes now parse network layer
         encapsulation protocols or transport layer protocols.



      *  Deployment of routing headers.  For instance,
         [I-D.ietf-6man-segment-routing-header] defines an extension
         header format that includes a list of IPv6 addresses which may
         consume a considerable number of bytes.



      *  Development of In-situ OAM headers that allow a rich set of
         measurements to be gathered in the data path at the cost of
         additional header overhead which may be significant
         [I-D.ioametal-ippm-6man-ioam-ipv6-options].



      *  Other emerging use cases of Hop-by-Hop and Destination options.




5.2.2. At end hosts

   End hosts may implement limits on processing extension headers as
   described in [RFC8504].  Host implementations are usually software
   stacks that typically don't have inherent processing limitations.
   Limits imposed by a software stack are more likely to be for denial
   of service mitigation or performance.




5.2.3. At intermediate nodes

   Hardware devices that process packet headers may have limits as to
   how many headers or bytes of headers they can process.  For instance,
   a middlebox hardware implementation might have a parsing buffer that
   contains some number of bytes of packet headers to process.  Parsing
   buffers typically have a fixed size such as sixty-four, 128, or 256
   bytes.  In addition, hardware implementations (and some software
   implementations) often don't have loop constructs.  Processing of a
   TLV list might be implemented as an unrolled loop so that the number
   of TLVs that can be processed is limited.




6. Security Considerations

   The security considerations for ICMPv6 described in [RFC4443] are
   applicable.  The ICMP errors described in this document MAY be
   filtered by firewalls in accordance with [RFC4890].



   In some circumstances, the sending of ICMP errors might conceptually
   be exploited a means to covertly deduce processing capabilities of
   nodes.  As such, an implementation SHOULD allow configurable policy
   to withhold sending of the ICMP errors described in this
   specification in environments where security of ICMP errors is a
   concern.




7. IANA Considerations


7.1. Parameter Problem codes

   IANA is requested to assign the following codes for ICMPv6 type 4
   "Parameter Problem" [IANA-PARAMPROB]:



      *  Unrecognized Next Header type encountered by intermediate node
         (value TBA1)



      *  Extension header too big (value TBA2)



      *  Extension header chain too long (value TBA3)



      *  Too many extension headers (value TBA4)



      *  Too many options in extension header (value TBA5)



      *  Option too big (value TBA6)




7.2. Destination Unreachable codes

   IANA is requested to assign the following code for ICMPv6 type 1
   "Destination Unreachable" [IANA-DESTUNREACH]:



      *  Headers too long (value TBA7)




7.3. ICMP Extension Object Classes and Class Sub-types

   IANA is requested to assign the following Class value in the "ICMP
   Extension Object Classes and Class Sub-types" registry [IANA-
   ICMPEXT]:



      *  Extended information (value TBA8)



   IANA is requested to create a Sub-type registry for the "Extended
   information" ICMP extension object class.  The registration procedure
   for this registry shall be "Standards Action".  The Sub-type value of
   0 shall be reserved, values greater than zero may be assigned.



   IANA is requested to assign the following Sub-type within the
   "Extended information" ICMP extension object class:



      *  Pointer (value TBA9)
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Abstract

   This document describes how the Alternate Marking Method can be used
   as the passive performance measurement tool in an IPv6 domain and
   reports implementation considerations.  It proposes how to define a
   new Extension Header Option to encode alternate marking technique and
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1. Introduction

   [RFC8321] and [I-D.ietf-ippm-multipoint-alt-mark] describe a passive
   performance measurement method, which can be used to measure packet
   loss, latency and jitter on live traffic.  Since this method is based
   on marking consecutive batches of packets, the method is often
   referred as Alternate Marking Method.



   The Alternate Marking Method has become mature to be implemented and
   encoded in the IPv6 protocol and this document defines how it can be
   used to measure packet loss and delay metrics in IPv6.



   The format of the IPv6 addresses is defined in [RFC4291] while
   [RFC8200] defines the IPv6 Header, including a 20-bit Flow Label and
   the IPv6 Extension Headers.  The Segment Routing Header (SRH) is
   defined in [RFC8754].



   [I-D.fioccola-v6ops-ipv6-alt-mark] reported a summary on the possible
   implementation options for the application of the Alternate Marking
   Method in an IPv6 domain.  This document, starting from the outcome
   of [I-D.fioccola-v6ops-ipv6-alt-mark], introduces a new TLV that can
   be encoded in the Options Headers (both Hop-by-Hop or Destination)
   for the purpose of the Alternate Marking Method application in an
   IPv6 domain.  The case of SRH ([RFC8754]) is also discussed, anyway
   this is valid for all the types of Routing Header (RH).




2. Alternate Marking application to IPv6

   The Alternate Marking Method requires a marking field.  As mentioned,
   several alternatives have been analysed in
   [I-D.fioccola-v6ops-ipv6-alt-mark] such as IPv6 Extension Headers,
   IPv6 Address and Flow Label.



   In consequence to the previous document and to the discussion within
   the community, it is possible to state that the only correct and
   robust choice that can actually be standardized would be the use of a
   new TLV to be encoded in the Options Header (Hop-by-Hop or
   Destination Option).



   This approach is compliant with [RFC8200] indeed the Alternate
   Marking application to IPv6 involves the following operations:



   o  The source node is the only one that writes the Option Header to
      mark alternately the flow (for both Hop-by-Hop and Destination
      Option).



   o  In case of Hop-by-Hop Option Header carrying Alternate Marking
      bits, it is not inserted or deleted, but can be read by any node
      along the path.  The intermediate nodes may be configured to
      support this Option or not.  Anyway this does not impact the
      traffic since the measurement can be done only for the nodes
      configured to read the Option.



   o  In case of Destination Option Header carrying Alternate Marking
      bits, it is not processed, inserted, or deleted by any node along
      the path until the packet reaches the destination node.  Note
      that, if there is also a Routing Header (RH), any visited
      destination in the route list can process the Option Header.



   Hop-by-Hop Option Header is also useful to signal to routers on the
   path to process the Alternate Marking, anyway it is to be expected
   that some routers cannot process it unless explicitly configured.



   The optimization of both implementation and scaling of the Alternate
   Marking Method is also considered and a way to identify flows is
   required.  The Flow Monitoring Identification field (FlowMonID), as
   introduced in the next sections, goes in this direction and it is
   used to identify a monitored flow.



   Note that the FlowMonID is different from the Flow Label field of the
   IPv6 Header ([RFC8200]).  Flow Label is used for application service,
   like load-balancing/equal cost multi-path (LB/ECMP) and QoS.
   Instead, FlowMonID is only used to identify the monitored flow.  The
   reuse of flow label field for identifying monitored flows is not
   considered since it may change the application intent and forwarding
   behaviour.  Furthermore the flow label may be changed en route and
   this may also violate the measurement task.  Those reasons make the
   definition of the FlowMonID necessary for IPv6.  Flow Label and
   FlowMonID within the same packet have different scope, identify
   different flows, and associate different uses.



   An important point that will also be discussed in this document is
   the the uniqueness of the FlowMonID and how to allow disambiguation
   of the FlowMonID in case of collision.  [RFC6437] states that the
   Flow Label cannot be considered alone to avoid ambiguity since it
   could be accidentally or intentionally changed en route for
   compelling operational security reasons and this could also happen to
   the IP addresses that can change due to NAT.  But the Alternate
   Marking is usually applied in a controlled domain, which would not
   have NAT and there is no security issue that would necessitate
   rewriting Flow Labels.  So, for the purposes of this document, both
   IP addresses and Flow Label should not change in flight and, in some
   cases, they could be considered together with the FlowMonID for
   disambiguation.




3. Definition of the AltMark Option

   The desired choice is to define a new TLV for the Options Extension
   Headers, carrying the data fields dedicated to the alternate marking
   method.




3.1. Data Fields Format

   The following figure shows the data fields format for enhanced
   alternate marking TLV.  This AltMark data is expected to be
   encapsulated in the IPv6 Options Headers (Hop-by-Hop or Destination
   Option).



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
                                +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
                                |  Option Type  |  Opt Data Len |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|              FlowMonID                |L|D|     Reserved      |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   where:



   o  Option Type: 8 bit identifier of the type of Option that needs to
      be allocated.  Unrecognised Types MUST be ignored on receipt.  For
      Hop-by-Hop Options Header or Destination Options Header, [RFC8200]
      defines how to encode the three high-order bits of the Option Type
      field.  The two high-order bits specify the action that must be
      taken if the processing IPv6 node does not recognize the Option
      Type; for AltMark these two bits MUST be set to 00 (skip over this
      Option and continue processing the header).  The third-highest-
      order bit specifies whether or not the Option Data can change en
      route to the packet's final destination; for AltMark the value of
      this bit MUST be set to 0 (Option Data does not change en route).



   o  Opt Data Len: The length of the Option Data Fields of this Option
      in bytes.



   o  FlowMonID: 20 bits unsigned integer.  The FlowMon identifier is
      described hereinafter.



   o  L: Loss flag for Packet Loss Measurement as described hereinafter;



   o  D: Delay flag for Single Packet Delay Measurement as described
      hereinafter;



   o  Reserved: is reserved for future use.  These bits MUST be set to
      zero on transmission and ignored on receipt.




4. Use of the AltMark Option

   The AltMark Option is the best way to implement the Alternate Marking
   method and can be carried by the Hop-by-Hop Options header and the
   Destination Options header.  In case of Destination Option, it is
   processed only by the source and destination nodes: the source node
   inserts and the destination node removes it.  While, in case of Hop-
   by-Hop Option, it may be examined by any node along the path, if
   explicitly configured to do so.  In this way an unrecognized Hop-by-
   Hop Option may be just ignored without impacting the traffic.



   So it is important to highlight that the Option Layout can be used
   both as Destination Option and as Hop-by-Hop Option depending on the
   Use Cases and it is based on the chosen type of performance
   measurement.  In general, it is needed to perform both end to end and
   hop by hop measurements, and the alternate marking methodology
   allows, by definition, both performance measurements.  Anyway, in
   many cases the end-to-end measurement is not enough and it is
   required also the hop-by-hop measurement, so the most complete choice
   is the Hop-by-Hop Options Header.



   IPv6, as specified in [RFC8200], allows nodes to optionally process
   Hop-by-Hop headers.  Specifically the Hop-by-Hop Options header is
   not inserted or deleted, but may be examined or processed by any node
   along a packet's delivery path, until the packet reaches the node (or
   each of the set of nodes, in the case of multicast) identified in the
   Destination Address field of the IPv6 header.  Also, it is expected
   that nodes along a packet's delivery path only examine and process
   the Hop-by-Hop Options header if explicitly configured to do so.



   The Hop-by-Hop Option defined in this document is designed to take
   advantage of the property of how Hop-by-Hop options are processed.
   Nodes that do not support this Option SHOULD ignore them.  This can
   mean that, in this case, the performance measurement does not account
   for all links and nodes along a path.



   Another application that can be mentioned is the presence of a
   Routing Header, in particular it is possible to consider SRv6.  SRv6
   leverages the Segment Routing header which consists of a new type of
   routing header.  Like any other use case of IPv6, Hop-by-Hop and
   Destination Options are useable when SRv6 header is present.  Because
   SRv6 is a routing header, Destination Options before the routing
   header are processed by each destination in the route list.



   In summary, it is possible to list the alternative possibilities:



   o  Destination Option => measurement only by node in Destination
      Address.



   o  Hop-by-Hop Option => every router on the path with feature
      enabled.



   o  Destination Option + SRH => every node that is an identity in the
      SR path.



   In general, Hop-by-Hop and Destination Options are the most suitable
   ways to implement Alternate Marking.



   It is worth mentioning that new Hop-by-Hop Options are not strongly
   recommended in [RFC7045] and [RFC8200], unless there is a clear
   justification to standardize it, because nodes may be configured to
   ignore the Options Header, drop or assign packets containing an
   Options Header to a slow processing path.  In case of the AltMark
   data fields described in this document, the motivation to standardize
   a new Hop-by-Hop Option is that it is needed for OAM.  An
   intermediate node can read it or not but this does not affect the
   packet behavior.  The source node is the only one that writes the
   Hop-by-Hop Option to mark alternately the flow, so, the performance
   measurement can be done for those nodes configured to read this
   Option, while the others are simply not considered for the metrics.



   In addition to the previous alternatives, for legacy network it is
   possible to mention a non-conventional application of the Destination
   Option for the hop by hop usage.  [RFC8200] defines that the nodes
   along a path examine and process the Hop-by-Hop Options header only
   if Hop-by-Hop processing is explicitly configured.  On the other
   hand, using the Destination Option for hop by hop action would cause
   worse performance than Hop-by-Hop.  The only motivation for the hop
   by hop usage of Destination Options can be for compatibility reasons
   but in general it is not recommended.




5. Alternate Marking Method Operation

   This section describes how the method operates.  [RFC8321] introduces
   several alternatives but in this section the most applicable methods
   are reported and a new fied is introduced to facilitate the
   deployment and improve the scalability.




5.1. Packet Loss Measurement

   The measurement of the packet loss is really straightforward.  The
   packets of the flow are grouped into batches, and all the packets
   within a batch are marked by setting the L bit (Loss flag) to a same
   value.  The source node can switch the value of the L bit between 0
   and 1 after a fixed number of packets or according to a fixed timer,
   and this depends on the implementation.  By counting the number of
   packets in each batch and comparing the values measured by different
   network nodes along the path, it is possible to measure the packet
   loss occurred in any single batch between any two nodes.  Each batch
   represents a measurable entity unambiguously recognizable by all
   network nodes along the path.



   It is important to mention that for the application of this method
   there are two elements to consider: the clock error between network
   nodes and the network delay.  These can create offsets between the
   batches and out-of-order of the packets.  The consequence is that it
   is necessary to define a waiting interval where to get stable
   counters and to avoid these issues.  In addition this implies that
   the length of the batches MUST be chosen large enough so that it is
   not affected by those factors.




L bit=1   ‑‑‑‑‑‑‑‑‑‑+           +‑‑‑‑‑‑‑‑‑‑‑+           +‑‑‑‑‑‑‑‑‑‑
                    |           |           |           |
L bit=0             +‑‑‑‑‑‑‑‑‑‑‑+           +‑‑‑‑‑‑‑‑‑‑‑+
           Batch n        ...      Batch 3     Batch 2     Batch 1
         <‑‑‑‑‑‑‑‑‑> <‑‑‑‑‑‑‑‑‑> <‑‑‑‑‑‑‑‑‑> <‑‑‑‑‑‑‑‑‑> <‑‑‑‑‑‑‑‑‑>

                             Traffic Flow
         ===========================================================>
L bit   ...1111111111 0000000000 11111111111 00000000000 111111111...
         ===========================================================>




     Figure 1: Packet Loss Measurement and Single-Marking Methodology

                                using L bit




5.2. Packet Delay Measurement

   The same principle used to measure packet loss can be applied also to
   one-way delay measurement.  Delay metrics MAY be calculated using the
   two possibilities:



   1.  Single-Marking Methodology: This approach uses only the L bit to
       calculate both packet loss and delay.  In this case, the D flag
       MUST be set to zero on transmit and ignored by the monitoring
       points.  The alternation of the values of the L bit can be used
       as a time reference to calculate the delay.  Whenever the L bit
       changes and a new batch starts, a network node can store the
       timestamp of the first packet of the new batch, that timestamp
       can be compared with the timestamp of the first packet of the
       same batch on a second node to compute packet delay.  Anyway this
       measurement is accurate only if no packet loss occurs and if
       there is no packet reordering at the edges of the batches.  A
       different approach can also be considered and it is based on the
       concept of the mean delay.  The mean delay for each batch is
       calculated by considering the average arrival time of the packets
       for the relative batch.  There are limitations also in this case
       indeed, each node needs to collect all the timestamps and
       calculate the average timestamp for each batch.  In addition the
       information is limited to a mean value.



   2.  Double-Marking Methodology: This approach is more complete and
       uses the L bit only to calculate packet loss and the D bit (Delay
       flag) is fully dedicated to delay measurements.  The idea is to
       use the first marking with the L bit to create the alternate flow
       and, within the batches identified by the L bit, a second marking
       is used to select the packets for measuring delay.  The D bit
       creates a new set of marked packets that are fully identified
       over the network, so that a network node can store the timestamps
       of these packets; these timestamps can be compared with the
       timestamps of the same packets on a second node to compute packet
       delay values for each packet.  The most efficient and robust mode
       is to select a single double-marked packet for each batch, in
       this way there is no time gap to consider between the double-
       marked packets to avoid their reorder.  If a double-marked packet
       is lost, the delay measurement for the considered batch is simply
       discarded, but this is not a big problem because it is easy to
       recognize the problematic batch and skip the measurement just for
       that one.  So in order to have more information about the delay
       and to overcome out-of-order issues this method is preferred.




L bit=1   ‑‑‑‑‑‑‑‑‑‑+           +‑‑‑‑‑‑‑‑‑‑‑+           +‑‑‑‑‑‑‑‑‑‑
                    |           |           |           |
L bit=0             +‑‑‑‑‑‑‑‑‑‑‑+           +‑‑‑‑‑‑‑‑‑‑‑+

D bit=1         +          +          +          +            +
                |          |          |          |            |
D bit=0   ‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑

                             Traffic Flow
         ===========================================================>
L bit   ...1111111111 0000000000 11111111111 00000000000 111111111...

D bit   ...0000010000 0000010000 00000100000 00001000000 000001000...
         ===========================================================>




        Figure 2: Double-Marking Methodology using L bit and D bit



   Similar to packet delay measurement (both for Single Marking and
   Double Marking), the method can also be used to measure the inter-
   arrival jitter.




5.3. Flow Monitoring Identification

   The Flow Monitoring Identification (FlowMonID) is required for some
   general reasons:



   o  First, it helps to reduce the per node configuration.  Otherwise,
      each node needs to configure an access-control list (ACL) for each



      of the monitored flows.  Moreover, using a flow identifier allows
      a flexible granularity for the flow definition.



   o  Second, it simplifies the counters handling.  Hardware processing
      of flow tuples (and ACL matching) is challenging and often incurs
      into performance issues, especially in tunnel interfaces.



   o  Third, it eases the data export encapsulation and correlation for
      the collectors.



   The FlowMon identifier field is to uniquely identify a monitored flow
   within the measurement domain.  The field is set at the source node.
   The FlowMonID can be uniformly assigned by the central controller or
   algorithmically generated by the source node.  The latter approach
   cannot guarantee the uniqueness of FlowMonID but it may be preferred
   for local or private network, where the conflict probability is small
   due to the large FlowMonID space.




5.3.1. Uniqueness of FlowMonID

   It is important to note that if the 20 bit FlowMonID is set
   independently and pseudo randomly there is a chance of collision.
   So, in some cases, FlowMonID could not be sufficient for uniqueness.



   In general the probability of a flow identifier uniqueness correlates
   to the amount of entropy of the inputs.  For instance, using the
   well-known birthday problem in probability theory, if the 20 bit
   FlowMonID is set independently and pseudo randomly without any
   additional input entropy, there is a 50% chance of collision for just
   1206 flows.  For a 32 bit identifier the 50% threshold jumps to
   77,163 flows and so on.  So, for more entropy, FlowMonID can either
   be combined with other identifying flow information in a packet (e.g.
   it is possible to consider the hashed 3-tuple Flow Label, Source and
   Destination addresses) or the FlowMonID size could be increased.



   This issue is more visible when the FlowMonID is pseudo randomly
   generated by the source node and there needs to tag it with
   additional flow information to allow disambiguation.  While, in case
   of a centralized controller, the controller should set FlowMonID by
   considering these aspects and instruct the nodes properly in order to
   guarantee its uniqueness.




5.4. Multipoint and Clustered Alternate Marking

   The Alternate Marking method can also be extended to any kind of
   multipoint to multipoint paths, and the network clustering approach
   allows a flexible and optimized performance measurement, as described
   in [I-D.ietf-ippm-multipoint-alt-mark].



   The Cluster is the smallest identifiable subnetwork of the entire
   Network graph that still satisfies the condition that the number of
   packets that goes in is the same that goes out.  With network
   clustering, it is possible to use the partition of the network into
   clusters at different levels in order to perform the needed degree of
   detail.  So, for Multipoint Alternate Marking, FlowMonID can identify
   in general a multipoint-to-multipoint flow and not only a point-to-
   point flow.




5.5. Data Collection and Calculation

   The nodes enabled to perform performance monitoring collect the value
   of the packet counters and timestamps.  There are several
   alternatives to implement Data Collection and Calculation, but this
   is not specified in this document.




6. Security Considerations

   This document aims to apply a method to perform measurements that
   does not directly affect Internet security nor applications that run
   on the Internet.  However, implementation of this method must be
   mindful of security and privacy concerns.



   There are two types of security concerns: potential harm caused by
   the measurements and potential harm to the measurements.



   Harm caused by the measurement: Alternate Marking implies
   modifications on the fly to an Option Header of IPv6 packets but this
   must be performed in a way that does not alter the quality of service
   experienced by the packets and that preserves stability and
   performance of routers doing the measurements.  The advantage of the
   Alternate Marking method is that the marking bits are the only
   information that is exchanged between the network nodes.  Therefore,
   network reconnaissance through passive eavesdropping on data-plane
   traffic does not allow attackers to gain information about the
   network performance.  Moreover, Alternate Marking should usually be
   applied in a controlled domain and this also helps to limit the
   problem.



   Harm to the Measurement: Alternate Marking measurements could be
   harmed by routers altering the marking of the packets or by an
   attacker injecting artificial traffic.  Since the measurement itself
   may be affected by network nodes along the path intentionally
   altering the value of the marking bits of IPv6 packets, the Alternate
   Marking should be applied in the context of a controlled domain,
   where the network nodes are locally administered and this type of
   attack can be avoided.  Indeed the source and destination addresses
   are within the controlled domain and therefore it is unlikely subject
   to hijacking of packets, because it is possible to filter external
   packets at the domain boundaries.  In addition, an attacker cannot
   gain information about network performance from a single monitoring
   point; it must use synchronized monitoring points at multiple points
   on the path, because they have to do the same kind of measurement and
   aggregation as Alternate Marking requires.



   The privacy concerns of network measurement are limited because the
   method only relies on information contained in the Option Header
   without any release of user data.  Although information in the Option
   Header is metadata that can be used to compromise the privacy of
   users, the limited marking technique seems unlikely to substantially
   increase the existing privacy risks from header or encapsulation
   metadata.



   The Alternate Marking application described in this document relies
   on an time synchronization protocol.  Thus, by attacking the time
   protocol, an attacker can potentially compromise the integrity of the
   measurement.  A detailed discussion about the threats against time
   protocols and how to mitigate them is presented in [RFC7384].




7. IANA Considerations

   The Option Type should be assigned in IANA's "Destination Options and
   Hop-by-Hop Options" registry.



   This draft requests the following IPv6 Option Type assignments from
   the Destination Options and Hop-by-Hop Options sub-registry of
   Internet Protocol Version 6 (IPv6) Parameters
   (https://www.iana.org/assignments/ipv6-parameters/).



Hex Value    Binary Value      Description           Reference
             act chg rest
‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
TBD          00   0  tbd       AltMark               [This draft]
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Abstract

   This document specifies a new Hop-by-Hop IPv6 option that is used to
   record the minimum Path MTU along the forward path between a source
   host to a destination host.  This collects a minimum recorded MTU
   along the path to the destination.  The value can then be
   communicated back to the source using the return Path MTU field in
   the option.



   This Hop-by-Hop option is intended to be used in environments like
   Data Centers and on paths between Data Centers, to allow them to
   better take advantage of paths able to support a large Path MTU.  The
   method could also be useful in other environments, including the
   general Internet.
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1. Introduction

   This draft proposes a new Hop-by-Hop Option to be used to record the
   minimum MTU along the forward path between the source and destination
   hosts.  The source host creates a packet with this Hop-by-Hop Option
   and fills the Reported PMTU Field in the option with the value of the
   MTU for the outbound link that will be used to forward the packet
   towards the destination.



   At each subsequent hop where the option is processed, the router
   compares the value of the Reported PMTU in the option and the MTU of
   its outgoing link.  If the MTU of the outgoing link is less than the
   Reported PMTU specified in the option, it rewrites the value in the
   Option Data with the smaller value.  When the packet arrives at the
   destination host, the destination host can send the minimum reported
   PMTU value back to the source host using the Return PMTU field in the
   option.



   The figure below can be used to illustrate the operation of the
   method.  In this case, the path between the source and destination
   hosts comprises three links, the sender has a link MTU of size MTU-S,
   the link between routers R1 and R2 has an MTU of size 9000 bytes, and
   the final link to the destination has an MTU of size MTU-D.





+‑‑‑‑‑‑‑‑+         +‑‑‑‑+        +‑‑‑‑+         +‑‑‑‑‑‑‑+
|        |         |    |        |    |         |       |
| Sender +‑‑‑‑‑‑‑‑‑+ R1 +‑‑‑‑‑‑‑‑+ R2 +‑‑‑‑‑‑‑‑ + Dest. |
|        |         |    |        |    |         |       |
+‑‑‑‑‑‑‑‑+  MTU‑S  +‑‑‑‑+  9000B +‑‑‑‑+  MTU‑D  +‑‑‑‑‑‑‑+




   The scenarios are described:



   Scenario 1, considers all links to have an 9000 byte MTU and the
   method is supported by both routers.



   Scenario 2, considers the link to the destination host (MTU-D) to
   have an MTU of 1500 bytes.  This is the smallest MTU, router R2
   resets the reported PMTU to 1500 bytes and this is detected by the
   method.  Had there been another smaller MTU at a link further along
   the path that supports the method, the lower PMTU would also have
   been detected.



   Scenario 3, considers the case where the router preceding the
   smallest link does not support the method, and the method then fails
   to detect the actual PMTU.  These scenarios are summarized in the
   table below.  In this scenario, the lower PMTU would also fail to be
   detected had PMTUD been used and an ICMPv6 PTB message had not been
   delivered to the sender.



+‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| |MTU‑S|MTU‑D| R1 | R2 | Rec PMTU | Note                  |
+‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|1|9000B|9000B| H  | H  |  9000 B  | Endpoints attempt to  |
|       |     |    |    |          | use an 9000 B PMTU.   |
+‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|2|9000B|1500B| H  | H  |  1500 B  | Endpoints attempt to  |
| |     |     |    |    |          | use a 1500 B PMTU.    |
+‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|3|9000B|1500B| H  | ‑  |  9000 B  | Endpoints attempt to  |
| |     |     |    |    |          | use an 9000 B PMTU,   |
| |     |     |    |    |          | but need to implement |
| |     |     |    |    |          | a method to fall back |
| |     |     |    |    |          | use a 1500 B PMTU.    |
+‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+




   IPv6 as specified in [RFC8200] allows nodes to optionally process
   Hop-by-Hop headers.  Specifically from Section 4:



   *  The Hop-by-Hop Options header is not inserted or deleted, but may
      be examined or processed by any node along a packet's delivery
      path, until the packet reaches the node (or each of the set of
      nodes, in the case of multicast) identified in the Destination
      Address field of the IPv6 header.  The Hop-by-Hop Options header,
      when present, must immediately follow the IPv6 header.  Its
      presence is indicated by the value zero in the Next Header field
      of the IPv6 header.



   *  NOTE: While [RFC2460] required that all nodes must examine and
      process the Hop-by-Hop Options header, it is now expected that
      nodes along a packet's delivery path only examine and process the
      Hop-by-Hop Options header if explicitly configured to do so.



   The Hop-by-Hop Option defined in this document is designed to take
   advantage of this property of how Hop-by-Hop options are processed.
   Nodes that do not support this Option SHOULD ignore them.  This can
   mean that the value returned in the response message does not account
   for all links along a path.




2. Motivation and Problem Solved

   The current state of Path MTU Discovery on the Internet is
   problematic.  The problems with the mechanisms defined in [RFC8201]
   are known to not work well in all environments.  Nodes in the middle
   of the network may not send ICMP Packet Too Big messages or they are
   rate limited to the point of not making them a useful mechanism.
   This results in many transport connections defaulting to 1280 bytes
   and makes it very difficult to take advantage of links with a larger
   MTU where they exist.  Applications that need to send large packets
   (e.g., using UDP) are forced to use IPv6 Fragmentation [RFC8200].



   Transport encapsulations and network-layer tunnels reduce the PMTU
   available for a transport to use.  For example, Network
   Virtualization Using Generic Routing Encapsulation (NVGRE) [RFC7637]
   encapsulates L2 packets in an outer IP header and does not allow IP
   Fragmentation.



   The potential of multi-gigabit Ethernet will not be realized if the
   packet size is limited to 1280 bytes, because this exceeds the packet
   per second rate that most nodes can send.  For example, the packet
   per second rate required to reach wire speed on a 10G Ethernet link
   with 1280 byte packets is about 977K packets per second (pps), vs.
   139K pps for 9000 byte packets.  A significant difference.



   The purpose of the this draft is to improve the situation by defining
   a mechanism that does not rely on nodes in the middle of the network
   to send ICMPv6 Packet Too Big messages, instead it provides the
   destination host information on the minimum Path MTU and it can send
   this information back to the source host.  This is expected to work
   better than the current RFC8201 based mechanisms.




3. Requirements Language

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.




4. Applicability Statements

   This Hop-by-Hop Option header is intended to be used in environments
   such as Data Centers and on paths between Data Centers, to allow them
   to better take advantage of a path that is able to support a large
   PMTU.  For example, it helps inform a sender that the path includes
   links that have a MTU of 9000 bytes.  This has many performance
   advantages compared to the current practice of limiting packets to
   1280 bytes.



   The design of the option is sufficiently simple that it could be
   executed on a router's fast path.  To create critical mass for this
   to happen will have to be a strong pull from router vendors
   customers.  This could be the case for connections within and between
   Data Centers.



   The method could also be useful in other environments, including the
   general Internet.




5. IPv6 Minimum Path MTU Hop-by-Hop Option

   The Minimum Path MTU Hop-by-Hop Option has the following format:





 Option    Option    Option
  Type    Data Len   Data
+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑+
|BBCTTTTT|00000100|     Min‑PMTU    |     Rtn‑PMTU    |R|
+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑+



     Option Type:



BB     00   Skip over this option and continue processing.

C       1   Option data can change en route to the packet's final
            destination.



     TTTTT 10000 Option Type assigned from IANA [IANA-HBH].



Length:  4  The size of the each value field in Option Data
            field supports Path MTU values from 0 to 65,535 octets.

Min‑PMTU: n 16‑bits.  The minimum PMTU in octets, reflecting the
            smallest link MTU that the packet experienced across
            the path.  This is called the Reported PMTU.  A value
            less than the IPv6 minimum link MTU [RFC8200]
            should be ignored.



     Rtn-PMTU: n 15-bits.  The returned mimimum PMTU, carrying the 15

                 most significant bits of the latest received Min-PMTU
                 field.  The value zero means that no Reported MTU is
                 being returned.



R        n  1‑bit.  R‑Flag.   Set by the source to signal that
            the destination should include the received
            Reported PMTU in Rtn‑PMTU field.



   NOTE: The encoding of the final two octets (Rtn-PMTU and R-Flag)
   could be implemented by a mask of the latest received Min-MTU value
   with 0xFFFE, discarding the right-most bit and then performing a
   logical 'OR' with the R-Flag value of the sender.




6. Router, Host, and Transport Behaviors


6.1. Router Behaviour

   Routers that do not support Hop-by-Hop options SHOULD ignore this
   option and SHOULD forward the packet.



   Routers that support Hop-by-Hop Options, but do not recognize this
   option SHOULD ignore the option and SHOULD forward the packet.



   Routers that recognize this option SHOULD compare the Reported PMTU
   in the Min-PMTU field and the MTU configured for the outgoing link.
   If the MTU of the outgoing link is less than the Reported PMTU, the
   router rewrites the Reported PMTU in the Option to use the smaller
   value.



   The router MUST ignore and not change the Rtn-PMTU field and R-Flag
   in the option.



   Discussion:



   *  The design of this Hop-by-Hop Option makes it feasible to be
      implemented within the fast path of a router, because the required
      processing is simple.




6.2. Host Behavior

   The source host that supports this option SHOULD create a packet with
   this Hop-by-Hop Option and fill the Min-PMTU field of the option with
   the MTU of configured for the link over which it will send the packet
   on the next hop towards the destination.



   The source host may request that the destination host return the
   received minimum MTU value by setting the R-Flag in the option.  This
   will cause the destination host to include a PMTU option in an
   outgoing packet.



   Discussion:



   *  This option does not need to be sent in all packets belonging to a
      flow.  A transport protocol (or packetization layer
      [I-D.ietf-tsvwg-datagram-plpmtud]) can set this option only on
      specific packets used to test the path.



   *  In the case of TCP, the option could be included in packets
      carrying a SYN segment as part of the connection set up, or can
      periodically be sent in packets carrying other segments.
      Including this packet in a SYN could increase the probability that



      SYN segment is lost, when routers on the path drop packets with
      this option.



   *  Including this option in a large packet (e.g., greater than the
      present PMTU) is not likely to be useful, since the large packet
      might itself also be dropped by a link along the path with a
      smaller MTU, preventing the Reported PMTU information from
      reaching the destination host.



   *  The use with datagram transport protocols (e.g., UDP) is harder to
      characterize because applications using datagram transports range
      from very short-lived (low data-volume applications) exchanges, to
      longer (bulk) exchanges of packets between the source and
      destination hosts [RFC8085].



   *  For applications that use Anycast, this option should be included
      in all packets as the actual destination will vary due to the
      nature of Anycast.



   *  Simple-exchange protocols (i.e low data-volume applications
      [RFC8085] that only send one or a few packets per transaction,
      could be optimized by assuming that the Path MTU is symmetrical,
      that is where the Path MTU is the same in both directions, or at
      least not smaller in the return path.  This optimisation does not
      hold when the paths are not symmetric.



   *  The use of this option with DNS and DNSSEC over UDP ought to work
      as long as the paths are symmetric.  The DNS server will learn the
      Path MTU from the DNS query messages.  If the return Path MTU is
      smaller, then the large DNSSEC response may be dropped and the
      known problems with PMTUD will occur.  DNS and DNSSEC over
      transport protocols that can carry the Path MTU should work.



   The source host can request the destination host to send a packet
   carrying the PMTU Option using the R-Flag.



   A destination host SHOULD respond to each packet received with the
   R-Flag set, by setting the PMTU Option in the next packet that it
   sends to the source host by the same upper layer protocol instance.



   The upper layer protocol MAY generate a packet when any of these
   conditions are met when the R Flag is set in the PMTU Option and
   either:



   *  It is the first Reported PMTU value it has received from the
      source.



   *  The Reported PMTU value is lower than previously received.



   The R-Flag SHOULD NOT be set when the PMTU Option was sent solely to
   carry the feedback of a Reported PMTU.



   The PMTU Option sent back to the source SHOULD contain the outgoing
   link MTU in Min-PMTU field and SHOULD set the last Received PMTU in
   the Rtn-PMTU field.  If these values are not present the field MUST
   be set to zero.



   For a connection-oriented upper layer protocol, this could be
   implemented by saving the value of the last received option within
   the connection context.  This last received value is then used to set
   the return Path MTU field for all packets belonging to this flow that
   carry the IPv6 Minimum Path MTU Hop-by-Hop Option.



   A connection-less protocol (e.g., based on UDP), requires the
   application to be updated to cache the Received PMTU value, and to
   ensure that this corresponding value is used to set the last Received
   PMTU in the Rtn-PMTU field of any PMTU Option that it sends.



   NOTE: The Rtn-PMTU value is specific to the instance of the upper
   layer protocol (i.e., matching the IPv6 flow ID, port-fields in UDP
   or the SPI in IPsec, etc), not the protocol itself, because network
   devices can make forwarding decisions that impact the PMTU based on
   the presence and values of these upper layer fields, and therefore
   these fields need to correspond to those of the packets for the flow
   received by the destination host set to ensure feedback is provided
   to the corresponding source host.



   NOTE: An upper layer protocol that sends packets from the destination
   host towards the source host less frequently than the destination
   host receives packets from the source host, provides less frequent
   feedback of the received Min-PMTU value.  However, it will always
   needs to send the most recent value.



   Discussion:



   *  A simple mechanism could only send an MTU Option with the Rtn-PMTU
      field filled in the first time this option is received or when the
      Received PMTU is reduced.  This is good because it limits the
      number sent, but there is no provision for retransmission of the
      PMTU Option fails to reach the sender, or the sender looses state.



   *  The Reported PMTU value could increase or decrease over time.  For
      instance, it would increase when the path changes and the packets
      become then forwarded over a link with a MTU larger than the link
      previously used.




6.3. Transport Behavior

   An upper layer protocol (e.g., transport endpoint) using this option
   needs to use a method to verify the information provided by this
   option.



   The Received PMTU does not necessarily reflect the actual PMTU
   between the sender and destination.  Care therefore needs to be
   exercised in using this value at the sender.  Specifically:



   *  If the Received PMTU value returned by the destination is the same
      as the initial Reported PMTU value, there could still be a router
      or layer 2 device on the path that does not support this PMTU.
      The usable PMTU therefore needs to be confirmed.



   *  If the Received PMTU value returned by the destination is smaller
      than the initial Reported PMTU value, this is an indication that
      there is at least one router in the path with a smaller MTU.
      There could still be another router or layer 2 device on the path
      that does not support this MTU.



   *  If the Received PMTU value returned by the destination is larger
      than the initial Reported PMTU value, this may be a corrupted,
      delayed or mis-ordered response, and SHOULD be ignored.



   A sender needs to discriminate between the Received PMTU value in a
   PTB message generated in response to a Hop-by-Hop option requesting
   this, and a PTB message received from a router on the path.



   A PMTUD or PLPMTUD method could use the Received PMTU value as an
   initial target size to probe the path.  This can significantly
   decrease the number of probe attempts (and hence time taken) to
   arrive at a workable PMTU.  It has the potential to complete
   discovery of the correct value in a single Round Trip Time (RTT),
   even over paths that may have successive links configured with lower
   MTUs.



   Since the method can delay notification of an increase in the actual
   PMTU, a sender with a link MTU larger than the current PMTU SHOULD
   periodically probe for a PMTU value that is larger than the Received
   PMTU value.  This specification does not define an interval for the
   time between probes.



   Since the option consumes less capacity than an a full probe packet,
   there may be advantage in using this to detect a change in the path
   characteristics.



   NOTE: Further details to be included in next version.



   NOTE: A future version of the document will consider more the impact
   of Equal Cost Multipath (ECMP) [RFC6438].  Specifically, whether a
   Received PMTU value should be maintained by the method for each
   transport endpoint, or for each network address, and how these are
   best used by methods such as PLPMTUD or DPLPMTUD.




7. IANA Considerations

   No IANA actions are requested in this document.



   Earlier IANA assigned and registered a new IPv6 Hop-by-Hop Option
   type from the "Destination Options and Hop-by-Hop Options" registry
   [IANA-HBH].  This assignment is shown in Section 5.




8. Security Considerations

   The method has no way to protect the destination from off-path attack
   using this option in packets that do not originate from the source.
   If the Rtn-PMTU value is used directly to update the PMTU, this
   attack could cause the receiver to inflate or reduce the size of the
   reported PMTU.  The attack can be mitigated in DPLPMTUD
   [I-D.ietf-tsvwg-datagram-plpmtud] when the Rtn-PMTU value is used to
   trigger a rate-limited probe first confirms that a packet with the
   size Rtn-PMTU value can use the current path, before the PMTU is
   updated.



   The method solicits a response from the destination, which should be
   used to generate a response to the IPv6 host originating the option
   packet.  A malicious attacker could generate a packet to the
   destination for a previously inactive flow or one that advertises a
   change in the size of the MTU for an active flow.  This would create
   additional work at the destination, and could induce creation of
   state when a new flow is created.  It could potentially result in
   additional traffic on the return path to the sender, which could be
   mitigated by limiting the rate at which responses are generated.



   TBD
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Appendix A. Planned Experiments

   TBD



   This section will describe a set of experiments planned for the use
   of the option defined in this document.  There are many aspects of
   the design that require experimental data or experience to evaluate
   this experimental specification.



   This includes experiments to understand the pathology of packets sent
   with the specified option to determine the likelihood that they are
   lost within specific types of network segment.



   This includes consideration of the cost and alternatives for
   providing the feedback required by the mechanism and how to
   effectively limit the rate of transmission.



   This includes consideration of the potential for integration in
   frameworks such as that offered by DPLPMTUD.



   There are also security-related topics to be understood as described
   in the Security Considerations (Section 8).
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Abstract

   This document describes an extension that causes nodes to generate
   global scope addresses with randomized interface identifiers that
   change over time.  Changing global scope addresses over time limits
   the window of time during which eavesdroppers and other information
   collectors may trivially perform address-based network activity
   correlation when the same address is employed for multiple
   transactions by the same node.  Additionally, it reduces the window
   of exposure of a node via an addresses that becomes revealed as a
   result of active communication.  This document obsoletes RFC4941.
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1. Introduction

   Stateless address autoconfiguration (SLAAC) [RFC4862] defines how an
   IPv6 node generates addresses without the need for a Dynamic Host
   Configuration Protocol for IPv6 (DHCPv6) server.  The security and
   privacy implications of such addresses have been discussed in detail
   in [RFC7721],[RFC7217], and RFC7707.  This document specifies an
   extension for SLAAC to generate temporary addresses, that can help
   mitigate some of the aforementioned issues.  This is a revision of
   RFC4941, and formally obsoletes RFC4941.  Section 5 describes the
   changes from [RFC4941].



   The default address selection for IPv6 has been specified in
   [RFC6724].  The determination as to whether to use stable versus
   temporary addresses can in some cases only be made by an application.
   For example, some applications may always want to use temporary
   addresses, while others may want to use them only in some
   circumstances or not at all.  An Application Programming Interface
   (API) such as that specified in [RFC5014] can enable individual
   applications to indicate a preference for the use of temporary
   addresses.



   Section 2 provides background information.  Section 3 describes a
   procedure for generating temporary addresses.  Section 4 discusses
   implications of changing interface identifiers (IIDs).  Section 5
   describes the changes from [RFC4941].




1.1. Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.



   The terms "public address", "stable address", "temporary address",
   "constant IID", "stable IID", and "temporary IID" are to be
   interpreted as specified in [RFC7721].



   The term "global scope addresses" is used in this document to
   collectively refer to "Global unicast addresses" as defined in
   [RFC4291] and "Unique local addresses" as defined in [RFC4193], and
   not to "globally reachable" as defined in [RFC8190].




1.2. Problem Statement

   Addresses generated using stateless address autoconfiguration
   [RFC4862] contain an embedded interface identifier, which may remain
   stable over time.  Anytime a fixed identifier is used in multiple
   contexts, it becomes possible to correlate seemingly unrelated
   activity using this identifier.



   The correlation can be performed by



   o  An attacker who is in the path between the node in question and
      the peer(s) to which it is communicating, and who can view the
      IPv6 addresses present in the datagrams.



   o  An attacker who can access the communication logs of the peers
      with which the node has communicated.



   Since the identifier is embedded within the IPv6 address, it cannot
   be hidden.  This document proposes a solution to this issue by
   generating interface identifiers that vary over time.



   Note that an attacker, who is on path, may be able to perform
   significant correlation on unencrypted packets based on



   o  The payload contents of the packets on the wire



   o  The characteristics of the packets such as packet size and timing



   Use of temporary addresses will not prevent such payload-based
   correlation, which can only be addressed by widespread deployment of
   encryption as advocated in [RFC7624].  Nor will it prevent an on-link
   observer (e.g. the node's default router) to track all the node's
   addresses.




2. Background

   This section discusses the problem in more detail, and provides
   context for evaluating the significance of the concerns in specific
   environments and makes comparisons with existing practices.




2.1. Extended Use of the Same Identifier

   The use of a non-changing interface identifier to form addresses is a
   specific instance of the more general case where a constant
   identifier is reused over an extended period of time and in multiple
   independent activities.  Any time the same identifier is used in
   multiple contexts, it becomes possible for that identifier to be used
   to correlate seemingly unrelated activity.  For example, a network
   sniffer placed strategically on a link across which all traffic to/
   from a particular host crosses could keep track of which destinations
   a node communicated with and at what times.  Such information can in
   some cases be used to infer things, such as what hours an employee
   was active, when someone is at home, etc.  Although it might appear
   that changing an address regularly in such environments would be
   desirable to lessen privacy concerns, it should be noted that the
   network prefix portion of an address also serves as a constant
   identifier.  All nodes at, say, a home, would have the same network
   prefix, which identifies the topological location of those nodes.
   This has implications for privacy, though not at the same granularity
   as the concern that this document addresses.  Specifically, all nodes
   within a home could be grouped together for the purposes of
   collecting information.  If the network contains a very small number
   of nodes, say, just one, changing just the interface identifier will
   not enhance privacy, since the prefix serves as a constant
   identifier.



   One of the requirements for correlating seemingly unrelated
   activities is the use (and reuse) of an identifier that is
   recognizable over time within different contexts.  IP addresses
   provide one obvious example, but there are more.



   For example, web browsers and servers typically exchange "cookies"
   with each other [RFC6265].  Cookies allow web servers to correlate a
   current activity with a previous activity.  One common usage is to
   send back targeted advertising to a user by using the cookie supplied
   by the browser to identify what earlier queries had been made (e.g.,
   for what type of information).  Based on the earlier queries,
   advertisements can be targeted to match the (assumed) interests of
   the end-user.



   The use of a constant identifier within an address is of special
   concern because addresses are a fundamental requirement of
   communication and cannot easily be hidden from eavesdroppers and
   other parties.  Even when higher layers encrypt their payloads,
   addresses in packet headers appear in the clear.  Consequently, if a
   mobile host (e.g., laptop) accessed the network from several
   different locations, an eavesdropper might be able to track the
   movement of that mobile host from place to place, even if the upper
   layer payloads were encrypted.



   Changing global scope addresses over time limits the time window over
   which eavesdroppers and other information collectors may trivially
   correlate network activity when the same address is employed for
   multiple transactions by the same node.  Additionally, it reduces the
   window of exposure of a node via an address that gets revealed as a
   result of active communication.



   The security and privacy implications of IPv6 addresses are discussed
   in detail in [RFC7721], [RFC7707], and [RFC7217].




2.2. Possible Approaches

   One approach, compatible with the stateless address autoconfiguration
   architecture, would be to change the interface identifier portion of
   an address over time.  Changing the interface identifier can make it
   more difficult to look at the IP addresses in independent
   transactions and identify which ones actually correspond to the same
   node, both in the case where the routing prefix portion of an address
   changes and when it does not.



   Many machines function as both clients and servers.  In such cases,
   the machine would need a DNS name for its use as a server.  Whether
   the address stays fixed or changes has little privacy implication
   since the DNS name remains constant and serves as a constant
   identifier.  When acting as a client (e.g., initiating
   communication), however, such a machine may want to vary the
   addresses it uses.  In such environments, one may need multiple
   addresses: a stable address registered in the DNS, that is used to
   accept incoming connection requests from other machines, and a
   temporary address used to shield the identity of the client when it
   initiates communication.



   On the other hand, a machine that functions only as a client may want
   to employ only temporary addresses for public communication.



   To make it difficult to make educated guesses as to whether two
   different interface identifiers belong to the same node, the
   algorithm for generating alternate identifiers must include input
   that has an unpredictable component from the perspective of the
   outside entities that are collecting information.




3. Protocol Description

   The following subsections define the procedures for the generation of
   IPv6 temporary addresses.




3.1. Design Guidelines

   Temporary addresses observe the following properties:



   1.  Temporary addresses are typically employed for initiating
       outgoing sessions.



   2.  Temporary addresses are used for a short period of time
       (typically hours to days) and are subsequently deprecated.
       Deprecated addresses can continue to be used for established
       connections, but are not used to initiate new connections.



   3.  New temporary addresses are generated periodically to replace
       temporary addresses that expire.



   4.  Temporary addresses must have a limited lifetime (limited "valid
       lifetime" and "preferred lifetime" from [RFC4862]), that should
       be statistically different for different addresses.  The lifetime
       of an address should be further reduced when privacy-meaningful
       events (such as a node attaching to a different network, or the
       regeneration of a new randomized MAC address) takes place.



   5.  By default, one address is generated for each prefix advertised
       by stateless address autoconfiguration.  The resulting Interface
       Identifiers must be statistically different when addresses are
       configured for different prefixes.  That is, when temporary
       addresses are generated for different autoconfiguration prefixes
       for the same network interface, the resulting Interface
       Identifiers must be statistically different.  This means that,
       given two addresses that employ different prefixes, it must be
       difficult for an outside entity to tell whether the addresses
       correspond to the same network interface or even whether they
       have been generated by the same host.



   6.  It must be difficult for an outside entity to predict the
       Interface Identifiers that will be employed for temporary
       addresses, even with knowledge of the algorithm/method employed
       to generate them and/or knowledge of the Interface Identifiers
       previously employed for other temporary addresses.  These
       Interface Identifiers must be semantically opaque [RFC7136] and
       must not follow any specific patterns.




3.2. Assumptions

   The following algorithm assumes that for a given temporary address,
   an implementation can determine the prefix from which it was
   generated.  When a temporary address is deprecated, a new temporary
   address is generated.  The specific valid and preferred lifetimes for
   the new address are dependent on the corresponding lifetime values
   set for the prefix from which it was generated.



   Finally, this document assumes that when a node initiates outgoing
   communication, temporary addresses can be given preference over
   stable addresses (if available), when the device is configured to do
   so.  [RFC6724] mandates implementations to provide a mechanism, which
   allows an application to configure its preference for temporary
   addresses over stable addresses.  It also allows for an
   implementation to prefer temporary addresses by default, so that the
   connections initiated by the node can use temporary addresses without
   requiring application-specific enablement.  This document also
   assumes that an API will exist that allows individual applications to
   indicate whether they prefer to use temporary or stable addresses and
   override the system defaults (see e.g.  [RFC5014]).




3.3. Generation of Randomized Interface Identifiers

   The following subsections specify example algorithms for generating
   temporary interface identifiers that follow the guidelines in
   Section 3.1 of this document.  The algorithm specified in
   Section 3.3.1 benefits from a Pseudo-Random Number Generator (PRNG)
   available on the system.  The algorithm specified in Section 3.3.2
   allows for code reuse by nodes that implement [RFC7217].




3.3.1. Simple Randomized Interface Identifiers

   One approach is to select a pseudorandom number of the appropriate
   length.  A node employing this algorithm should generate IIDs as
   follows:



   1.  Obtain a random number (see [RFC4086] for randomness requirements
       for security).



   2.  The Interface Identifier is obtained by taking as many bits from
       the random number obtained in the previous step as necessary.
       Note: there are no special bits in an Interface Identifier
       [RFC7136].



          We note that [RFC4291] requires that the Interface IDs of all
          unicast addresses (except those that start with the binary
          value 000) be 64 bits long.  However, the method discussed in
          this document could be employed for generating Interface IDs
          of any arbitrary length, albeit at the expense of reduced
          entropy (when employing Interface IDs smaller than 64 bits).
          The privacy implications of the IID length are discussed in
          [RFC7421].



   3.  The resulting Interface Identifier SHOULD be compared against the
       reserved IPv6 Interface Identifiers [RFC5453] [IANA-RESERVED-IID]
       and against those Interface Identifiers already employed in an
       address of the same network interface and the same network
       prefix.  In the event that an unacceptable identifier has been
       generated, a new interface identifier should be generated, by
       repeating the algorithm from the first step.




3.3.2. Hash-based Generation of Randomized Interface Identifiers

   The algorithm in [RFC7217] can be augmented for the generation of
   temporary addresses.  The benefit of this would be that a node could
   employ a single algorithm for generating stable and temporary
   addresses, by employing appropriate parameters.



   Nodes would employ the following algorithm for generating the
   temporary IID:



   1.  Compute a random identifier with the expression:



       RID = F(Prefix, Net_Iface, Network_ID, Time, DAD_Counter,
       secret_key)



       Where:



       RID:

          Random Identifier



       F():

          A pseudorandom function (PRF) that MUST NOT be computable from
          the outside (without knowledge of the secret key).  F() MUST
          also be difficult to reverse, such that it resists attempts to
          obtain the secret_key, even when given samples of the output
          of F() and knowledge or control of the other input parameters.
          F() SHOULD produce an output of at least 64 bits.  F() could
          be implemented as a cryptographic hash of the concatenation of
          each of the function parameters.  SHA-256 [FIPS-SHS] is one
          possible option for F().  Note: MD5 [RFC1321] is considered
          unacceptable for F() [RFC6151].



       Prefix:

          The prefix to be used for SLAAC, as learned from an ICMPv6
          Router Advertisement message.



       Net_Iface:

          The MAC address corresponding to the underlying network
          interface card, in the case the link uses IEEE802 link-layer
          identifiers.  Employing the MAC address for this parameter
          (over the other suggested options in RFC7217) means that the
          re-generation of a randomized MAC address will result in a
          different temporary address.



       Network_ID:

          Some network-specific data that identifies the subnet to which
          this interface is attached -- for example, the IEEE 802.11
          Service Set Identifier (SSID) corresponding to the network to



          which this interface is associated.  Additionally, Simple DNA
          [RFC6059] describes ideas that could be leveraged to generate
          a Network_ID parameter.  This parameter is SHOULD be employed
          if some form of "Network_ID" is available.



       Time:

          An implementation-dependent representation of time.  One
          possible example is the representation in UNIX-like systems
          [OPEN-GROUP], that measure time in terms of the number of
          seconds elapsed since the Epoch (00:00:00 Coordinated
          Universal Time (UTC), 1 January 1970).  The addition of the
          "Time" argument results in (statistically) different interface
          identifiers over time.



       DAD_Counter:

          A counter that is employed to resolve Duplicate Address
          Detection (DAD) conflicts.



       secret_key:

          A secret key that is not known by the attacker.  The secret
          key SHOULD be of at least 128 bits.  It MUST be initialized to
          a pseudo-random number (see [RFC4086] for randomness
          requirements for security) when the operating system is
          "bootstrapped".



   2.  The Interface Identifier is finally obtained by taking as many
       bits from the RID value (computed in the previous step) as
       necessary, starting from the least significant bit.  The
       resulting Interface Identifier SHOULD be compared against the
       reserved IPv6 Interface Identifiers [RFC5453] [IANA-RESERVED-IID]
       and against those Interface Identifiers already employed in an
       address of the same network interface and the same network
       prefix.  In the event that an unacceptable identifier has been
       generated, the value DAD_Counter should be incremented by 1, and
       the algorithm should be restarted from the first step.




3.4. Generating Temporary Addresses

   [RFC4862] describes the steps for generating a link-local address
   when an interface becomes enabled as well as the steps for generating
   addresses for other scopes.  This document extends [RFC4862] as
   follows.  When processing a Router Advertisement with a Prefix
   Information option carrying a prefix for the purposes of address
   autoconfiguration (i.e., the A bit is set), the node MUST perform the
   following steps:



   1.  Process the Prefix Information Option as defined in [RFC4862],
       adjusting the lifetimes of existing temporary addresses.  If a
       received option may extend the lifetimes of temporary addresses,
       with the overall constraint that no temporary addresses should
       ever remain "valid" or "preferred" for a time longer than
       (TEMP_VALID_LIFETIME) or (TEMP_PREFERRED_LIFETIME -
       DESYNC_FACTOR) respectively.  The configuration variables
       TEMP_VALID_LIFETIME and TEMP_PREFERRED_LIFETIME correspond to
       approximate target lifetimes for temporary addresses.



   2.  One way an implementation can satisfy the above constraints is to
       associate with each temporary address a creation time (called
       CREATION_TIME) that indicates the time at which the address was
       created.  When updating the preferred lifetime of an existing
       temporary address, it would be set to expire at whichever time is
       earlier: the time indicated by the received lifetime or
       (CREATION_TIME + TEMP_PREFERRED_LIFETIME - DESYNC_FACTOR).  A
       similar approach can be used with the valid lifetime.



   3.  If the node has not configured any temporary address for the
       corresponding prefix, the node SHOULD create a new temporary
       address for such prefix.



       Note:

          For example, a host might implement prefix-specific policies
          such as not configuring temporary addresses for the Unique
          Local IPv6 Unicast Addresses (ULA) [RFC4193] prefix.



   4.  When creating a temporary address, the lifetime values MUST be
       derived from the corresponding prefix as follows:



       *  Its Valid Lifetime is the lower of the Valid Lifetime of the
          prefix and TEMP_VALID_LIFETIME



       *  Its Preferred Lifetime is the lower of the Preferred Lifetime
          of the prefix and TEMP_PREFERRED_LIFETIME - DESYNC_FACTOR.



   5.  A temporary address is created only if this calculated Preferred
       Lifetime is greater than REGEN_ADVANCE time units.  In
       particular, an implementation MUST NOT create a temporary address
       with a zero Preferred Lifetime.



   6.  New temporary addresses MUST be created by appending a randomized
       interface identifier (generates as described in Section 3.3 of
       this document) to the prefix that was received.



   7.  The node MUST perform duplicate address detection (DAD) on the
       generated temporary address.  If DAD indicates the address is
       already in use, the node MUST generate a new randomized interface
       identifier, and repeat the previous steps as appropriate up to
       TEMP_IDGEN_RETRIES times.  If after TEMP_IDGEN_RETRIES
       consecutive attempts no non-unique address was generated, the
       node MUST log a system error and MUST NOT attempt to generate
       temporary addresses for that interface.  This allows hosts to
       recover from occasional DAD failures, or otherwise log the
       recurrent address collisions.




3.5. Expiration of Temporary Addresses

   When a temporary address becomes deprecated, a new one MUST be
   generated.  This is done by repeating the actions described in
   Section 3.4, starting at step 4).  Note that, except for the
   transient period when a temporary address is being regenerated, in
   normal operation at most one temporary address per prefix should be
   in a non-deprecated state at any given time on a given interface.
   Note that if a temporary address becomes deprecated as result of
   processing a Prefix Information Option with a zero Preferred
   Lifetime, then a new temporary address MUST NOT be generated.  To
   ensure that a preferred temporary address is always available, a new
   temporary address SHOULD be regenerated slightly before its
   predecessor is deprecated.  This is to allow sufficient time to avoid
   race conditions in the case where generating a new temporary address
   is not instantaneous, such as when duplicate address detection must
   be run.  The node SHOULD start the address regeneration process
   REGEN_ADVANCE time units before a temporary address would actually be
   deprecated.



   As an optional optimization, an implementation MAY remove a
   deprecated temporary address that is not in use by applications or
   upper layers as detailed in Section 6.




3.6. Regeneration of Temporary Addresses

   The frequency at which temporary addresses change depends on how a
   device is being used (e.g., how frequently it initiates new
   communication) and the concerns of the end user.  The most egregious
   privacy concerns appear to involve addresses used for long periods of
   time (weeks to months to years).  The more frequently an address
   changes, the less feasible collecting or coordinating information
   keyed on interface identifiers becomes.  Moreover, the cost of
   collecting information and attempting to correlate it based on
   interface identifiers will only be justified if enough addresses
   contain non-changing identifiers to make it worthwhile.  Thus, having
   large numbers of clients change their address on a daily or weekly
   basis is likely to be sufficient to alleviate most privacy concerns.



   There are also client costs associated with having a large number of
   addresses associated with a node (e.g., in doing address lookups, the
   need to join many multicast groups, etc.).  Thus, changing addresses
   frequently (e.g., every few minutes) may have performance
   implications.



   Nodes following this specification SHOULD generate new temporary
   addresses on a periodic basis.  This can be achieved by generating a
   new temporary address at least once every (TEMP_PREFERRED_LIFETIME -
   REGEN_ADVANCE - DESYNC_FACTOR) time units.  As described above,
   generating a new temporary address REGEN_ADVANCE time units before a
   temporary address becomes deprecated produces addresses with a
   preferred lifetime no larger than TEMP_PREFERRED_LIFETIME.  The value
   DESYNC_FACTOR is a random value (different for each client) that
   ensures that clients don't synchronize with each other and generate
   new addresses at exactly the same time.  When the preferred lifetime
   expires, a new temporary address MUST be generated using the new
   randomized interface identifier.



   Because the precise frequency at which it is appropriate to generate
   new addresses varies from one environment to another, implementations
   SHOULD provide end users with the ability to change the frequency at
   which addresses are regenerated.  The default value is given in
   TEMP_PREFERRED_LIFETIME and is one day.  In addition, the exact time
   at which to invalidate a temporary address depends on how
   applications are used by end users.  Thus, the suggested default
   value of two days (TEMP_VALID_LIFETIME) may not be appropriate in all
   environments.  Implementations SHOULD provide end users with the
   ability to override both of these default values.



   Finally, when an interface connects to a new (different) link, a new
   set of temporary addresses MUST be generated immediately for use on
   the new link.  If a device moves from one link to another, generating
   a new set of temporary addresses ensures that the device uses
   different randomized interface identifiers for the temporary
   addresses associated with the two links, making it more difficult to
   correlate addresses from the two different links as being from the
   same node.  The node MAY follow any process available to it, to
   determine that the link change has occurred.  One such process is
   described by "Simple Procedures for Detecting Network Attachment in
   IPv6" [RFC6059].  Detecting link changes would prevent link down/up
   events from causing temporary addresses to be (unnecessarily)
   regenerated.




3.7. Implementation Considerations

   Devices implementing this specification MUST provide a way for the
   end user to explicitly enable or disable the use of temporary
   addresses.  In addition, a site might wish to disable the use of
   temporary addresses in order to simplify network debugging and
   operations.  Consequently, implementations SHOULD provide a way for
   trusted system administrators to enable or disable the use of
   temporary addresses.



   Additionally, sites might wish to selectively enable or disable the
   use of temporary addresses for some prefixes.  For example, a site
   might wish to disable temporary address generation for "Unique local"
   [RFC4193] prefixes while still generating temporary addresses for all
   other global prefixes.  Another site might wish to enable temporary
   address generation only for the prefixes 2001:db8:1::/48 and
   2001:db8:2::/48 while disabling it for all other prefixes.  To
   support this behavior, implementations SHOULD provide a way to enable
   and disable generation of temporary addresses for specific prefix
   subranges.  This per-prefix setting SHOULD override the global
   settings on the node with respect to the specified prefix subranges.
   Note that the per-prefix setting can be applied at any granularity,
   and not necessarily on a per subnet basis.



   Use of the extensions defined in this document may complicate
   debugging and other operational troubleshooting activities.
   Consequently, it may be site policy that temporary addresses should
   not be used.  Consequently, implementations MUST provide a method for
   the end user or trusted administrator to override the use of
   temporary addresses.




3.8. Defined Constants

   Constants defined in this document include:



   TEMP_VALID_LIFETIME -- Default value: 2 days.  Users should be able
   to override the default value.



   TEMP_PREFERRED_LIFETIME -- Default value: 1 day.  Users should be
   able to override the default value.



   REGEN_ADVANCE -- 5 seconds



   MAX_DESYNC_FACTOR -- 10 minutes.  Upper bound on DESYNC_FACTOR.



   DESYNC_FACTOR -- A random value within the range 0 -
   MAX_DESYNC_FACTOR.  It is computed once at system start (rather than
   each time it is used) and must never be greater than
   (TEMP_PREFERRED_LIFETIME - REGEN_ADVANCE).



   TEMP_IDGEN_RETRIES -- Default value: 3




4. Implications of Changing Interface Identifiers

   The desires of protecting individual privacy versus the desire to
   effectively maintain and debug a network can conflict with each
   other.  Having clients use addresses that change over time will make
   it more difficult to track down and isolate operational problems.
   For example, when looking at packet traces, it could become more
   difficult to determine whether one is seeing behavior caused by a
   single errant machine, or by a number of them.



   Network deployments are currently recommended to provide multiple
   IPv6 addresses from each prefix to general-purpose hosts [RFC7934].
   However, in some scenarios, use of a large number of IPv6 addresses
   may have negative implications on network devices that need to
   maintain entries for each IPv6 address in some data structures (e.g.,
   [RFC7039]).  Additionally, concurrent active use of multiple IPv6
   addresses will increase neighbour discovery traffic if Neighbour
   Caches in network devices are not large enough to store all addresses
   on the link.  This can impact performance and energy efficiency on
   networks on which multicast is expensive (e.g.
   [I-D.ietf-mboned-ieee802-mcast-problems]).



   The use of temporary addresses may cause unexpected difficulties with
   some applications.  For example, some servers refuse to accept
   communications from clients for which they cannot map the IP address
   into a DNS name.  That is, they perform a DNS PTR query to determine
   the DNS name, and may then also perform an AAAA query on the returned
   name to verify that the returned DNS name maps back into the address
   being used.  Consequently, clients not properly registered in the DNS
   may be unable to access some services.  However, a node's DNS name
   (if non-changing) would serve as a constant identifier.  The wide
   deployment of the extension described in this document could
   challenge the practice of inverse-DNS-based "validation", which has
   little validity, though it is widely implemented.  In order to meet
   server challenges, nodes could register temporary addresses in the
   DNS using random names (for example, a string version of the random
   address itself), albeit at the expense of increased complexity.



   In addition, some applications may not behave robustly if temporary
   addresses are used and an address expires before the application has
   terminated, or if it opens multiple sessions, but expects them to all
   use the same addresses.




5. Significant Changes from RFC4941

   This section summarizes the changes in this document relative to RFC
   4941 that an implementer of RFC 4941 should be aware of.



   Broadly speaking, this document introduces the following changes:



   o  Addresses a number of flaws in the algorithm for generating
      temporary addresses: The aforementioned flaws include the use of
      MD5 for computing the temporary IIDs, and reusing the same IID for
      multiple prefixes (see [RAID2015] and [RFC7721] for further
      details).



o  Allows hosts to employ only temporary addresses:
   [RFC4941] assumed that temporary addresses were configured in
   addition to stable addresses.  This document does not imply or
   require the configuration of stable addresses, and thus
   implementations can now configure both stable and temporary
   addresses, or temporary addresses only.

o  Removes the recommendation that temporary addresses be disabled by
   default:
   This is in line with BCP188 ([RFC7258]), and also with BCP204
   ([RFC7934]).

o  Reduces the default Valid Lifetime for temporary addresses:
   The default Valid Lifetime for temporary addresses has been
   reduced from 1 week to 2 days, decreasing the typical number of
   concurrent temporary addresses from 7 to 2.  This reduces the
   possible stress on network elements (see Section 4 for further
   details).



   o  Addresses all errata submitted for [RFC4941].




6. Future Work

   An implementation might want to keep track of which addresses are
   being used by upper layers so as to be able to remove a deprecated
   temporary address from internal data structures once no upper layer
   protocols are using it (but not before).  This is in contrast to
   current approaches where addresses are removed from an interface when
   they become invalid [RFC4862], independent of whether or not upper
   layer protocols are still using them.  For TCP connections, such
   information is available in control blocks.  For UDP-based
   applications, it may be the case that only the applications have
   knowledge about what addresses are actually in use.  Consequently, an
   implementation generally will need to use heuristics in deciding when
   an address is no longer in use.




7. Implementation Status

   [The RFC-Editor should remove this section before publishing this
   document as an RFC]



   The following are known implementations of this document:



   o  FreeBSD kernel: There is a FreeBSD kernel implementation of this
      document, albeit not yet committed.  The implementation has been
      done in April 2020 by Fernando Gont <fgont@si6networks.com>.  The
      corresponding patch can be found at:
      <https://www.gont.com.ar/code/fgont-patch-linux-net-next-
      rfc4941bis.txt>



   o  Linux kernel: There is a Linux kernel implementation of this
      document for the net-next tree, albeit not yet committed.  The
      implementation has been done in April 2020 by Fernando Gont
      <fgont@si6networks.com>.  The corresponding patch can be found at:
      <https://www.gont.com.ar/code/fgont-patch-linux-net-next-
      rfc4941bis.txt>



   o  slaacd(8): slaacd(8) has traditionally used different randomized
      interface identifiers for each prefix, and it has recently reduced
      the Valid Lifetime of temporary addresses as specified in
      Section 3.8, thus fully implementing this document.  The
      implementation has been done by Florian Obser
      <florian@openbsd.org>, with the update to the temporary address
      Valid Lifetime applied in March 2020.  The implementation can be
      found at: <https://github.com/openbsd/src/tree/master/sbin/slaacd>




8. Security Considerations

   If a very small number of nodes (say, only one) use a given prefix
   for extended periods of time, just changing the interface identifier
   part of the address may not be sufficient to mitigate address-based
   network activity correlation, since the prefix acts as a constant
   identifier.  The procedures described in this document are most
   effective when the prefix is reasonably non static or is used by a
   fairly large number of nodes.  Additionally, if a temporary address
   is used in a session where the user authenticates, any notion of
   "privacy" for that address is compromised.



   While this document discusses ways of obscuring a user's IP address,
   the method described is believed to be ineffective against
   sophisticated forms of traffic analysis.  To increase effectiveness,
   one may need to consider the use of more advanced techniques, such as
   Onion Routing [ONION].



   Ingress filtering has been and is being deployed as a means of
   preventing the use of spoofed source addresses in Distributed Denial
   of Service (DDoS) attacks.  In a network with a large number of
   nodes, new temporary addresses are created at a fairly high rate.
   This might make it difficult for ingress filtering mechanisms to
   distinguish between legitimately changing temporary addresses and
   spoofed source addresses, which are "in-prefix" (using a
   topologically correct prefix and non-existent interface ID).  This
   can be addressed by using access control mechanisms on a per-address
   basis on the network egress point.
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Abstract

   This document describes how the existing IPv6 OAM mechanisms can be
   used in an SRv6 network.  The document also introduces enhancements
   for OAM mechanisms for SRv6 networks.
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1. Introduction

   As Segment Routing with IPv6 data plane (SRv6) [RFC8402] simply adds
   a new type of Routing Extension Header, existing IPv6 OAM mechanisms
   can be used in an SRv6 network.  This document describes how the
   existing IPv6 mechanisms for ping and trace route can be used in an
   SRv6 network.



   The document also introduces enhancements for OAM mechanism for SRv6
   networks.  Specifically, the document describes an OAM mechanism for
   performing controllable and predictable flow sampling from segment
   endpoints using, e.g., IP Flow Information Export (IPFIX) protocol
   [RFC7011].  The document also outlines how centralized OAM technique
   in [RFC8403] can be extended for SRv6 to perform a path continuity
   check between any nodes within an SRv6 domain from a centralized
   monitoring system.




1.1. Requirements Language

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119], [RFC8174].




1.2. Abbreviations

   The following abbreviations are used in this document:



      SID: Segment ID.



      SL: Segments Left.



      SR: Segment Routing.



      SRH: Segment Routing Header [RFC8754].



      SRv6: Segment Routing with IPv6 Data plane.



      TC: Traffic Class.



      ICMPv6: ICMPv6 Specification [RFC4443].




1.3. Terminology and Reference Topology

   Throughout the document, the following terminology and simple
   topology is used for illustration.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑| N100 |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|                                                                   |
|  ====== link1====== link3‑‑‑‑‑‑ link5====== link9‑‑‑‑‑‑   ======  |
   ||N1||‑‑‑‑‑‑||N2||‑‑‑‑‑‑| N3 |‑‑‑‑‑‑||N4||‑‑‑‑‑‑| N5 |‑‑‑||N7||
   ||  ||‑‑‑‑‑‑||  ||‑‑‑‑‑‑|    |‑‑‑‑‑‑||  ||‑‑‑‑‑‑|    |‑‑‑||  ||
   ====== link2====== link4‑‑‑‑‑‑ link6======link10‑‑‑‑‑‑   ======
      |            |                      |                   |
   ‑‑‑+‑‑          |       ‑‑‑‑‑‑         |                 ‑‑+‑‑‑
   |CE 1|          +‑‑‑‑‑‑‑| N6 |‑‑‑‑‑‑‑‑‑+                 |CE 2|
   ‑‑‑‑‑‑            link7 |    | link8                     ‑‑‑‑‑‑
                           ‑‑‑‑‑‑



                           Figure 1 Reference Topology



   In the reference topology:



      Node k has a classic IPv6 loopback address 2001:DB8:A:k::/128.



      Nodes N1, N2, N4 and N7 are SRv6 capable nodes.



      Nodes N3, N5 and N6 are IPv6 nodes that are not SRv6 capable.
      Such nodes are referred as classic IPv6 nodes.



      CE1 and CE2 are Customer Edge devices of any data plane capability
      (e.g., IPv4, IPv6, L2, etc.).



      A SID at node k with locator block 2001:DB8:B::/48 and function F
      is represented by 2001:DB8:B:k:F::.



      Node N100 is a controller.



      The IPv6 address of the nth Link between node X and Y at the X
      side is represented as 2001:DB8:X:Y:Xn::, e.g., the IPv6 address
      of link6 (the 2nd link) between N3 and N4 at N3 in Figure 1 is
      2001:DB8:3:4:32::.  Similarly, the IPv6 address of link5 (the 1st
      link between N3 and N4) at node 3 is 2001:DB8:3:4:31::.



      2001:DB8:B:k:Cij:: is explicitly allocated as the END.X SID (refer
      [I-D.ietf-spring-srv6-network-programming]) at node k towards
      neighbor node i via jth Link between node i and node k.  e.g.,
      2001:DB8:B:2:C31:: represents END.X at N2 towards N3 via link3
      (the 1st link between N2 and N3).  Similarly, 2001:DB8:B:4:C52::
      represents the END.X at N4 towards N5 via link10.



      A SID list is represented as <S1, S2, S3> where S1 is the first
      SID to visit, S2 is the second SID to visit and S3 is the last SID
      to visit along the SR path.



      (SA,DA) (S3, S2, S1; SL)(payload) represents an IPv6 packet with:



      *  IPv6 header with source address SA, destination addresses DA
         and SRH as next-header



      *  SRH with SID list <S1, S2, S3> with SegmentsLeft = SL



      *  Note the difference between the < > and () symbols: <S1, S2,
         S3> represents a SID list where S1 is the first SID and S3 is
         the last SID to traverse.  (S3, S2, S1; SL) represents the same
         SID list but encoded in the SRH format where the rightmost SID
         in the SRH is the first SID and the leftmost SID in the SRH is
         the last SID.  When referring to an SR policy in a high-level
         use-case, it is simpler to use the <S1, S2, S3> notation.  When



         referring to an illustration of the detailed packet behavior,
         the (S3, S2, S1; SL) notation is more convenient.



      *  (payload) represents the the payload of the packet.



      SRH[SL] represents the SID pointed by the SL field in the first
      SRH.  In our example SID list (S3, S2, S1; SL), SRH[2] represents
      S1, SRH[1] represents S2 and SRH[0] represents S3.




2. OAM Mechanisms

   This section defines OAM enhancement for the SRv6 networks.




2.1. O-flag in Segment Routing Header


   [RFC8754]
 describes the Segment Routing Header (SRH) and how SR
   capable nodes use it.  The SRH contains an 8-bit "Flags" field.  This
   document defines the following bit in the SRH.Flags to carry the
   O-flag:



 0 1 2 3 4 5 6 7
+‑+‑+‑+‑+‑+‑+‑+‑+
|   |O|         |
+‑+‑+‑+‑+‑+‑+‑+‑+




   Where:



      O-flag: OAM flag.



   The document does not define any other flag in the SRH.Flags and
   meaning and processing of any other bit in SRH.Flags is outside of
   the scope of this document.




2.1.1. O-flag Processing

   The O-flag in SRH is used as a marking-bit in the user packets to
   trigger the telemetry data collection and export at the segment
   endpoints.



   This document does not specify the data elements that needs to be
   exported and the associated configurations.  Similarly, this document
   does not define any formats for exporting the data elements.
   Nonetheless, without the loss of generality, this document assumes IP
   Flow Information Export (IPFIX) protocol [RFC7011] is used for
   exporting the traffic flow information from the network devices to a
   controller for monitoring and analytics.  Similarly, without the loss
   of generality, this document assumes requested information elements
   are configured by the management plane through data set templates
   (e.g., as in IPFIX [RFC7012]).



   Implementation of the O-flag is OPTIONAL.  If a node does not support
   the O-flag, then upon reception it simply ignores it.  If a node
   supports the O-flag, it can optionally advertise its potential via
   control plan protocol(s).



   When N receives a packet whose IPv6 DA is S and S is a local SID, the
   line S01 of the pseudo-code associated with the SID S, as defined in
   section 4.3.1.1 of [RFC8754], is modified as follows for the O-flag
   processing.



S01.1. IF SRH.Flags.O‑flag is set and local configuration permits
       O‑flag processing THEN
          a. Make a copy of the packet.
          b. Send the copied packet, along with a timestamp
          to the OAM process for telemetry data collection
          and export.      ;; Ref1
Ref1: An implementation SHOULD copy and record the timestamp as
soon as possible during packet processing. Timestamp or any other
metadata is not
carried in the packet forwarded to the next hop.




   Please note that the O-flag processing happens before execution of
   regular processing of the local SID S.



   Based on the requested information elements configured by the
   management plane through data set templates [RFC7012], the OAM
   process exports the requested information elements.  The information
   elements include parts of the packet header and/or parts of the
   packet payload for flow identification.  The OAM process uses
   information elements defined in IPFIX [RFC7011] and PSAMP [RFC5476]
   for exporting the requested sections of the mirrored packets.



   If the telemetry data from the last node in the segment-list (egress
   node) is desired, the ingress uses an Ultimate Segment Pop (USP) SID
   advertised by the egress node.



   The processing node SHOULD rate-limit the number of packets punted to
   the OAM process to avoid hitting any performance impact.



   The OAM process MUST NOT process the copy of the packet or respond to
   any upper-layer header (like ICMP, UDP, etc.) payload to prevent
   multiple evaluations of the datagram.



   Specification of the OAM process or the external controller
   operations are beyond the scope of this document.  How to correlate
   the data collected from different nodes at an external controller is
   also outside the scope of the document.  Section 3 illustrates use of
   the SRH.Flags.O-flag for implementing a hybrid OAM mechanism, where
   the "hybrid" classification is based on RFC7799 [RFC7799].




2.2. OAM Operations

   IPv6 OAM operations can be performed for any SRv6 SID whose behavior
   allows Upper Layer Header processing for an applicable OAM payload
   (e.g., ICMP, UDP).



   Ping to a SID is used for SID connectivity checks and to validate the
   availability of a SID.  Traceroute to a SID is used for hop-by-hop
   fault localization as well as path tracing to a SID.  Section 3
   illustrates the ICMPv6 based ping and the UDP based traceroute
   mechanisms for ping and traceroute to an SRv6 SID.  Although this
   document only illustrates ICMP ping and UDP-based traceroute to an
   SRv6 SID, the procedures are equally applicable to other IPv6 OAM
   probing to an SRv6 SID (e.g., Bidirectional Forwarding Detection
   (BFD) [RFC5880], Seamless BFD (SBFD) [RFC7880], Two-Way Active
   Measurement Protocol (TWAMP) [RFC5357], Simple Two-Way Active
   Measurement Protocol (STAMP) [RFC8762], etc.).  Specifically, as long
   as local configuration allows the Upper-layer Header processing of
   the applicable OAM payload for SRv6 SIDs, the existing IPv6 OAM
   techniques can be used to target a probe to a (remote) SID.



   IPv6 OAM operations can be performed with the target SID in the IPv6
   destination address without SRH or with SRH where the target SID is
   the last segment.  In general, OAM operations to a target SID may not
   exercise all of its processing depending on its behavior definition.
   For example, ping to an END.X SID (refer [I-D.ietf-spring-srv6-
   network-programming]) at the target node only validates availability
   of the SID and does not validate switching to the correct outgoing
   interface.  To exercise the behavior of a target SID, the OAM
   operation SHOULD construct the probe in a manner similar to a data
   packet that exercises the SID behavior, i.e. to include that SID as a
   transit SID in either an SRH or IPv6 DA of an outer IPv6 header or as
   appropriate based on the definition of the SID behavior.




3. Illustrations

   This section shows how some of the existing IPv6 OAM mechanisms can
   be used in an SRv6 network.  It also illustrates an OAM mechanism for
   performing controllable and predictable flow sampling from segment
   endpoints.  How centralized OAM technique in [RFC8403] can be
   extended for SRv6 is also described in this Section.




3.1. Ping in SRv6 Networks

   The following subsections outline some use cases of the ICMP ping in
   the SRv6 networks.




3.1.1. Classic Ping

   The existing mechanism to perform the connectivity checks, along the
   shortest path, continues to work without any modification.  The
   initiator may be an SRv6 node or a classic IPv6 node.  Similarly, the
   egress or transit may be an SRv6 capable node or a classic IPv6 node.



   If an SRv6 capable ingress node wants to ping an IPv6 address via an
   arbitrary segment list <S1, S2, S3>, it needs to initiate ICMPv6 ping
   with an SR header containing the SID list <S1, S2, S3>.  This is
   illustrated using the topology in Figure 1.  Assume all the links
   have IGP metric 10 except both links between node2 and node3, which
   have IGP metric set to 100.  User issues a ping from node N1 to a
   loopback of node 5, via segment list <2001:DB8:B:2:C31::,
   2001:DB8:B:4:C52::>.  The SID behavior used in the example is End.X
   SID (refer [I-D.ietf-spring-srv6-network-programming]) but the
   procedure is equally applicable to any other (transit) SID type.



   Figure 2 contains sample output for a ping request initiated at node
   N1 to the loopback address of node N5 via a segment list
   <2001:DB8:B:2:C31::, 2001:DB8:B:4:C52::>.




       > ping 2001:DB8:A:5:: via segment-list 2001:DB8:B:2:C31::,

              2001:DB8:B:4:C52::



Sending 5, 100‑byte ICMP Echos to B5::, timeout is 2 seconds:
!!!!!
Success rate is 100 percent (5/5), round‑trip min/avg/max = 0.625
/0.749/0.931 ms



               Figure 2 A sample ping output at an SRv6 capable node




   All transit nodes process the echo request message like any other
   data packet carrying SR header and hence do not require any change.
   Similarly, the egress node (IPv6 classic or SRv6 capable) does not
   require any change to process the ICMPv6 echo request.  For example,
   in the ping example of Figure 2:



   o  Node N1 initiates an ICMPv6 ping packet with SRH as follows
      (2001:DB8:A:1::, 2001:DB8:B:2:C31::) (2001:DB8:A:5::,



      2001:DB8:B:4:C52::, 2001:DB8:B:2:C31::, SL=2, NH = ICMPv6)(ICMPv6
      Echo Request).



   o  Node N2, which is an SRv6 capable node, performs the standard SRH
      processing.  Specifically, it executes the END.X behavior
      (2001:DB8:B:2:C31::) and forwards the packet on link3 to N3.



   o  Node N3, which is a classic IPv6 node, performs the standard IPv6
      processing.  Specifically, it forwards the echo request based on
      the DA 2001:DB8:B:4:C52:: in the IPv6 header.



   o  Node N4, which is an SRv6 capable node, performs the standard SRH
      processing.  Specifically, it observes the END.X behavior
      (2001:DB8:B:4:C52::) and forwards the packet on link10 towards N5.
      If 2001:DB8:B:4:C52:: is a PSP SID, The penultimate node (Node N4)
      does not, should not and cannot differentiate between the data
      packets and OAM probes.  Specifically, if 2001:DB8:B:4:C52:: is a
      PSP SID, node N4 executes the SID like any other data packet with
      DA = 2001:DB8:B:4:C52:: and removes the SRH.



   o  The echo request packet at N5 arrives as an IPv6 packet with or
      without an SRH.  If N5 receives the packet with SRH, it skips SRH
      processing (SL=0).  In either case, Node N5 performs the standard
      IPv6/ ICMPv6 processing on the echo request.




3.1.2. Pinging a SID

   The classic ping described in the previous section applies equally to
   perform SID connectivity checks and to validate the availability of a
   remote SID.  This is explained using an example in the following.
   The example uses ping to an END SID (refer [I-D.ietf-spring-srv6-
   network-programming]) but the procedure is equally applicable to ping
   any other SID behaviors.



   Consider the example where the user wants to ping a remote SID
   2001:DB8:B:4::, via 2001:DB8:B:2:C31::, from node N1.  The ICMPv6
   echo request is processed at the individual nodes along the path as
   follows:



   o  Node N1 initiates an ICMPv6 ping packet with SRH as follows
      (2001:DB8:A:1::, 2001:DB8:B:2:C31::) (2001:DB8:B:4::,
      2001:DB8:B:2:C31::; SL=1; NH=ICMPv6)(ICMPv6 Echo Request).



   o  Node N2, which is an SRv6 capable node, performs the standard SRH
      processing.  Specifically, it executes the END.X behavior
      (2001:DB8:B:2:C31::) on the echo request packet.  If
      2001:DB8:B:2:C31:: is a PSP SID, node N4 executes the SID like any



      other data packet with DA = 2001:DB8:B:2:C31:: and removes the
      SRH.



   o  Node N3, which is a classic IPv6 node, performs the standard IPv6
      processing.  Specifically, it forwards the echo request based on
      DA = 2001:DB8:B:4:: in the IPv6 header.



   o  When node N4 receives the packet, it processes the target SID
      (2001:DB8:B:4::).



   o  If the target SID (2001:DB8:B:4::) is not locally instantiated,
      the packet is discarded



   o  If the target SID (2001:DB8:B:4::) is locally instantiated, the
      node processes the upper layer header.  As part of the upper layer
      header processing node N4 respond to the ICMPv6 echo request
      message.




3.2. Traceroute

   There is no hardware or software change required for traceroute
   operation at the classic IPv6 nodes in an SRv6 network.  That
   includes the classic IPv6 node with ingress, egress or transit roles.
   Furthermore, no protocol changes are required to the standard
   traceroute operations.  In other words, existing traceroute
   mechanisms work seamlessly in the SRv6 networks.



   The following subsections outline some use cases of the traceroute in
   the SRv6 networks.




3.2.1. Classic Traceroute

   The existing mechanism to traceroute a remote IP address, along the
   shortest path, continues to work without any modification.  The
   initiator may be an SRv6 node or a classic IPv6 node.  Similarly, the
   egress or transit may be an SRv6 node or a classic IPv6 node.



   If an SRv6 capable ingress node wants to traceroute to IPv6 address
   via an arbitrary segment list <S1, S2, S3>, it needs to initiate
   traceroute probe with an SR header containing the SID list <S1, S2,
   S3>.  That is illustrated using the topology in Figure 1.  Assume all
   the links have IGP metric 10 except both links between node2 and
   node3, which have IGP metric set to 100.  User issues a traceroute
   from node N1 to a loopback of node 5, via segment list
   <2001:DB8:B:2:C31::, 2001:DB8:B:4:C52::>.  The SID behavior used in
   the example is End.X SID (refer [I-D.ietf-spring-srv6-network-
   programming]) but the procedure is equally applicable to any other
   (transit) SID type.  Figure 3 contains sample output for the
   traceroute request.




   > traceroute 2001:DB8:A:5:: via segment-list 2001:DB8:B:2:C31::,

                2001:DB8:B:4:C52::



Tracing the route to 2001:DB8:A:5::
1  2001:DB8:1:2:21:: 0.512 msec 0.425 msec 0.374 msec
   DA: 2001:DB8:B:2:C31::,
   SRH:(2001:DB8:A:5::, 2001:DB8:B:4:C52::, 2001:DB8:B:2:C31::, SL=2)
2  2001:DB8:2:3:31:: 0.721 msec 0.810 msec 0.795 msec
   DA: 2001:DB8:B:4:C52::,
   SRH:(2001:DB8:A:5::, 2001:DB8:B:4:C52::, 2001:DB8:B:2:C31::, SL=1)
3  2001:DB8:3:4::41:: 0.921 msec 0.816 msec 0.759 msec
   DA: 2001:DB8:B:4:C52::,
   SRH:(2001:DB8:A:5::, 2001:DB8:B:4:C52::, 2001:DB8:B:2:C31::, SL=1)
4  2001:DB8:4:5::52:: 0.879 msec 0.916 msec 1.024 msec
   DA: 2001:DB8:A:5::



      Figure 3 A sample traceroute output at an SRv6 capable node




   Please note that information for hop2 is returned by N3, which is a
   classic IPv6 node.  Nonetheless, the ingress node is able to display
   SR header contents as the packet travels through the IPv6 classic
   node.  This is because the "Time Exceeded Message" ICMPv6 message can
   contain as much of the invoking packet as possible without the ICMPv6
   packet exceeding the minimum IPv6 MTU [RFC4443].  The SR header is
   also included in these ICMPv6 messages initiated by the classic IPv6
   transit nodes that are not running SRv6 software.  Specifically, a
   node generating ICMPv6 message containing a copy of the invoking
   packet does not need to understand the extension header(s) in the
   invoking packet.



   The segment list information returned for hop1 is returned by N2,
   which is an SRv6 capable node.  Just like for hop2, the ingress node
   is able to display SR header contents for hop1.



   There is no difference in processing of the traceroute probe at an
   IPv6 classic node and an SRv6 capable node.  Similarly, both IPv6
   classic and SRv6 capable nodes may use the address of the interface
   on which probe was received as the source address in the ICMPv6
   response.  ICMP extensions defined in [RFC5837] can be used to also
   display information about the IP interface through which the datagram
   would have been forwarded had it been forwardable, and the IP next
   hop to which the datagram would have been forwarded, the IP interface
   upon which a datagram arrived, the sub-IP component of an IP
   interface upon which a datagram arrived.



   The information about the IP address of the incoming interface on
   which the traceroute probe was received by the reporting node is very
   useful.  This information can also be used to verify if SIDs
   2001:DB8:B:2:C31:: and 2001:DB8:B:4:C52:: are executed correctly by
   N2 and N4, respectively.  Specifically, the information displayed for
   hop2 contains the incoming interface address 2001:DB8:2:3:31:: at N3.
   This matches with the expected interface bound to END.X behavior
   2001:DB8:B:2:C31:: (link3).  Similarly, the information displayed for
   hop5 contains the incoming interface address 2001:DB8:4:5::52:: at
   N5.  This matches with the expected interface bound to the END.X
   behavior 2001:DB8:B:4:C52:: (link10).




3.2.2. Traceroute to a SID

   The classic traceroute described in the previous section applies
   equally to traceroute a remote SID behavior, as explained using an
   example in the following.  The example uses traceroute to an END SID
   (refer [I-D.ietf-spring-srv6-network-programming]) but the procedure
   is equally applicable to tracerouting any other SID behaviors.



   Please note that traceroute to a SID is exemplified using UDP probes.
   However, the procedure is equally applicable to other implementations
   of traceroute mechanism.



   Consider the example where the user wants to traceroute a remote SID
   2001:DB8:B:4::, via 2001:DB8:B:2:C31::, from node N1.  The traceroute
   probe is processed at the individual nodes along the path as follows:



   o  Node N1 initiates a traceroute probe packet with a monotonically
      increasing value of hop count and SRH as follows (2001:DB8:A:1::,
      2001:DB8:B:2:C31::) (2001:DB8:B:4::, 2001:DB8:B:2:C31::; SL=1;
      NH=UDP)(Traceroute probe).



   o  When node N2 receives the packet with hop-count = 1, it processes
      the hop count expiry.  Specifically, the node N2 responses with
      the ICMPv6 message (Type: "Time Exceeded", Code: "Time to Live
      exceeded in Transit").



   o  When Node N2 receives the packet with hop-count > 1, it performs
      the standard SRH processing.  Specifically, it executes the END.X
      behavior (2001:DB8:B:2:C31::) on the traceroute probe.  If
      2001:DB8:B:2:C31:: is a PSP SID, node N4 executes the SID like any
      other data packet with DA = 2001:DB8:B:2:C31:: and removes the
      SRH.



   o  When node N3, which is a classic IPv6 node, receives the packet
      with hop-count = 1, it processes the hop count expiry.
      Specifically, the node N3 responses with the ICMPv6 message (Type:
      "Time Exceeded", Code: "Time to Live exceeded in Transit").



   o  When node N3, which is a classic IPv6 node, receives the packet
      with hop-count > 1, it performs the standard IPv6 processing.
      Specifically, it forwards the traceroute probe based on DA
      2001:DB8:B:4:: in the IPv6 header.



   o  When node N4 receives the packet with DA set to the local SID
      2001:DB8:B:4::, it processes the END SID.



   o  If the target SID (2001:DB8:B:4::) is not locally instantiated,
      the packet is discarded.



   o  If the target SID (2001:DB8:B:4::) is locally instantiated, the
      node processes the upper layer header.  As part of the upper layer
      header processing node N4 responses with the ICMPv6 message (Type:
      Destination unreachable, Code: Port Unreachable).



   Figure 4 displays a sample traceroute output for this example.





     > traceroute 2001:DB8:B:4:C52:: via segment-list 2001:DB8:B:2:C31::



Tracing the route to SID 2001:DB8:B:4:C52::
1  2001:DB8:1:2:21:: 0.512 msec 0.425 msec 0.374 msec
   DA: 2001:DB8:B:2:C31::,
   SRH:(2001:DB8:B:4:C52::, 2001:DB8:B:2:C31::; SL=1)
2  2001:DB8:2:3:31:: 0.721 msec 0.810 msec 0.795 msec
   DA: 2001:DB8:B:4:C52::,
   SRH:(2001:DB8:B:4:C52::, 2001:DB8:B:2:C31::; SL=0)
3  2001:DB8:3:4:41:: 0.921 msec 0.816 msec 0.759 msec
   DA: 2001:DB8:B:4:C52::,
   SRH:(2001:DB8:B:4:C52::, 2001:DB8:B:2:C31::; SL=0)



          Figure 4 A sample output for hop-by-hop traceroute to a SID






3.3. A Hybrid OAM Using O-flag

   This section illustrates a hybrid OAM mechanism using the the
   SRH.Flags.O-flag.  Without loss of the generality, the illustration
   assumes N100 is a centralized controller.



   The illustration is different than the In-situ OAM defined in [I.D-
   draft-ietf-ippm-ioam-data].  This is because In-situ OAM records
   operational and telemetry information in the packet as the packet
   traverses a path between two points in the network [I.D-draft-ietf-
   ippm-ioam-data].  The illustration in section 3 does not require the
   recording of OAM data in the packet.



   The illustration does not assume any formats for exporting the data
   elements or the data elements that needs to be exported.



   Consider the example where the user wants to monitor sampled IPv4 VPN
   100 traffic going from CE1 to CE2 via a low latency SR policy P
   installed at Node N1.  To exercise a low latency path, the SR Policy
   P forces the packet via segments 2001:DB8:B:2:C31:: and
   2001:DB8:B:4:C52::.  The VPN SID at N7 associated with VPN100 is
   2001:DB8:B:7:DT100::.  2001:DB8:B:7:DT100:: is a USP SID.  N1, N4,
   and N7 are capable of processing SRH.Flags.O-flag but N2 is not
   capable of processing SRH.Flags.O-flag.  N100 is the centralized
   controller capable of processing and correlating the copy of the
   packets sent from nodes N1, N4, and N7.  N100 is aware of
   SRH.Flags.O-flag processing capabilities.  Controller N100 with the
   help from nodes N1, N4, N7 and implements a hybrid OAM mechanism
   using the SRH.Flags.O-flag as follows:



   o  A packet P1:(IPv4 header)(payload) is sent from CE1 to Node N1.



   o  Node N1 steers the packet P1 through the Policy P.  Based on a
      local configuration, Node N1 also implements logic to sample
      traffic steered through policy P for hybrid OAM purposes.
      Specification for the sampling logic is beyond the scope of this
      document.  Consider the case where packet P1 is classified as a
      packet to be monitored via the hybrid OAM.  Node N1 sets
      SRH.Flags.O-flag during encapsulation required by policy P.  As
      part of setting the SRH.Flags.O-flag, node N1 also send a
      timestamped copy of the packet P1: (2001:DB8:A:1::,
      2001:DB8:B:2:C31::) (2001:DB8:B:7:DT100::, 2001:DB8:B:4:C52::,
      2001:DB8:B:2:C31::; SL=2; O-flag=1; NH=IPv4)(IPv4 header)(payload)
      to a local OAM process.  The local OAM process sends a full or
      partial copy of the packet P1 to the controller N100.  The OAM
      process includes the recorded timestamp, additional OAM
      information like incoming and outgoing interface, etc. along with
      any applicable metadata.  Node N1 forwards the original packet
      towards the next segment 2001:DB8:B:2:C31::.



   o  When node N2 receives the packet with SRH.Flags.O-flag set, it
      ignores the SRH.Flags.O-flag.  This is because node N2 is not
      capable of processing the O-flag.  Node N2 performs the standard
      SRv6 SID and SRH processing.  Specifically, it executes the END.X



      (refer [I-D.ietf-spring-srv6-network-programming]) behavior
      (2001:DB8:B:2:C31::) and forwards the packet P1 (2001:DB8:A:1::,
      2001:DB8:B:4:C52::) (2001:DB8:B:7:DT100::, 2001:DB8:B:4:C52::,
      2001:DB8:B:2:C31::; SL=1; O-flag=1; NH=IPv4)(IPv4 header)(payload)
      over link 3 towards Node N3.



   o  When node N3, which is a classic IPv6 node, receives the packet P1
      , it performs the standard IPv6 processing.  Specifically, it
      forwards the packet P1 based on DA 2001:DB8:B:4:C52:: in the IPv6
      header.



   o  When node N4 receives the packet P1 (2001:DB8:A:1::,
      2001:DB8:B:4:C52::) (2001:DB8:B:7:DT100::, 2001:DB8:B:4:C52::,
      2001:DB8:B:2:C31::; SL=1; O-flag=1; NH=IPv4)(IPv4
      header)(payload), it processes the SRH.Flags.O-flag.  As part of
      processing the O-flag, it sends a timestamped copy of the packet
      to a local OAM process.  The local OAM process sends a full or
      partial copy of the packet P1 to the controller N100.  The OAM
      process includes the recorded timestamp, additional OAM
      information like incoming and outgoing interface, etc. along with
      any applicable metadata.  Node N4 performs the standard SRv6 SID
      and SRH processing on the original packet P1.  Specifically, it
      executes the END.X behavior (2001:DB8:B:4:C52::) and forwards the
      packet P1 (2001:DB8:A:1::, 2001:DB8:B:7:DT100::)
      (2001:DB8:B:7:DT100::, 2001:DB8:B:4:C52::, 2001:DB8:B:2:C31::;
      SL=0; O-flag=1; NH=IPv4)(IPv4 header)(payload) over link 10
      towards Node N5.



   o  When node N5, which is a classic IPv6 node, receives the packet
      P1, it performs the standard IPv6 processing.  Specifically, it
      forwards the packet based on DA 2001:DB8:B:7:DT100:: in the IPv6
      header.



   o  When node N7 receives the packet P1 (2001:DB8:A:1::,
      2001:DB8:B:7:DT100::) (2001:DB8:B:7:DT100::, 2001:DB8:B:4:C52::,
      2001:DB8:B:2:C31::; SL=0; O-flag=1; NH=IPv4)(IPv4
      header)(payload), it processes the SRH.Flags.O-flag.  As part of
      processing the O-flag, it sends a timestamped copy of the packet
      to a local OAM process.  The local OAM process sends a full or
      partial copy of the packet P1 to the controller N100.  The OAM
      process includes the recorded timestamp, additional OAM
      information like incoming and outgoing interface, etc. along with
      any applicable metadata.  Node N4 performs the standard SRv6 SID
      and SRH processing on the original packet P1.  Specifically, it
      executes the VPN SID (2001:DB8:B:7:DT100::) and based on lookup in
      table 100 forwards the packet P1 (IPv4 header)(payload) towards CE
      2.



   o  The controller N100 processes and correlates the copy of the
      packets sent from nodes N1, N4 and N7 to find segment-by-segment
      delays and provide other hybrid OAM information related to packet
      P1.



   o  The process continues for any other sampled packets.




3.4. Monitoring of SRv6 Paths

   In the recent past, network operators demonstrated interest in
   performing network OAM functions in a centralized manner.  [RFC8403]
   describes such a centralized OAM mechanism.  Specifically, the
   document describes a procedure that can be used to perform path
   continuity check between any nodes within an SR domain from a
   centralized monitoring system.  However, the document focuses on SR
   networks with MPLS data plane.  This document describes how the
   concept can be used to perform path monitoring in an SRv6 network
   from a centralized controller.



   In the reference topology in Figure 1, N100 uses an IGP protocol like
   OSPF or ISIS to get the topology view within the IGP domain.  N100
   can also use BGP-LS to get the complete view of an inter-domain
   topology.  The controller leverages the visibility of the topology to
   monitor the paths between the various endpoints.



   The controller N100 advertises an END (refer [I-D.ietf-spring-srv6-
   network-programming]) SID 2001:DB8:B:100:1::. To monitor any
   arbitrary SRv6 paths, the controller can create a loopback probe that
   originates and terminates on Node N100.  To distinguish between a
   failure in the monitored path and loss of connectivity between the
   controller and the network, Node N100 runs a suitable mechanism to
   monitor its connectivity to the monitored network.



   The loopback probes are exemplified using an example where controller
   N100 needs to verify a segment list <2001:DB8:B:2:C31::,
   2001:DB8:B:4:C52::>:



   o  N100 generates an OAM packet (2001:DB8:A:100::,
      2001:DB8:B:2:C31::)(2001:DB8:B:100:1::, 2001:DB8:B:4:C52::,
      2001:DB8:B:2:C31::, SL=2)(OAM Payload).  The controller routes the
      probe packet towards the first segment, which is
      2001:DB8:B:2:C31::.



   o  Node N2 executes the END.X behavior (2001:DB8:B:2:C31::) and
      forwards the packet (2001:DB8:A:100::,
      2001:DB8:B:4:C52::)(2001:DB8:B:100:1::, 2001:DB8:B:4:C52::,
      2001:DB8:B:2:C31::, SL=1)(OAM Payload) on link3 to N3.



   o  Node N3, which is a classic IPv6 node, performs the standard IPv6
      processing.  Specifically, it forwards the packet based on the DA
      2001:DB8:B:4:C52:: in the IPv6 header.



   o  Node N4 executes the END.X behavior (2001:DB8:B:4:C52::) and
      forwards the packet (2001:DB8:A:100::,
      2001:DB8:B:100:1::)(2001:DB8:B:100:1::, 2001:DB8:B:4:C52::,
      2001:DB8:B:2:C31::, SL=0)(OAM Payload) on link10 to N5.



   o  Node N5, which is a classic IPv6 node, performs the standard IPv6
      processing.  Specifically, it forwards the packet based on the DA
      2001:DB8:B:100:1:: in the IPv6 header.



   o  Node N100 executes the standard SRv6 END behavior.  It
      decapsulates the header and consume the probe for OAM processing.
      The information in the OAM payload is used to detect any missing
      probes, round trip delay, etc.



   The OAM payload type or the information carried in the OAM probe is a
   local implementation decision at the controller and is outside the
   scope of this document.




4. Implementation Status

   This section is to be removed prior to publishing as an RFC.



   See [I-D.matsushima-spring-srv6-deployment-status] for updated
   deployment and interoperability reports.




5. Security Considerations

   This document does not define any new protocol extensions and relies
   on existing procedures defined for ICMP.  This document does not
   impose any additional security challenges to be considered beyond
   security considerations described in [RFC4884], [RFC4443], [RFC0792],
   and [RFC8754].




6. IANA Considerations


6.1. Segment Routing Header Flags

   This I-D requests to IANA to allocate bit position 2, within the
   "Segment Routing Header Flags" registry defined in [RFC8754].
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1. Introduction

   Wireless Networks enable a wide variety of devices of any size to get
   interconnected, often at a very low marginal cost per device, at any
   range, and in circumstances where wiring may be impractical, for
   instance on fast-moving or rotating devices.



   On the other hand, Deterministic Networking maximizes the packet
   delivery ratio within a bounded latency so as to enable mission-
   critical machine-to-machine (M2M) operations.  Applications that need
   such networks are presented in [RFC8578].  The considered
   applications include Professional Media, Industrial Automation
   Control Systems (IACS), building automation, in-vehicle command and
   control, commercial automation and asset tracking with mobile
   scenarios, as well as gaming, drones and edge robotic control, and
   home automation applications.



   The Timeslotted Channel Hopping (TSCH) [RFC7554] mode of the IEEE
   Std. 802.15.4 [IEEE802154] Medium Access Control (MAC) was introduced
   with the IEEE Std. 802.15.4e [IEEE802154e] amendment and is now
   retrofitted in the main standard.  For all practical purposes, this
   document is expected to be insensitive to the revisions of that
   standard, which is thus referenced without a date.  TSCH is both a
   Time-Division Multiplexing and a Frequency-Division Multiplexing
   technique whereby a different channel can be used for each
   transmission, and that allows to schedule transmissions for
   deterministic operations, and applies to the slower and most energy
   constrained wireless use cases.



   The scheduled operation provides for a more reliable experience which
   can be used to monitor and manage resources, e.g., energy and water,
   in a more efficient fashion.



   Proven Deterministic Networking standards for use in Process Control,
   including ISA100.11a [ISA100.11a] and WirelessHART [WirelessHART],
   have demonstrated the capabilities of the IEEE Std. 802.15.4 TSCH MAC
   for high reliability against interference, low-power consumption on
   well-known flows, and its applicability for Traffic Engineering (TE)
   from a central controller.



   To enable the convergence of Information Technology (IT) and
   Operational Technology (OT) in Low-Power Lossy Networks (LLNs), the
   6TiSCH Architecture supports an IETF suite of protocols over the IEEE
   Std. 802.15.4 TSCH MAC to provide IP connectivity for energy and
   otherwise constrained wireless devices.



   The 6TiSCH Architecture relies on IPv6 [RFC8200] and the use of
   routing to provide large scaling capabilities.  The addition of a
   high-speed federating backbone adds yet another degree of scalability
   to the design.  The backbone is typically a Layer-2 transit Link such
   as an Ethernet bridged network, but it can also be a more complex
   routed structure.



   The 6TiSCH Architecture introduces an IPv6 Multi-Link subnet model
   that is composed of a federating backbone and a number of IEEE Std.
   802.15.4 TSCH low-power wireless networks federated and synchronized
   by Backbone Routers.  If the backbone is a Layer-2 transit Link then
   the Backbone Routers can operate as an IPv6 Neighbor Discovery (IPv6
   ND) [RFC4861] proxy.



   The 6TiSCH Architecture leverages 6LoWPAN [RFC4944] to adapt IPv6 to
   the constrained media and RPL [RFC6550] for the distributed routing
   operations.



   Centralized routing refers to a model where routes are computed and
   resources are allocated from a central controller.  This is
   particularly helpful to schedule deterministic multihop
   transmissions.  In contrast, Distributed Routing refers to a model
   that relies on concurrent peer to peer protocol exchanges for TSCH
   resource allocation and routing operations.



   The architecture defines mechanisms to establish and maintain routing
   and scheduling in a centralized, distributed, or mixed fashion, for
   use in multiple OT environments.  It is applicable in particular to
   highly scalable solutions such as used in Advanced Metering
   Infrastructure [AMI] solutions that leverage distributed routing to
   enable multipath forwarding over large LLN meshes.




2. Terminology


2.1. New Terms

   The draft does not reuse terms from the IEEE Std. 802.15.4
   [IEEE802154] standard such as "path" or "link" which bear a meaning
   that is quite different from classical IETF parlance.



   This document adds the following terms:



6TiSCH (IPv6 over the TSCH mode of IEEE 802.15.4):  6TiSCH defines an
   adaptation sublayer for IPv6 over TSCH called 6top, a set of
   protocols for setting up a TSCH schedule in distributed approach,
   and a security solution. 6TiSCH may be extended in the future for
   other MAC/PHY pairs providing a service similar to TSCH.

6top (6TiSCH Operation Sublayer):  The next higher layer of the IEEE
   Std. 802.15.4 TSCH MAC layer.  6top provides the abstraction of an
   IP link over a TSCH MAC, schedules packets over TSCH cells, and
   exposes a management interface to schedule TSCH cells.

6P (6top Protocol):  The protocol defined in [RFC8480].  6P enables
   Layer‑2 peers to allocate, move or deallocate cells in their
   respective schedules to communicate.  6P operates at the 6top
   layer.

6P Transaction:  A 2‑way or 3‑way sequence of 6P messages used by
   Layer‑2 peers to modify their communication schedule.

ASN (Absolute Slot Number):  Defined in [IEEE802154], the ASN is the
   total number of timeslots that have elapsed since the Epoch Time
   when the TSCH network started.  Incremented by one at each
   timeslot.  It is wide enough to not roll over in practice.

bundle:  A group of equivalent scheduled cells, i.e., cells
   identified by different [slotOffset, channelOffset], which are
   scheduled for a same purpose, with the same neighbor, with the
   same flags, and the same slotframe.  The size of the bundle refers
   to the number of cells it contains.  For a given slotframe length,
   the size of the bundle translates directly into bandwidth.  A
   bundle is a local abstraction that represents a half‑duplex link
   for either sending or receiving, with bandwidth that amounts to
   the sum of the cells in the bundle.

Layer‑2 vs. Layer‑3 bundle:  Bundles are associated for either
   Layer‑2 (switching) or Layer‑3 (routing) forwarding operations.  A
   pair of Layer‑3 bundles (one for each direction) maps to an IP
   Link with a neighbor, whereas a set of Layer‑2 bundles (of an
   "arbitrary" cardinality and direction) corresponds to the relation
   of one or more incoming bundle(s) from the previous‑hop
   neighbor(s) with one or more outgoing bundle(s) to the next‑hop
   neighbor(s) along a Track as part of the switching role, which may
   include replication and elimination.

CCA (Clear Channel Assessment):  A mechanism defined in [IEEE802154]
   whereby nodes listen to the channel before sending to detect
   ongoing transmissions from other parties.  Because the network is
   synchronized, CCA cannot be used to detect colliding transmissions
   within the same network, but it can be used to detect other radio
   networks in vicinity.

cell:  A unit of transmission resource in the CDU matrix, a cell is
   identified by a slotOffset and a channelOffset.  A cell can be
   scheduled or unscheduled.

Channel Distribution/Usage (CDU) matrix:  : A matrix of cells (i,j)
   representing the spectrum (channel) distribution among the
   different nodes in the 6TiSCH network.  The CDU matrix has width
   in timeslots, equal to the period of the network scheduling
   operation, and height equal to the number of available channels.
   Every cell (i,j) in the CDU, identified by (slotOffset,
   channelOffset), belongs to a specific chunk.

channelOffset:  Identifies a row in the TSCH schedule.  The number of
   channelOffset values is bounded by the number of available
   frequencies.  The channelOffset translates into a frequency with a
   function that depends on the absolute time when the communication
   takes place, resulting in a channel hopping operation.

chunk:  A well‑known list of cells, distributed in time and
   frequency, within a CDU matrix.  A chunk represents a portion of a
   CDU matrix.  The partition of the CDU matrix in chunks is globally
   known by all the nodes in the network to support the appropriation
   process, which is a negotiation between nodes within an
   interference domain.  A node that manages to appropriate a chunk
   gets to decide which transmissions will occur over the cells in
   the chunk within its interference domain, i.e., a parent node will
   decide when the cells within the appropriated chunk are used and
   by which node, among its children.

CoJP (Constrained Join Protocol):  The Constrained Join Protocol
   (CoJP) enables a pledge to securely join a 6TiSCH network and



      obtain network parameters over a secure channel.  Minimal Security
      Framework for 6TiSCH [MIN-SECURITY] defines the minimal CoJP setup
      with pre-shared keys defined.  In that mode, CoJP can operate with
      a single round trip exchange.



dedicated cell:  A cell that is reserved for a given node to transmit
   to a specific neighbor.

deterministic network:  The generic concept of deterministic network
   is defined in the "DetNet Architecture" [RFC8655] document.  When
   applied to 6TiSCH, it refers to the reservation of Tracks which
   guarantees an end‑to‑end latency and optimizes the Packet Delivery
   Ratio (PDR) for well‑characterized flows.

distributed cell reservation:  A reservation of a cell done by one or
   more in‑network entities.

distributed Track reservation:  A reservation of a Track done by one
   or more in‑network entities.

EB (Enhanced Beacon):  A special frame defined in [IEEE802154] used
   by a node, including the JP, to announce the presence of the
   network.  It contains enough information for a pledge to
   synchronize to the network.

hard cell:  A scheduled cell which the 6top sublayer may not
   relocate.

hopping sequence:  Ordered sequence of frequencies, identified by a
   Hopping_Sequence_ID, used for channel hopping when translating the
   channelOffset value into a frequency.

IE (Information Element):  Type‑Length‑Value containers placed at the
   end of the MAC header, used to pass data between layers or
   devices.  Some IE identifiers are managed by the IEEE
   [IEEE802154].  Some IE identifiers are managed by the IETF
   [RFC8137], and [ENH‑BEACON] uses one subtype to support the
   selection of the Join Proxy.

join process:  The overall process that includes the discovery of the
   network by pledge(s) and the execution of the join protocol.

join protocol:  The protocol that allows the pledge to join the
   network.  The join protocol encompasses authentication,
   authorization and parameter distribution.  The join protocol is
   executed between the pledge and the JRC.

joined node:  The new device, after having completed the join
   process, often just called a node.

JP (Join Proxy):  Node already part of the 6TiSCH network that serves
   as a relay to provide connectivity between the pledge and the JRC.
   The JP announces the presence of the network by regularly sending
   EB frames.

JRC (Join Registrar/Coordinator):  Central entity responsible for the
   authentication, authorization and configuration of the pledge.

link:  A communication facility or medium over which nodes can
   communicate at the Link‑Layer, the layer immediately below IP.  In
   6TiSCH, the concept is implemented as a collection of Layer‑3
   bundles.  Note: the IETF parlance for the term "Link" is adopted,
   as opposed to the IEEE Std. 802.15.4 terminology.

Operational Technology:  OT refers to technology used in automation,
   for instance in industrial control networks.  The convergence of
   IT and OT is the main object of the Industrial Internet of Things
   (IIOT).

pledge:  A new device that attempts to join a 6TiSCH network.

(to) relocate a cell:  The action operated by the 6top sublayer of
   changing the slotOffset and/or channelOffset of a soft cell.

(to) schedule a cell:  The action of turning an unscheduled cell into
   a scheduled cell.

scheduled cell:  A cell which is assigned a neighbor MAC address
   (broadcast address is also possible), and one or more of the
   following flags: TX, RX, Shared and Timekeeping.  A scheduled cell
   can be used by the IEEE Std. 802.15.4 TSCH implementation to
   communicate.  A scheduled cell can either be a hard or a soft
   cell.

SF (6top Scheduling Function):  The cell management entity that adds
   or deletes cells dynamically based on application networking
   requirements.  The cell negotiation with a neighbor is done using
   6P.

SFID (6top Scheduling Function Identifier):  A 4‑bit field
   identifying an SF.

shared cell:  A cell marked with both the "TX" and "shared" flags.
   This cell can be used by more than one transmitter node.  A back‑
   off algorithm is used to resolve contention.

slotframe:  A collection of timeslots repeating in time, analogous to
   a superframe in that it defines periods of communication
   opportunities.  It is characterized by a slotframe_ID, and a
   slotframe_size.  Multiple slotframes can coexist in a node's
   schedule, i.e., a node can have multiple activities scheduled in
   different slotframes, based on the priority of its packets/traffic
   flows.  The timeslots in the Slotframe are indexed by the
   SlotOffset; the first timeslot is at SlotOffset 0.

slotOffset:  A column in the TSCH schedule, i.e., the number of
   timeslots since the beginning of the current iteration of the
   slotframe.

soft cell:  A scheduled cell which the 6top sublayer can relocate.

time source neighbor:  A neighbor that a node uses as its time
   reference, and to which it needs to keep its clock synchronized.

timeslot:  A basic communication unit in TSCH which allows a
   transmitter node to send a frame to a receiver neighbor, and that
   receiver neighbor to optionally send back an acknowledgment.

Track:  A Track is a Directed Acyclic Graph (DAG) that is used as a
   complex multi‑hop path to the destination(s) of the path.  In the
   case of unicast traffic, the Track is a Destination Oriented DAG
   (DODAG) where the Root of the DODAG is the destination of the
   unicast traffic.  A Track enables replication, elimination and
   reordering functions on the way (more on those functions in
   [RFC8655].  A Track reservation locks physical resources such as
   cells and buffers in every node along the DODAG.  A Track is
   associated with a owner that can be for instance the destination
   of the Track.

TrackID:  A TrackID is either globally unique, or locally unique to
   the Track owner, in which case the identification of the owner
   must be provided together with the TrackID to provide a full
   reference to the Track.  If the Track owner is the destination of
   the Track then the destination IP address of packets along the
   Track can be used as identification of the owner and a local
   InstanceID [RFC6550] can be used as TrackID.  In that case, a RPL
   Packet Information [RFC6550] in an IPv6 packet can unambiguously
   identify the Track and can be expressed in a compressed form using
   [RFC8138].

TSCH:  A medium access mode of the IEEE Std. 802.15.4 [IEEE802154]
   standard which uses time synchronization to achieve ultra‑low‑
   power operation, and channel hopping to enable high reliability.

TSCH Schedule:  A matrix of cells, each cell indexed by a slotOffset
   and a channelOffset.  The TSCH schedule contains all the scheduled
   cells from all slotframes and is sufficient to qualify the
   communication in the TSCH network.  The number of channelOffset
   values (the "height" of the matrix) is equal to the number of
   available frequencies.

Unscheduled Cell:  A cell which is not used by the IEEE Std. 802.15.4
   TSCH implementation.




2.2. Abbreviations

   This document uses the following abbreviations:



6BBR:  6LoWPAN Backbone Router (router with a proxy ND function)

6LBR:  6LoWPAN Border Router (authoritative on DAD)

6LN:  6LoWPAN Node

6LR:  6LoWPAN Router (relay to the registration process)

6CIO:  Capability Indication Option

(E)ARO:  (Extended) Address Registration Option

(E)DAR:  (Extended) Duplicate Address Request

(E)DAC:  (Extended) Duplicate Address Confirmation

DAD:  Duplicate Address Detection

DODAG:  Destination‑Oriented Directed Acyclic Graph

LLN:  Low‑Power and Lossy Network (a typical IoT network)

NA:  Neighbor Advertisement

NCE:  Neighbor Cache Entry

ND:  Neighbor Discovery

NDP:  Neighbor Discovery Protocol

PCE:  Path Computation Element

NME:  Network Management Entity

ROVR:  Registration Ownership Verifier (pronounced rover)

RPL:  IPv6 Routing Protocol for LLNs (pronounced ripple)

RA:  Router Advertisement

RS:  Router Solicitation

TSCH:  timeslotted Channel Hopping

TID:  Transaction ID (a sequence counter in the EARO)




2.3. Related Documents

   The draft also conforms to the terms and models described in
   [RFC3444] and [RFC5889] and uses the vocabulary and the concepts
   defined in [RFC4291] for the IPv6 Architecture and refers [RFC4080]
   for reservation



   The draft uses domain-specific terminology defined or referenced in:



      6LoWPAN ND "Neighbor Discovery Optimization for Low-power and
      Lossy Networks" [RFC6775] and "Registration Extensions for 6LoWPAN
      Neighbor Discovery" [RFC8505],



      "Terms Used in Routing for Low-Power and Lossy Networks (LLNs)"
      [RFC7102],



      and RPL "Objective Function Zero for the Routing Protocol for
      Low-Power and Lossy Networks (RPL)" [RFC6552], and "RPL: IPv6
      Routing Protocol for Low-Power and Lossy Networks" [RFC6550].



   Other terms in use in LLNs are found in "Terminology for
   Constrained-Node Networks" [RFC7228].



   Readers are expected to be familiar with all the terms and concepts
   that are discussed in



   *  "Neighbor Discovery for IP version 6" [RFC4861], and "IPv6
      Stateless Address Autoconfiguration" [RFC4862].




   In addition, readers would benefit from reading:



   *  "Problem Statement and Requirements for IPv6 over Low-Power
      Wireless Personal Area Network (6LoWPAN) Routing" [RFC6606],



   *  "Multi-Link Subnet Issues" [RFC4903], and



   *  "IPv6 over Low-Power Wireless Personal Area Networks (6LoWPANs):
      Overview, Assumptions, Problem Statement, and Goals" [RFC4919]



   prior to this specification for a clear understanding of the art in
   ND-proxying and binding.




3. High Level Architecture


3.1. A Non-Broadcast Multi-Access Radio Mesh Network

   A 6TiSCH network is an IPv6 [RFC8200] subnet which, in its basic
   configuration illustrated in Figure 1, is a single Low-Power Lossy
   Network (LLN) operating over a synchronized TSCH-based mesh.



       ‑‑‑+‑‑‑‑‑‑‑‑ ............ ‑‑‑‑‑‑‑‑‑‑‑‑
          |      External Network       |
          |                          +‑‑‑‑‑+
       +‑‑‑‑‑+                       | NME |
       |     | LLN Border            | PCE |
       |     | router (6LBR)         +‑‑‑‑‑+
       +‑‑‑‑‑+
     o    o   o
 o     o   o     o    o
o   o 6LoWPAN + RPL o    o
    o   o   o       o



             Figure 1: Basic Configuration of a 6TiSCH Network



   Inside a 6TiSCH LLN, nodes rely on 6LoWPAN Header Compression
   (6LoWPAN HC) [RFC6282] to encode IPv6 packets.  From the perspective
   of the network layer, a single LLN interface (typically an IEEE Std.
   802.15.4-compliant radio) may be seen as a collection of Links with
   different capabilities for unicast or multicast services.



   6TiSCH nodes join a mesh network by attaching to nodes that are
   already members of the mesh (see Section 4.2.1).  The security
   aspects of the join process are further detailed in Section 6.  In a
   mesh network, 6TiSCH nodes are not necessarily reachable from one
   another at Layer-2 and an LLN may span over multiple links.



   This forms a homogeneous non-broadcast multi-access (NBMA) subnet,
   which is beyond the scope of IPv6 Neighbor Discovery (IPv6 ND)
   [RFC4861][RFC4862]. 6LoWPAN Neighbor Discovery (6LoWPAN ND)
   [RFC6775][RFC8505] specifies extensions to IPv6 ND that enable ND
   operations in this type of subnet that can be protected against
   address theft and impersonation with [AP-ND].



   Once it has joined the 6TiSCH network, a node acquires IPv6 Addresses
   and register them using 6LoWPAN ND.  This guarantees that the
   addresses are unique and protects the address ownership over the
   subnet, more in Section 4.2.2.



   Within the NBMA subnet, RPL [RFC6550] enables routing in the so-
   called Route Over fashion, either in storing (stateful) or non-
   storing (stateless, with routing headers) mode.  From there, some
   nodes can act as routers for 6LoWPAN ND and RPL operations, as
   detailed in Section 4.1.



   With TSCH, devices are time-synchronized at the MAC level.  The use
   of a particular RPL Instance for time synchronization is discussed in
   Section 4.3.4.  With this mechanism, the time synchronization starts
   at the RPL Root and follows the RPL loopless routing topology.



   RPL forms Destination Oriented Directed Acyclic Graphs (DODAGs)
   within Instances of the protocol, each Instance being associated with
   an Objective Function (OF) to form a routing topology.  A particular
   6TiSCH node, the LLN Border Router (6LBR), acts as RPL Root, 6LoWPAN
   HC terminator, and Border Router for the LLN to the outside.  The
   6LBR is usually powered.  More on RPL Instances can be found in
   section 3.1 of RPL [RFC6550], in particular "3.1.2.  RPL Identifiers"
   and "3.1.3.  Instances, DODAGs, and DODAG Versions".  RPL adds
   artifacts in the data packets that are compressed with a 6LoWPAN
   addition 6LoRH [RFC8138].



   Additional routing and scheduling protocols may be deployed to
   establish on-demand Peer-to-Peer routes with particular
   characteristics inside the 6TiSCH network.  This may be achieved in a
   centralized fashion by a Path Computation Element (PCE) [PCE] that
   programs both the routes and the schedules inside the 6TiSCH nodes,
   or by in a distributed fashion using a reactive routing protocol and
   a Hop-by-Hop scheduling protocol.



   This architecture expects that a 6LoWPAN node can connect as a leaf
   to a RPL network, where the leaf support is the minimal functionality
   to connect as a host to a RPL network without the need to participate
   to the full routing protocol.  The architecture also expects that a
   6LoWPAN node that is not aware at all of the RPL protocol may also
   connect as described in [RUL-DRAFT].




3.2. A Multi-Link Subnet Model

   An extended configuration of the subnet comprises multiple LLNs as
   illustrated in Figure 2.  In the extended configuration, a Routing
   Registrar [RFC8505] may be connected to the node that acts as RPL
   Root and / or 6LoWPAN 6LBR and provides connectivity to the larger
   campus / factory plant network over a high-speed backbone or a back-
   haul link.  The Routing registrar may perform IPv6 ND proxy
   operations, or redistribute the registration in a routing protocol
   such as OSPF [RFC5340] or BGP [RFC2545], or inject a route in a
   mobility protocol such as MIPv6 [RFC6275], NEMO [RFC3963], or LISP
   [RFC6830].



   Multiple LLNs can be interconnected and possibly synchronized over a
   backbone, which can be wired or wireless.  The backbone can operate
   with IPv6 ND [RFC4861][RFC4862] procedures or an hybrid of IPv6 ND
   and 6LoWPAN ND [RFC6775][RFC8505][AP-ND].



              |
           +‑‑‑‑‑+                +‑‑‑‑‑+         +‑‑‑‑‑+
 (default) |     |     (Optional) |     |         |     | IPv6
    Router |     |           6LBR |     |         |     | Node
           +‑‑‑‑‑+                +‑‑‑‑‑+         +‑‑‑‑‑+
              |  Backbone side       |               |
  ‑‑‑‑‑‑‑‑+‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑+‑‑‑
          |                        |                        |
    +‑‑‑‑‑‑‑‑‑‑‑+            +‑‑‑‑‑‑‑‑‑‑‑+            +‑‑‑‑‑‑‑‑‑‑‑+
    | Routing   |            | Routing   |            | Routing   |
    | Registrar |            | Registrar |            | Registrar |
    +‑‑‑‑‑‑‑‑‑‑‑+            +‑‑‑‑‑‑‑‑‑‑‑+            +‑‑‑‑‑‑‑‑‑‑‑+
      o     Wireless side       o  o                     o o
  o o   o  o                o o   o  o  o          o  o  o  o o
o   6TiSCH                o   6TiSCH   o  o          o o  6TiSCH o
o   o LLN     o o           o o LLN   o               o     LLN   o
o   o  o  o  o            o  o  o o o            o  o    o        o




            Figure 2: Extended Configuration of a 6TiSCH Network



   A Routing Registrar that performs proxy IPv6 ND operations over the
   backbone on behalf of the 6TiSCH nodes is called a Backbone Router
   (6BBR) [6BBR-DRAFT].  The 6BBRs are placed along the wireless edge of
   a Backbone, and federate multiple wireless links to form a single
   MultiLink Subnet.  The 6BBRs synchronize with one another over the
   backbone, so as to ensure that the multiple LLNs that form the IPv6
   subnet stay tightly synchronized.



   The use of multicast can also be reduced on the backbone with a
   registrar that would contribute to Duplicate Address Detection as
   well as Address Lookup using only unicast request/response exchanges.
   [I-D.thubert-6man-unicast-lookup] is a proposed method that presents
   an example of how to this could be achieved with an extension of
   [RFC8505], using an optional 6LBR as a SubNet-level registrar, as
   illustrated in Figure 2.



   As detailed in Section 4.1 the 6LBR that serves the LLN and the Root
   of the RPL network need to share information about the devices that
   are learned through either 6LoWPAN ND or RPL but not both.  The
   preferred way of achieving this is to collocate/combine them.  The
   combined RPL Root and 6LBR may be collocated with the 6BBR, or
   directly attached to the 6BBR.  In the latter case, it leverages the
   extended registration process defined in [RFC8505] to proxy the
   6LoWPAN ND registration to the 6BBR on behalf of the LLN nodes, so
   that the 6BBR may in turn perform proxy classical ND operations over
   the backbone.



   The DetNet Architecture [RFC8655] studies Layer-3 aspects of
   Deterministic Networks, and covers networks that span multiple
   Layer-2 domains.  If the Backbone is Deterministic (such as defined
   by the Time Sensitive Networking WG at IEEE), then the Backbone
   Router ensures that the end-to-end deterministic behavior is
   maintained between the LLN and the backbone.




3.3. TSCH: A Deterministic MAC Layer

   Though at a different time scale (several orders of magnitude), both
   IEEE Std. 802.1TSN and IEEE Std. 802.15.4 TSCH standards provide
   Deterministic capabilities to the point that a packet that pertains
   to a certain flow may traverse a network from node to node following
   a precise schedule, as a train that enters and then leaves
   intermediate stations at precise times along its path.



   With TSCH, time is formatted into timeslots, and individual
   communication cells are allocated to unicast or broadcast
   communication at the MAC level.  The time-slotted operation reduces
   collisions, saves energy, and enables to more closely engineer the
   network for deterministic properties.  The channel hopping aspect is
   a simple and efficient technique to combat multipath fading and co-
   channel interference.



   6TiSCH builds on the IEEE Std. 802.15.4 TSCH MAC and inherits its
   advanced capabilities to enable them in multiple environments where
   they can be leveraged to improve automated operations.  The 6TiSCH
   Architecture also inherits the capability to perform a centralized
   route computation to achieve deterministic properties, though it
   relies on the IETF DetNet Architecture [RFC8655], and IETF components
   such as the PCE [PCE], for the protocol aspects.



   On top of this inheritance, 6TiSCH adds capabilities for distributed
   routing and scheduling operations based on the RPL routing protocol
   and capabilities to negotiate schedule adjustments between peers.
   These distributed routing and scheduling operations simplify the
   deployment of TSCH networks and enable wireless solutions in a larger
   variety of use cases from operational technology in general.
   Examples of such use-cases in industrial environments include plant
   setup and decommissioning, as well as monitoring of lots of lesser
   importance measurements such as corrosion and events and mobile
   workers accessing local devices.




3.4. Scheduling TSCH

   A scheduling operation attributes cells in a Time-Division-
   Multiplexing (TDM) / Frequency-Division Multiplexing (FDM) matrix
   called the Channel distribution/usage (CDU) to either individual
   transmissions or as multi-access shared resources.  The CDU matrix
   can be formatted in chunks that can be allocated exclusively to
   particular nodes to enable distributed scheduling without collision.
   More in Section 4.3.5.



   From the standpoint of a 6TiSCH node (at the MAC layer), its schedule
   is the collection of the timeslots at which it must wake up for
   transmission, and the channels to which it should either send or
   listen at those times.  The schedule is expressed as one or more
   slotframes that repeat over and over.  Slotframes may collide and
   require a device to wake up at a same time, in which case the
   slotframe with the highest priority is actionable.



   The 6top sublayer (see Section 4.3 for more) hides the complexity of
   the schedule from the upper layers.  The Link abstraction that IP
   traffic utilizes is composed of a pair of Layer-3 cell bundles, one
   to receive and one to transmit.  Some of the cells may be shared, in
   which case the 6top sublayer must perform some arbitration.



   Scheduling enables multiple communications at a same time in a same
   interference domain using different channels; but a node equipped
   with a single radio can only either transmit or receive on one
   channel at any point of time.  Scheduled cells that fulfil the same
   role, e.g., receive IP packets from a peer, are grouped in bundles.



   The 6TiSCH architecture identifies four ways a schedule can be
   managed and CDU cells can be allocated: Static Scheduling, Neighbor-
   to-Neighbor Scheduling, Centralized (or Remote) Monitoring and
   Schedule Management, and Hop-by-hop Scheduling.



Static Scheduling:  This refers to the minimal 6TiSCH operation
   whereby a static schedule is configured for the whole network for
   use in a Slotted ALOHA [S‑ALOHA] fashion.  The static schedule is
   distributed through the native methods in the TSCH MAC layer and
   does not preclude other scheduling operations to co‑exist on a
   same 6TiSCH network.  A static schedule is necessary for basic
   operations such as the join process and for interoperability
   during the network formation, which is specified as part of the
   Minimal 6TiSCH Configuration [RFC8180].

Neighbor‑to‑Neighbor Scheduling:  This refers to the dynamic
   adaptation of the bandwidth of the Links that are used for IPv6
   traffic between adjacent peers.  Scheduling Functions such as the
   "6TiSCH Minimal Scheduling Function (MSF)" [MSF] influence the
   operation of the MAC layer to add, update and remove cells in its
   own, and its peer's schedules using 6P [RFC8480], for the
   negotiation of the MAC resources.

Centralized (or Remote) Monitoring and Schedule Management:  This
   refers to the central computation of a schedule and the capability
   to forward a frame based on the cell of arrival.  In that case,
   the related portion of the device schedule as well as other device
   resources are managed by an abstract Network Management Entity
   (NME), which may cooperate with the PCE to minimize the
   interaction with and the load on the constrained device.  This
   model is the TSCH adaption of the DetNet Architecture [RFC8655],
   and it enables Traffic Engineering with deterministic properties.

Hop‑by‑hop Scheduling:  This refers to the possibility to reserves
   cells along a path for a particular flow using a distributed
   mechanism.




   It is not expected that all use cases will require all those
   mechanisms.  Static Scheduling with minimal configuration one is the
   only one that is expected in all implementations, since it provides a
   simple and solid basis for convergecast routing and time
   distribution.



   A deeper dive in those mechanisms can be found in Section 4.4.




3.5. Distributed vs. Centralized Routing

   6TiSCH enables a mixed model of centralized routes and distributed
   routes.  Centralized routes can for example be computed by an entity
   such as a PCE.  6TiSCH leverages the RPL [RFC6550] routing protocol
   for interoperable distributed routing operations.



   Both methods may inject routes in the Routing Tables of the 6TiSCH
   routers.  In either case, each route is associated with a 6TiSCH
   topology that can be a RPL Instance topology or a Track.  The 6TiSCH
   topology is indexed by a RPLInstanceID, in a format that reuses the
   RPLInstanceID as defined in RPL.



   RPL [RFC6550] is applicable to Static Scheduling and Neighbor-to-
   Neighbor Scheduling.  The architecture also supports a centralized
   routing model for Remote Monitoring and Schedule Management.  It is
   expected that a routing protocol that is more optimized for point-to-
   point routing than RPL [RFC6550], such as the Asymmetric AODV-P2P-RPL
   in Low-Power and Lossy Networks" [I-D.ietf-roll-aodv-rpl] AODV-RPL),
   which derives from the Ad Hoc On-demand Distance Vector Routing
   (AODV) [I-D.ietf-manet-aodvv2] will be selected for Hop-by-hop
   Scheduling.



   Both RPL and PCE rely on shared sources such as policies to define
   Global and Local RPLInstanceIDs that can be used by either method.
   It is possible for centralized and distributed routing to share a
   same topology.  Generally they will operate in different slotframes,
   and centralized routes will be used for scheduled traffic and will
   have precedence over distributed routes in case of conflict between
   the slotframes.




3.6. Forwarding Over TSCH

   The 6TiSCH architecture supports three different forwarding models.
   One is the classical IPv6 Forwarding, where the node selects a
   feasible successor at Layer-3 on a per packet basis and based on its
   routing table.  The second derives from Generic MPLS (G-MPLS) for so-
   called Track Forwarding, whereby a frame received at a particular
   timeslot can be switched into another timeslot at Layer-2 without
   regard to the upper layer protocol.  The third model is the 6LoWPAN
   Fragment Forwarding, which allows to forward individual 6loWPAN
   fragments along a route that is setup by the first fragment.



   In more details:



IPv6 Forwarding:  This is the classical IP forwarding model, with a
   Routing Information Based (RIB) that is installed by the RPL
   routing protocol and used to select a feasible successor per
   packet.  The packet is placed on an outgoing Link, that the 6top
   layer maps into a (Layer‑3) bundle of cells, and scheduled for
   transmission based on QoS parameters.  Besides RPL, this model
   also applies to any routing protocol which may be operated in the
   6TiSCH network, and corresponds to all the distributed scheduling
   models, Static, Neighbor‑to‑Neighbor and Hop‑by‑Hop Scheduling.

G‑MPLS Track Forwarding:  This model corresponds to the Remote
   Monitoring and Schedule Management.  In this model, a central
   controller (hosting a PCE) computes and installs the schedules in
   the devices per flow.  The incoming (Layer‑2) bundle of cells from
   the previous node along the path determines the outgoing (Layer‑2)
   bundle towards the next hop for that flow as determined by the
   PCE.  The programmed sequence for bundles is called a Track and
   can assume DAG shapes that are more complex than a simple direct
   sequence of nodes.

6LoWPAN Fragment Forwarding:  This is a hybrid model that derives
   from IPv6 forwarding for the case where packets must be fragmented
   at the 6LoWPAN sublayer.  The first fragment is forwarded like any
   IPv6 packet and leaves a state in the intermediate hops to enable
   forwarding of the next fragments that do not have a IP header
   without the need to recompose the packet at every hop.




   A deeper dive on these operations can be found in Section 4.6.



   The following table summarizes how the forwarding models apply to the
   various routing and scheduling possibilities:



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  Forwarding Model |  Routing   |          Scheduling              |
+===================+============+==================================+
|                   |            |   Static (Minimal Configuration) |
+  classical IPv6   +     RPL    +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|         /         |            |   Neighbor‑to‑Neighbor (SF+6P)   |
+ 6LoWPAN Fragment  +‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|                   |  Reactive  |     Hop‑by‑Hop (AODV‑RPL)        |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|G‑MPLS Track Fwding|     PCE    |Remote Monitoring and Schedule Mgt|
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+




                                  Figure 3




3.7. 6TiSCH Stack

   The IETF proposes multiple techniques for implementing functions
   related to routing, transport or security.



   The 6TiSCH architecture limits the possible variations of the stack
   and recommends a number of base elements for LLN applications to
   control the complexity of possible deployments and device
   interactions, and to limit the size of the resulting object code.  In
   particular, UDP [RFC0768], IPv6 [RFC8200] and the Constrained
   Application Protocol [RFC7252] (CoAP) are used as the transport /
   binding of choice for applications and management as opposed to TCP
   and HTTP.



   The resulting protocol stack is represented in Figure 4:



+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+
| Applis |  CoJP  |
+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+
| CoAP / OSCORE   |  6LoWPAN ND  | RPL |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+
|       UDP       |      ICMPv6        |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|                 IPv6                 |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|     6LoWPAN HC   /   6LoRH HC        | Scheduling Functions |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|               6top inc. 6top protocol                       |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|                 IEEE Std. 802.15.4 TSCH                     |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                      Figure 4: 6TiSCH Protocol Stack



   RPL is the routing protocol of choice for LLNs.  So far, there was no
   identified need to define a 6TiSCH specific Objective Function.  The
   Minimal 6TiSCH Configuration [RFC8180] describes the operation of RPL
   over a static schedule used in a Slotted ALOHA fashion [S-ALOHA],
   whereby all active slots may be used for emission or reception of
   both unicast and multicast frames.



   The 6LoWPAN Header Compression [RFC6282] is used to compress the IPv6
   and UDP headers, whereas the 6LoWPAN Routing Header (6LoRH) [RFC8138]
   is used to compress the RPL artifacts in the IPv6 data packets,
   including the RPL Packet Information (RPI), the IP-in-IP
   encapsulation to/from the RPL Root, and the Source Route Header (SRH)
   in non-storing mode.  "When to use RFC 6553, 6554 and IPv6-in-IPv6"
   [USEofRPLinfo] provides the details on when headers or encapsulation
   are needed.




   The Object Security for Constrained RESTful Environments (OSCORE)
   [I-D.ietf-core-object-security], is leveraged by the Constrained Join
   Protocol (CoJP) and is expected to be the primary protocol for the
   protection of the application payload as well.  The application
   payload may also be protected by the Datagram Transport Layer
   Security (DTLS) [RFC6347] sitting either under CoAP or over CoAP so
   it can traverse proxies.



   The 6TiSCH Operation sublayer (6top) is a sublayer of a Logical Link
   Control (LLC) that provides the abstraction of an IP link over a TSCH
   MAC and schedules packets over TSCH cells, as further discussed in
   the next sections, providing in particular dynamic cell allocation
   with the 6top Protocol (6P) [RFC8480].



   The reference stack presented in this document was implemented and
   interop-tested by a conjunction of opensource, IETF and ETSI efforts.
   One goal is to help other bodies to adopt the stack as a whole,
   making the effort to move to an IPv6-based IoT stack easier.



   For a particular environment, some of the choices that are made in
   this architecture may not be relevant.  For instance, RPL is not
   required for star topologies and mesh-under Layer-2 routed networks,
   and the 6LoWPAN compression may not be sufficient for ultra-
   constrained cases such as some Low-Power Wide Area (LPWA) networks.
   In such cases, it is perfectly doable to adopt a subset of the
   selection that is presented hereafter and then select alternate
   components to complete the solution wherever needed.




3.8. Communication Paradigms and Interaction Models

   Section 2.1 provides the terms of Communication Paradigms and
   Interaction Models, in relation with "On the Difference between
   Information Models and Data Models" [RFC3444].  A Communication
   Paradigm would be an abstract view of a protocol exchange, and would
   come with an Information Model for the information that is being
   exchanged.  In contrast, an Interaction Model would be more refined
   and could point to standard operation such as a Representational
   state transfer (REST) "GET" operation and would match a Data Model
   for the data that is provided over the protocol exchange.



   Section 2.1.3 of [I-D.ietf-roll-rpl-industrial-applicability] and
   next sections discuss application-layer paradigms, such as Source-
   sink (SS) that is a Multipeer to Multipeer (MP2MP) model primarily
   used for alarms and alerts, Publish-subscribe (PS, or pub/sub) that
   is typically used for sensor data, as well as Peer-to-peer (P2P) and
   Peer-to-multipeer (P2MP) communications.



   Additional considerations on Duocast - one sender, two receivers for
   redundancy - and its N-cast generalization are also provided.  Those
   paradigms are frequently used in industrial automation, which is a
   major use case for IEEE Std. 802.15.4 TSCH wireless networks with
   [ISA100.11a] and [WirelessHART], that provides a wireless access to
   [HART] applications and devices.



   This document focuses on Communication Paradigms and Interaction
   Models for packet forwarding and TSCH resources (cells) management.
   Management mechanisms for the TSCH schedule at Link-Layer (one-hop),
   Network-layer (multihop along a Track), and Application-layer (remote
   control) are discussed in Section 4.4.  Link-Layer frame forwarding
   interactions are discussed in Section 4.6, and Network-layer Packet
   routing is addressed in Section 4.7.




4. Architecture Components


4.1. 6LoWPAN (and RPL)

   A RPL DODAG is formed of a Root, a collection of routers, and leaves
   that are hosts.  Hosts are nodes which do not forward packets that
   they did not generate.  RPL-aware leaves will participate to RPL to
   advertise their own addresses, whereas RPL-unaware leaves depend on a
   connected RPL router to do so.  RPL interacts with 6LoWPAN ND at
   multiple levels, in particular at the Root and in the RPL-unaware
   leaves.




4.1.1. RPL-Unaware Leaves and 6LoWPAN ND

   RPL needs a set of information to advertise a leaf node through a
   Destination Advertisement Object (DAO) message and establish
   reachability.



   "Routing for RPL Leaves" [RUL-DRAFT] details the basic interaction of
   6LoWPAN ND and RPL and enables a plain 6LN that supports [RFC8505] to
   obtain return connectivity via the RPL network as an RPL-unaware
   leaf.  The leaf indicates that it requires reachability services for
   the Registered Address from a Routing Registrar by setting a 'R' flag
   in the Extended Address Registration Option [RFC8505], and it
   provides a TID that maps to a sequence number in section 7 of RPL
   [RFC6550].



   [RUL-DRAFT] also enables the leaf to signal the RPL InstanceID that
   it wants to participate to using the Opaque field of the EARO.  On
   the backbone, the InstanceID is expected to be mapped to an overlay
   that matches the RPL Instance, e.g., a Virtual LAN (VLAN) or a
   virtual routing and forwarding (VRF) instance.



   Though at the time of this writing the above specification enables a
   model where the separation is possible, this architecture recommends
   to collocate the functions of 6LBR and RPL Root.




4.1.2. 6LBR and RPL Root

   With the 6LowPAN ND [RFC6775], information on the 6LBR is
   disseminated via an Authoritative Border Router Option (ABRO) in RA
   messages.  [RFC8505] extends [RFC6775] to enable a registration for
   routing and proxy ND.  The capability to support [RFC8505] is
   indicated in the 6LoWPAN Capability Indication Option (6CIO).  The
   discovery and liveliness of the RPL Root are obtained through RPL
   [RFC6550] itself.



   When 6LoWPAN ND is coupled with RPL, the 6LBR and RPL Root
   functionalities are co-located in order that the address of the 6LBR
   be indicated by RPL DIO messages and to associate the unique ID from
   the EDAR/EDAC [RFC8505] exchange with the state that is maintained by
   RPL.



   Section 7 of [RUL-DRAFT] specifies how the DAO messages are used to
   reconfirm the registration, thus eliminating a duplication of
   functionality between DAO and EDAR/EDAC messages, as illustrated in
   Figure 7.  [RUL-DRAFT] also provides the protocol elements that are
   needed when the 6LBR and RPL Root functionalities are not co-located.



   Even though the Root of the RPL network is integrated with the 6LBR,
   it is logically separated from the Backbone Router (6BBR) that is
   used to connect the 6TiSCH LLN to the backbone.  This way, the Root
   has all information from 6LoWPAN ND and RPL about the LLN devices
   attached to it.



   This architecture also expects that the Root of the RPL network
   (proxy-)registers the 6TiSCH nodes on their behalf to the 6BBR, for
   whatever operation the 6BBR performs on the backbone, such as ND
   proxy, or redistribution in a routing protocol.  This relies on an
   extension of the 6LoWPAN ND registration described in [6BBR-DRAFT].



   This model supports the movement of a 6TiSCH device across the Multi-
   Link Subnet, and allows the proxy registration of 6TiSCH nodes deep
   into the 6TiSCH LLN by the 6LBR / RPL Root.  This is why in [RFC8505]
   the Registered Address is signaled in the Target Address field of the
   NS message as opposed to the IPv6 Source Address, which, in the case
   of a proxy registration, is that of the 6LBR / RPL Root itself.




4.2. Network Access and Addressing


4.2.1. Join Process

   A new device, called the pledge, undergoes the join protocol to
   become a node in a 6TiSCH network.  This usually occurs only once
   when the device is first powered on.  The pledge communicates with
   the Join Registrar/Coordinator (JRC) of the network through a Join
   Proxy (JP), a radio neighbor of the pledge.



   The JP is discovered though MAC layer beacons.  When multiple JPs
   from possibly multiple networks are visible, trial and error till an
   acceptable position in the right network is obtained becomes
   ineffficient.  [ENH-BEACON] adds a new subtype in the Information
   Element that was delegated to the IETF [RFC8137] and provides
   visibility on the network that can be joined and the willingness by
   the JP and the Root to be used by the pledge.



   The join protocol provides the following functionality:



   *  Mutual authentication



   *  Authorization



   *  Parameter distribution to the pledge over a secure channel




   Minimal Security Framework for 6TiSCH [MIN-SECURITY] defines the
   minimal mechanisms required for this join process to occur in a
   secure manner.  The specification defines the Constrained Join
   Protocol (CoJP) that is used to distribute the parameters to the
   pledge over a secure session established through OSCORE
   [I-D.ietf-core-object-security], and a secure configuration of the
   network stack.  In the minimal setting with pre-shared keys (PSKs),
   CoJP allows the pledge to join after a single round-trip exchange
   with the JRC.  The provisioning of the PSK to the pledge and the JRC
   needs to be done out of band, through a 'one-touch' bootstrapping
   process, which effectively enrolls the pledge into the domain managed
   by the JRC.



   In certain use cases, the 'one touch' bootstrapping is not feasible
   due to the operational constraints and the enrollment of the pledge
   into the domain needs to occur in-band.  This is handled through a
   'zero-touch' extension of the Minimal Security Framework for 6TiSCH.
   Zero touch [I-D.ietf-6tisch-dtsecurity-zerotouch-join] extension
   leverages the 'Bootstrapping Remote Secure Key Infrastructures
   (BRSKI)' [[I-D.ietf-anima-bootstrapping-keyinfra] work to establish a
   shared secret between a pledge and the JRC without necessarily having
   them belong to a common (security) domain at join time.  This happens
   through inter-domain communication occurring between the JRC of the
   network and the domain of the pledge, represented by a fourth entity,
   Manufacturer Authorized Signing Authority (MASA).  Once the zero-
   touch exchange completes, the CoJP exchange defined in [MIN-SECURITY]
   is carried over the secure session established between the pledge and
   the JRC.



   Figure 5 depicts the join process and where a Link-Local Address
   (LLA) is used, versus a Global Unicast Address (GUA).



6LoWPAN Node       6LR           6LBR      Join Registrar     MASA
 (pledge)       (Join Proxy)     (Root)    /Coordinator (JRC)
  |               |               |              |              |
  |  6LoWPAN ND   |6LoWPAN ND+RPL | IPv6 network |IPv6 network  |
  |   LLN link    |Route‑Over mesh|(the Internet)|(the Internet)|
  |               |               |              |              |
  |   Layer‑2     |               |              |              |
  |enhanced beacon|               |              |              |
  |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑|               |              |              |
  |               |               |              |              |
  |    NS (EARO)  |               |              |              |
  | (for the LLA) |               |              |              |
  |‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|               |              |              |
  |    NA (EARO)  |               |              |              |
  |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑|               |              |              |
  |               |               |              |              |
  |  (Zero‑touch  |               |              |              |
  |   handshake)  |     (Zero‑touch handshake)   | (Zero‑touch  |
  |   using LLA   |           using GUA          |  handshake)  |
  |<‑‑‑‑‑‑‑‑‑‑‑‑‑>|<‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|<‑‑‑‑‑‑‑‑‑‑‑‑>|
  |               |               |              |              |
  | CoJP Join Req |               |              |              | \
  |  using LLA    |               |              |              | |
  |‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|               |              |              | |
  |               |       CoJP Join Request      |              | |
  |               |           using GUA          |              | |
  |               |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|              | | C
  |               |               |              |              | | o
  |               |       CoJP Join Response     |              | | J
  |               |           using GUA          |              | | P
  |               |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|              | |
  |CoJP Join Resp |               |              |              | |
  |  using LLA    |               |              |              | |
  |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑|               |              |              | /
  |               |               |              |              |



       Figure 5: Join process in a Multi-Link Subnet.  Parentheses ()

                         denote optional exchanges.




4.2.2. Registration

   Once the pledge successfully completes the CoJP protocol and becomes
   a network node, it obtains the network prefix from neighboring
   routers and registers its IPv6 addresses.  As detailed in
   Section 4.1, the combined 6LoWPAN ND 6LBR and Root of the RPL network
   learn information such as the device Unique ID (from 6LoWPAN ND) and
   the updated Sequence Number (from RPL), and perform 6LoWPAN ND proxy
   registration to the 6BBR of behalf of the LLN nodes.



   Figure 6 illustrates the initial IPv6 signaling that enables a 6LN to
   form a global address and register it to a 6LBR using 6LoWPAN ND
   [RFC8505], is then carried over RPL to the RPL Root, and then to the
   6BBR.  This flow happens just once when the address is created and
   first registered.



6LoWPAN Node        6LR             6LBR            6BBR
 (RPL leaf)       (router)         (Root)
     |               |               |               |
     |  6LoWPAN ND   |6LoWPAN ND+RPL | 6LoWPAN ND    | IPv6 ND
     |   LLN link    |Route‑Over mesh|Ethernet/serial| Backbone
     |               |               |               |
     |  RS (mcast)   |               |               |
     |‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|               |               |
     |‑‑‑‑‑‑‑‑‑‑‑>   |               |               |
     |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>            |               |
     |  RA (unicast) |               |               |
     |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑|               |               |
     |               |               |               |
     |  NS(EARO)     |               |               |
     |‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|               |               |
     | 6LoWPAN ND    | Extended DAR  |               |
     |               |‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|               |
     |               |               |  NS(EARO)     |
     |               |               |‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|
     |               |               |               | NS‑DAD
     |               |               |               |‑‑‑‑‑‑>
     |               |               |               | (EARO)
     |               |               |               |
     |               |               |  NA(EARO)     |<timeout>
     |               |               |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑|
     |               | Extended DAC  |               |
     |               |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑|               |
     |  NA(EARO)     |               |               |
     |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑|               |               |
     |               |               |               |



         Figure 6: Initial Registration Flow over Multi-Link Subnet



   Figure 7 illustrates the repeating IPv6 signaling that enables a 6LN
   to keep a global address alive and registered to its 6LBR using
   6LoWPAN ND to the 6LR, RPL to the RPL Root, and then 6LoWPAN ND again
   to the 6BBR, which avoids repeating the Extended DAR/DAC flow across
   the network when RPL can suffice as a keep-alive mechanism.



6LoWPAN Node        6LR             6LBR            6BBR
 (RPL leaf)       (router)         (Root)
     |               |               |               |
     |  6LoWPAN ND   |6LoWPAN ND+RPL | 6LoWPAN ND    | IPv6 ND
     |   LLN link    |Route‑Over mesh| ant IPv6 link | Backbone
     |               |               |
     |               |               |               |
     |  NS(EARO)     |               |               |
     |‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|               |               |
     |  NA(EARO)     |               |               |
     |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑|               |               |
     |               | DAO           |               |
     |               |‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|               |
     |               | DAO‑ACK       |               |
     |               |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑|               |
     |               |               |  NS(EARO)     |
     |               |               |‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|
     |               |               |  NA(EARO)     |
     |               |               |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑|
     |               |               |               |
     |               |               |               |



          Figure 7: Next Registration Flow over Multi-Link Subnet



   As the network builds up, a node should start as a leaf to join the
   RPL network, and may later turn into both a RPL-capable router and a
   6LR, so as to accept leaf nodes to recursively join the network.




4.3. TSCH and 6top


4.3.1. 6top

   6TiSCH expects a high degree of scalability together with a
   distributed routing functionality based on RPL.  To achieve this
   goal, the spectrum must be allocated in a way that allows for spatial
   reuse between zones that will not interfere with one another.  In a
   large and spatially distributed network, a 6TiSCH node is often in a
   good position to determine usage of the spectrum in its vicinity.



   With 6TiSCH, the abstraction of an IPv6 link is implemented as a pair
   of bundles of cells, one in each direction.  IP Links are only
   enabled between RPL parents and children.  The 6TiSCH operation is
   optimal when the size of a bundle is such that both the energy wasted
   in idle listening and the packet drops due to congestion loss are
   minimized, while packets are forwarded within an acceptable latency.



   Use cases for distributed routing are often associated with a
   statistical distribution of best-effort traffic with variable needs
   for bandwidth on each individual link.  The 6TiSCH operation can
   remain optimal if RPL parents can adjust dynamically, and with enough
   reactivity to match the variations of best-effort traffic, the amount
   of bandwidth that is used to communicate between themselves and their
   children, in both directions.  In turn, the agility to fulfill the
   needs for additional cells improves when the number of interactions
   with other devices and the protocol latencies are minimized.



   6top is a logical link control sitting between the IP layer and the
   TSCH MAC layer, which provides the link abstraction that is required
   for IP operations.  The 6top protocol, 6P, which is specified in
   [RFC8480], is one of the services provided by 6top.  In particular,
   the 6top services are available over a management API that enables an
   external management entity to schedule cells and slotframes, and
   allows the addition of complementary functionality, for instance a
   Scheduling Function that manages a dynamic schedule management based
   on observed resource usage as discussed in Section 4.4.2.  For this
   purpose, the 6TiSCH architecture differentiates "soft" cells and
   "hard" cells.




4.3.1.1. Hard Cells

   "Hard" cells are cells that are owned and managed by a separate
   scheduling entity (e.g., a PCE) that specifies the slotOffset/
   channelOffset of the cells to be added/moved/deleted, in which case
   6top can only act as instructed, and may not move hard cells in the
   TSCH schedule on its own.




4.3.1.2. Soft Cells

   In contrast, "soft" cells are cells that 6top can manage locally.
   6top contains a monitoring process which monitors the performance of
   cells, and can add, remove soft cells in the TSCH schedule to adapt
   to the traffic needs, or move one when it performs poorly.  To
   reserve a soft cell, the higher layer does not indicate the exact
   slotOffset/channelOffset of the cell to add, but rather the resulting
   bandwidth and QoS requirements.  When the monitoring process triggers
   a cell reallocation, the two neighbor devices communicating over this
   cell negotiate its new position in the TSCH schedule.




4.3.2. Scheduling Functions and the 6top protocol

   In the case of soft cells, the cell management entity that controls
   the dynamic attribution of cells to adapt to the dynamics of variable
   rate flows is called a Scheduling Function (SF).



   There may be multiple SFs with more or less aggressive reaction to
   the dynamics of the network.



   An SF may be seen as divided between an upper bandwidth adaptation
   logic that is not aware of the particular technology that is used to
   obtain and release bandwidth, and an underlying service that maps
   those needs in the actual technology, which means mapping the
   bandwidth onto cells in the case of TSCH using the 6top protocol as
   illustrated in Figure 8.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+          +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  Scheduling Function   |          |  Scheduling Function   |
|  Bandwidth adaptation  |          |  Bandwidth adaptation  |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+          +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  Scheduling Function   |          |  Scheduling Function   |
| TSCH mapping to cells  |          | TSCH mapping to cells  |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+          +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| 6top cells negotiation | <‑ 6P ‑> | 6top cells negotiation |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+          +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
        Device A                             Device B



                       Figure 8: SF/6P stack in 6top



   The SF relies on 6top services that implement the 6top Protocol (6P)
   [RFC8480] to negotiate the precise cells that will be allocated or
   freed based on the schedule of the peer.  It may be for instance that
   a peer wants to use a particular time slot that is free in its
   schedule, but that timeslot is already in use by the other peer for a
   communication with a third party on a different cell. 6P enables the
   peers to find an agreement in a transactional manner that ensures the
   final consistency of the nodes state.



   [MSF] is one of the possible scheduling functions.  MSF uses the
   rendez-vous slot from [RFC8180] for network discovery, neighbor
   discovery, and any other broadcast.



   For basic unicast communication with any neighbor, each node uses a
   receive cell at a well-known slotOffset/channelOffset, derived from a
   hash of their own MAC address.  Nodes can reach any neighbor by
   installing a transmit (shared) cell with slotOffset/channelOffset
   derived from the neighbor's MAC address.



   For child-parent links, MSF continuously monitors the load to/from
   parents and children.  It then uses 6P to install/remove unicast
   cells whenever the current schedule appears to be under-/over-
   provisioned.




4.3.3. 6top and RPL Objective Function operations

   An implementation of a RPL [RFC6550] Objective Function (OF), such as
   the RPL Objective Function Zero (OF0) [RFC6552] that is used in the
   Minimal 6TiSCH Configuration [RFC8180] to support RPL over a static
   schedule, may leverage, for its internal computation, the information
   maintained by 6top.



   An OF may require metrics about reachability, such as the Expected
   Transmission Count (ETX) metric [RFC6551].  6top creates and
   maintains an abstract neighbor table, and this state may be leveraged
   to feed an OF and/or store OF information as well.  A neighbor table
   entry may contain a set of statistics with respect to that specific
   neighbor.



   The neighbor information may include the time when the last packet
   has been received from that neighbor, a set of cell quality metrics,
   e.g., received signal strength indication (RSSI) or link quality
   indicator (LQI), the number of packets sent to the neighbor or the
   number of packets received from it.  This information can be made
   available through 6top management APIs and used for instance to
   compute a Rank Increment that will determine the selection of the
   preferred parent.



   6top provides statistics about the underlying layer so the OF can be
   tuned to the nature of the TSCH MAC layer. 6top also enables the RPL
   OF to influence the MAC behavior, for instance by configuring the
   periodicity of IEEE Std. 802.15.4 Extended Beacons (EBs).  By
   augmenting the EB periodicity, it is possible to change the network
   dynamics so as to improve the support of devices that may change
   their point of attachment in the 6TiSCH network.



   Some RPL control messages, such as the DODAG Information Object (DIO)
   are ICMPv6 messages that are broadcast to all neighbor nodes.  With
   6TiSCH, the broadcast channel requirement is addressed by 6top by
   configuring TSCH to provide a broadcast channel, as opposed to, for
   instance, piggybacking the DIO messages in Layer-2 Enhanced Beacons
   (EBs), which would produce undue timer coupling among layers, packet
   size issues and could conflict with the policy of production networks
   where EBs are mostly eliminated to conserve energy.




4.3.4. Network Synchronization

   Nodes in a TSCH network must be time synchronized.  A node keeps
   synchronized to its time source neighbor through a combination of
   frame-based and acknowledgment-based synchronization.  To maximize
   battery life and network throughput, it is advisable that RPL ICMP
   discovery and maintenance traffic (governed by the trickle timer) be
   somehow coordinated with the transmission of time synchronization
   packets (especially with enhanced beacons).



   This could be achieved through an interaction of the 6top sublayer
   and the RPL objective Function, or could be controlled by a
   management entity.



   Time distribution requires a loop-free structure.  Nodes taken in a
   synchronization loop will rapidly desynchronize from the network and
   become isolated. 6TiSCH uses a RPL DAG with a dedicated global
   Instance for the purpose of time synchronization.  That Instance is
   referred to as the Time Synchronization Global Instance (TSGI).  The
   TSGI can be operated in either of the 3 modes that are detailed in
   section 3.1.3 of RPL [RFC6550], "Instances, DODAGs, and DODAG
   Versions".  Multiple uncoordinated DODAGs with independent Roots may
   be used if all the Roots share a common time source such as the
   Global Positioning System (GPS).



   In the absence of a common time source, the TSGI should form a single
   DODAG with a virtual Root.  A backbone network is then used to
   synchronize and coordinate RPL operations between the backbone
   routers that act as sinks for the LLN.  Optionally, RPL's periodic
   operations may be used to transport the network synchronization.
   This may mean that 6top would need to trigger (override) the trickle
   timer if no other traffic has occurred for such a time that nodes may
   get out of synchronization.



   A node that has not joined the TSGI advertises a MAC level Join
   Priority of 0xFF to notify its neighbors that is not capable of
   serving as time parent.  A node that has joined the TSGI advertises a
   MAC level Join Priority set to its DAGRank() in that Instance, where
   DAGRank() is the operation specified in section 3.5.1 of [RFC6550],
   "Rank Comparison".



   The provisioning of a RPL Root is out of scope for both RPL and this
   Architecture, whereas RPL enables to propagate configuration
   information down the DODAG.  This applies to the TSGI as well; a Root
   is configured or obtains by unspecified means the knowledge of the
   RPLInstanceID for the TSGI.  The Root advertises its DagRank in the
   TSGI, that must be less than 0xFF, as its Join Priority in its IEEE
   Std. 802.15.4 Extended Beacons (EB).



   A node that reads a Join Priority of less than 0xFF should join the
   neighbor with the lesser Join Priority and use it as time parent.  If
   the node is configured to serve as time parent, then the node should
   join the TSGI, obtain a Rank in that Instance and start advertising
   its own DagRank in the TSGI as its Join Priority in its EBs.




4.3.5. Slotframes and CDU matrix

   6TiSCH enables IPv6 best effort (stochastic) transmissions over a MAC
   layer that is also capable of scheduled (deterministic)
   transmissions.  A window of time is defined around the scheduled
   transmission where the medium must, as much as practically feasible,
   be free of contending energy to ensure that the medium is free of
   contending packets when time comes for a scheduled transmission.  One
   simple way to obtain such a window is to format time and frequencies
   in cells of transmission of equal duration.  This is the method that
   is adopted in IEEE Std. 802.15.4 TSCH as well as the Long Term
   Evolution (LTE) of cellular networks.



   The 6TiSCH architecture defines a global concept that is called a
   Channel Distribution and Usage (CDU) matrix to describe that
   formatting of time and frequencies,



   A CDU matrix is defined centrally as part of the network definition.
   It is a matrix of cells with a height equal to the number of
   available channels (indexed by ChannelOffsets) and a width (in
   timeslots) that is the period of the network scheduling operation
   (indexed by slotOffsets) for that CDU matrix.  There are different
   models for scheduling the usage of the cells, which place the
   responsibility of avoiding collisions either on a central controller
   or on the devices themselves, at an extra cost in terms of energy to
   scan for free cells (more in Section 4.4).



   The size of a cell is a timeslot duration, and values of 10 to 15
   milliseconds are typical in 802.15.4 TSCH to accommodate for the
   transmission of a frame and an ack, including the security validation
   on the receive side which may take up to a few milliseconds on some
   device architecture.



   A CDU matrix iterates over and over with a well-known channel
   rotation called the hopping sequence.  In a given network, there
   might be multiple CDU matrices that operate with different width, so
   they have different durations and represent different periodic
   operations.  It is recommended that all CDU matrices in a 6TiSCH
   domain operate with the same cell duration and are aligned, so as to
   reduce the chances of interferences from the Slotted ALOHA
   operations.  The knowledge of the CDU matrices is shared between all
   the nodes and used in particular to define slotframes.



   A slotframe is a MAC-level abstraction that is common to all nodes
   and contains a series of timeslots of equal length and precedence.
   It is characterized by a slotframe_ID, and a slotframe_size.  A
   slotframe aligns to a CDU matrix for its parameters, such as number
   and duration of timeslots.



   Multiple slotframes can coexist in a node schedule, i.e., a node can
   have multiple activities scheduled in different slotframes.  A
   slotframe is associated with a priority that may be related to the
   precedence of different 6TiSCH topologies.  The slotframes may be
   aligned to different CDU matrices and thus have different width.
   There is typically one slotframe for scheduled traffic that has the
   highest precedence and one or more slotframe(s) for RPL traffic.  The
   timeslots in the slotframe are indexed by the SlotOffset; the first
   cell is at SlotOffset 0.



   When a packet is received from a higher layer for transmission, 6top
   inserts that packet in the outgoing queue which matches the packet
   best (Differentiated Services [RFC2474] can therefore be used).  At
   each scheduled transmit slot, 6top looks for the frame in all the
   outgoing queues that best matches the cells.  If a frame is found, it
   is given to the TSCH MAC for transmission.




4.3.6. Distributing the reservation of cells

The 6TiSCH architecture introduces the concept of chunks
(Section 2.1) to distribute the allocation of the spectrum for a
whole group of cells at a time.  The CDU matrix is formatted into a
set of chunks, possibly as illustrated in Figure 9, each of the
chunks identified uniquely by a chunk‑ID.  The knowledge of this
formatting is shared between all the nodes in a 6TiSCH network.  It
could be conveyed during the join process, or codified into a profile
document, or obtained using some other mechanism.  This is as opposed
to static scheduling that refers to the pre‑programmed mechanism that
is specified in [RFC8180] and pre‑exists to the distribution of the
chunk formatting.

             +‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+     +‑‑‑‑‑+
chan.Off. 0  |chnkA|chnkP|chnk7|chnkO|chnk2|chnkK|chnk1| ... |chnkZ|
             +‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+     +‑‑‑‑‑+
chan.Off. 1  |chnkB|chnkQ|chnkA|chnkP|chnk3|chnkL|chnk2| ... |chnk1|
             +‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+     +‑‑‑‑‑+
               ...
             +‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+     +‑‑‑‑‑+
chan.Off. 15 |chnkO|chnk6|chnkN|chnk1|chnkJ|chnkZ|chnkI| ... |chnkG|
             +‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑+     +‑‑‑‑‑+
                0     1     2     3     4     5     6          M



                Figure 9: CDU matrix Partitioning in Chunks



   The 6TiSCH Architecture envisions a protocol that enables chunk
   ownership appropriation whereby a RPL parent discovers a chunk that
   is not used in its interference domain, claims the chunk, and then
   defends it in case another RPL parent would attempt to appropriate it
   while it is in use.  The chunk is the basic unit of ownership that is
   used in that process.



   As a result of the process of chunk ownership appropriation, the RPL
   parent has exclusive authority to decide which cell in the
   appropriated chunk can be used by which node in its interference
   domain.  In other words, it is implicitly delegated the right to
   manage the portion of the CDU matrix that is represented by the
   chunk.



   Initially, those cells are added to the heap of free cells, then
   dynamically placed into existing bundles, in new bundles, or
   allocated opportunistically for one transmission.



   Note that a PCE is expected to have precedence in the allocation, so
   that a RPL parent would only be able to obtain portions that are not
   in-use by the PCE.




4.4. Schedule Management Mechanisms

   6TiSCH uses 4 paradigms to manage the TSCH schedule of the LLN nodes:
   Static Scheduling, neighbor-to-neighbor Scheduling, remote monitoring
   and scheduling management, and Hop-by-hop scheduling.  Multiple
   mechanisms are defined that implement the associated Interaction
   Models, and can be combined and used in the same LLN.  Which
   mechanism(s) to use depends on application requirements.




4.4.1. Static Scheduling

   In the simplest instantiation of a 6TiSCH network, a common fixed
   schedule may be shared by all nodes in the network.  Cells are
   shared, and nodes contend for slot access in a slotted ALOHA manner.



   A static TSCH schedule can be used to bootstrap a network, as an
   initial phase during implementation, or as a fall-back mechanism in
   case of network malfunction.  This schedule is pre-established, for
   instance decided by a network administrator based on operational
   needs.  It can be pre-configured into the nodes, or, more commonly,
   learned by a node when joining the network using standard IEEE Std.
   802.15.4 Information Elements (IE).  Regardless, the schedule remains
   unchanged after the node has joined a network.  RPL is used on the
   resulting network.  This "minimal" scheduling mechanism that
   implements this paradigm is detailed in [RFC8180].




4.4.2. Neighbor-to-neighbor Scheduling

   In the simplest instantiation of a 6TiSCH network described in
   Section 4.4.1, nodes may expect a packet at any cell in the schedule
   and will waste energy idle listening.  In a more complex
   instantiation of a 6TiSCH network, a matching portion of the schedule
   is established between peers to reflect the observed amount of
   transmissions between those nodes.  The aggregation of the cells
   between a node and a peer forms a bundle that the 6top layer uses to
   implement the abstraction of a link for IP.  The bandwidth on that
   link is proportional to the number of cells in the bundle.



   If the size of a bundle is configured to fit an average amount of
   bandwidth, peak traffic is dropped.  If the size is configured to
   allow for peak emissions, energy is be wasted idle listening.



   As discussed in more details in Section 4.3, the 6top Protocol
   [RFC8480] specifies the exchanges between neighbor nodes to reserve
   soft cells to transmit to one another, possibly under the control of
   a Scheduling Function (SF).  Because this reservation is done without
   global knowledge of the schedule of other nodes in the LLN,
   scheduling collisions are possible.



   And as discussed in Section 4.3.2, an optional Scheduling Function
   (SF) is used to monitor bandwidth usage and perform requests for
   dynamic allocation by the 6top sublayer.  The SF component is not
   part of the 6top sublayer.  It may be collocated on the same device
   or may be partially or fully offloaded to an external system.  The
   "6TiSCH Minimal Scheduling Function (MSF)" [MSF] provides a simple
   scheduling function that can be used by default by devices that
   support dynamic scheduling of soft cells.



   Monitoring and relocation is done in the 6top layer.  For the upper
   layer, the connection between two neighbor nodes appears as a number
   of cells.  Depending on traffic requirements, the upper layer can
   request 6top to add or delete a number of cells scheduled to a
   particular neighbor, without being responsible for choosing the exact
   slotOffset/channelOffset of those cells.




4.4.3. Remote Monitoring and Schedule Management

   Remote monitoring and Schedule Management refers to a DetNet/SDN
   model whereby an NME and a scheduling entity, associated with a PCE,
   reside in a central controller and interact with the 6top layer to
   control IPv6 Links and Tracks (Section 4.5) in a 6TiSCH network.  The
   composite centralized controller can assign physical resources (e.g.,
   buffers and hard cells) to a particular Track to optimize the
   reliability within a bounded latency for a well-specified flow.



   The work at the 6TiSCH WG focused on non-deterministic traffic and
   did not provide the generic data model that is necessary for the
   controller to monitor and manage resources of the 6top sublayer.
   This is deferred to future work, see Appendix A.1.2.



   With respect to Centralized routing and scheduling, it is envisioned
   that the related component of the 6TiSCH Architecture would be an
   extension of the DetNet Architecture [RFC8655], which studies Layer-3
   aspects of Deterministic Networks, and covers networks that span
   multiple Layer-2 domains.



   The DetNet architecture is a form of Software Defined Networking
   (SDN) Architecture and is composed of three planes, a (User)
   Application Plane, a Controller Plane (where the PCE operates), and a
   Network Plane which can represent a 6TiSCH LLN.



   Software-Defined Networking (SDN): Layers and Architecture
   Terminology [RFC7426] proposes a generic representation of the SDN
   architecture that is reproduced in Figure 10.



              o‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑o
              |                                |
              | +‑‑‑‑‑‑‑‑‑‑‑‑‑+   +‑‑‑‑‑‑‑‑‑‑+ |
              | | Application |   |  Service | |
              | +‑‑‑‑‑‑‑‑‑‑‑‑‑+   +‑‑‑‑‑‑‑‑‑‑+ |
              |       Application Plane        |
              o‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑Y‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑o
                              |
*‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑Y‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑*
|           Network Services Abstraction Layer (NSAL)           |
*‑‑‑‑‑‑Y‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑Y‑‑‑‑‑‑‑*
       |                                                |
       |               Service Interface                |
       |                                                |
o‑‑‑‑‑‑Y‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑o       o‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑Y‑‑‑‑‑‑o
|      |    Control Plane |       | Management Plane    |      |
| +‑‑‑‑Y‑‑‑‑+   +‑‑‑‑‑+   |       |  +‑‑‑‑‑+       +‑‑‑‑Y‑‑‑‑+ |
| | Service |   | App |   |       |  | App |       | Service | |
| +‑‑‑‑Y‑‑‑‑+   +‑‑Y‑‑+   |       |  +‑‑Y‑‑+       +‑‑‑‑Y‑‑‑‑+ |
|      |           |      |       |     |               |      |
| *‑‑‑‑Y‑‑‑‑‑‑‑‑‑‑‑Y‑‑‑‑* |       | *‑‑‑Y‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑Y‑‑‑‑* |
| | Control Abstraction | |       | | Management Abstraction | |
| |     Layer (CAL)     | |       | |      Layer (MAL)       | |
| *‑‑‑‑‑‑‑‑‑‑Y‑‑‑‑‑‑‑‑‑‑* |       | *‑‑‑‑‑‑‑‑‑‑Y‑‑‑‑‑‑‑‑‑‑‑‑‑* |
|            |            |       |            |               |
o‑‑‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑o       o‑‑‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑o
             |                                 |
             | CP                              | MP
             | Southbound                      | Southbound
             | Interface                       | Interface
             |                                 |
*‑‑‑‑‑‑‑‑‑‑‑‑Y‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑Y‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑*
|         Device and resource Abstraction Layer (DAL)           |
*‑‑‑‑‑‑‑‑‑‑‑‑Y‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑Y‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑*
|            |                                 |                |
|    o‑‑‑‑‑‑‑Y‑‑‑‑‑‑‑‑‑‑o   +‑‑‑‑‑+   o‑‑‑‑‑‑‑‑Y‑‑‑‑‑‑‑‑‑‑o     |
|    | Forwarding Plane |   | App |   | Operational Plane |     |
|    o‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑o   +‑‑‑‑‑+   o‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑o     |
|                       Network Device                          |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



      Figure 10: SDN Layers and Architecture Terminology per RFC 7426



   The PCE establishes end-to-end Tracks of hard cells, which are
   described in more details in Section 4.6.1.



   The DetNet work is expected to enable end to end Deterministic Path



   across heterogeneous network.  This can be for instance a 6TiSCH LLN
   and an Ethernet Backbone.



   This model fits the 6TiSCH extended configuration, whereby a 6BBR
   federates multiple 6TiSCH LLN in a single subnet over a backbone that
   can be, for instance, Ethernet or Wi-Fi.  In that model, 6TiSCH 6BBRs
   synchronize with one another over the backbone, so as to ensure that
   the multiple LLNs that form the IPv6 subnet stay tightly
   synchronized.



   If the Backbone is Deterministic, then the Backbone Router ensures
   that the end-to-end deterministic behavior is maintained between the
   LLN and the backbone.  It is the responsibility of the PCE to compute
   a deterministic path and to end across the TSCH network and an IEEE
   Std. 802.1 TSN Ethernet backbone, and that of DetNet to enable end-
   to-end deterministic forwarding.




4.4.4. Hop-by-hop Scheduling

   A node can reserve a Track (Section 4.5) to one or more
   destination(s) that are multiple hops away by installing soft cells
   at each intermediate node.  This forms a Track of soft cells.  A
   Track Scheduling Function above the 6top sublayer of each node on the
   Track is needed to monitor these soft cells and trigger relocation
   when needed.



   This hop-by-hop reservation mechanism is expected to be similar in
   essence to [RFC3209] and/or [RFC4080]/[RFC5974].  The protocol for a
   node to trigger hop-by-hop scheduling is not yet defined.




4.5. On Tracks

   The architecture introduces the concept of a Track, which is a
   directed path from a source 6TiSCH node to one or more destination
   6TiSCH node(s) across a 6TiSCH LLN.



   A Track is the 6TiSCH instantiation of the concept of a Deterministic
   Path as described in [RFC8655].  Constrained resources such as memory
   buffers are reserved for that Track in intermediate 6TiSCH nodes to
   avoid loss related to limited capacity.  A 6TiSCH node along a Track
   not only knows which bundles of cells it should use to receive
   packets from a previous hop, but also knows which bundle(s) it should
   use to send packets to its next hop along the Track.




4.5.1. General Behavior of Tracks

   A Track is associated with Layer-2 bundles of cells with related
   schedules and logical relationships and that ensure that a packet
   that is injected in a Track will progress in due time all the way to
   destination.



   Multiple cells may be scheduled in a Track for the transmission of a
   single packet, in which case the normal operation of IEEE Std.
   802.15.4 Automatic Repeat-reQuest (ARQ) can take place; the
   acknowledgment may be omitted in some cases, for instance if there is
   no scheduled cell for a possible retry.



   There are several benefits for using a Track to forward a packet from
   a source node to the destination node.



   1.  Track forwarding, as further described in Section 4.6.1, is a
       Layer-2 forwarding scheme, which introduces less process delay
       and overhead than Layer-3 forwarding scheme.  Therefore, LLN
       Devices can save more energy and resource, which is critical for
       resource constrained devices.



   2.  Since channel resources, i.e., bundles of cells, have been
       reserved for communications between 6TiSCH nodes of each hop on
       the Track, the throughput and the maximum latency of the traffic
       along a Track are guaranteed and the jitter is maintained small.



   3.  By knowing the scheduled time slots of incoming bundle(s) and
       outgoing bundle(s), 6TiSCH nodes on a Track could save more
       energy by staying in sleep state during in-active slots.



   4.  Tracks are protected from interfering with one another if a cell
       is scheduled to belong to at most one Track, and congestion loss
       is avoided if at most one packet can be presented to the MAC to
       use that cell.  Tracks enhance the reliability of transmissions
       and thus further improve the energy consumption in LLN Devices by
       reducing the chances of retransmission.





4.5.2. Serial Track

   A Serial (or simple) Track is the 6TiSCH version of a circuit; a
   bundle of cells that are programmed to receive (RX-cells) is uniquely
   paired to a bundle of cells that are set to transmit (TX-cells),
   representing a Layer-2 forwarding state which can be used regardless
   of the network layer protocol.  A Serial Track is thus formed end-to-
   end as a succession of paired bundles, a receive bundle from the
   previous hop and a transmit bundle to the next hop along the Track.
   For a given iteration of the device schedule, the effective channel
   of the cell is obtained by following in a loop a well-known hopping
   sequence that started at Epoch time at the channelOffset of the cell,
   which results in a rotation of the frequency that used for
   transmission.  The bundles may be computed so as to accommodate both
   variable rates and retransmissions, so they might not be fully used
   in the iteration of the schedule.




4.5.3. Complex Track with Replication and Elimination

   The art of Deterministic Networks already include Packet Replication
   and Elimination techniques.  Example standards include the Parallel
   Redundancy Protocol (PRP) and the High-availability Seamless
   Redundancy (HSR) [IEC62439].  Similarly, and as opposed to a Serial
   Track that is a sequence of nodes and links, a Complex Track is
   shaped as a directed acyclic graph towards one or more destination(s)
   to support multi-path forwarding and route around failures.



   A Complex Track may branch off over non congruent branches for the
   purpose of multicasting, and/or redundancy, in which case it
   reconverges later down the path.  This enables the Packet
   Replication, Elimination and Ordering Functions (PREOF) defined by
   Detnet.  Packet ARQ, Replication, Elimination and Overhearing (PAREO)
   adds radio-specific capabilities of Layer-2 ARQ and promiscuous
   listening to redundant transmissions to compensate for the lossiness
   of the medium and meet industrial expectations of a Reliable and
   Available Wireless network.  Combining PAREO and PREOF, a Track may
   extend beyond the 6TiSCH network in a larger DetNet network.



   In the art of TSCH, a path does not necessarily support PRE but it is
   almost systematically multi-path.  This means that a Track is
   scheduled so as to ensure that each hop has at least two forwarding
   solutions, and the forwarding decision is to try the preferred one
   and use the other in case of Layer-2 transmission failure as detected
   by ARQ.  Similarly, at each 6TiSCH hop along the Track, the PCE may
   schedule more than one timeslot for a packet, so as to support
   Layer-2 retries (ARQ).  It is also possible that the field device
   only uses the second branch if sending over the first branch fails.




4.5.4. DetNet End-to-end Path

   Ultimately, DetNet should enable to extend a Track beyond the 6TiSCH
   LLN as illustrated in Figure 11.  In that example, a Track that is
   laid out from a field device in a 6TiSCH network to an IoT gateway
   that is located on an 802.1 Time-Sensitive Networking (TSN) backbone.
   A 6TiSCH-Aware DetNet Service Layer handles the Packet Replication,
   Elimination, and Ordering Functions over the DODAG that forms a
   Track.



   The Replication function in the 6TiSCH Node sends a copy of each
   packet over two different branches, and the PCE schedules each hop of
   both branches so that the two copies arrive in due time at the
   gateway.  In case of a loss on one branch, hopefully the other copy
   of the packet still makes it in due time.  If two copies make it to
   the IoT gateway, the Elimination function in the gateway ignores the
   extra packet and presents only one copy to upper layers.



               +‑=‑=‑+
               | IoT |
               | G/W |
               +‑=‑=‑+
                  ^  <=== Elimination
  Track branch   | |
         +‑=‑=‑=‑+ +‑=‑=‑=‑=+ Subnet Backbone
         |                  |
      +‑=|‑=+            +‑=|‑=+
      |  |  | Backbone   |  |  | Backbone
 o    |  |  | router     |  |  | router
      +‑=/‑=+            +‑=|‑=+
 o     /    o     o‑=‑o‑=‑=/       o
     o    o‑=‑o‑=/   o      o   o  o   o
o     \  /     o               o   LLN    o
   o   v  <=== Replication
       o



                 Figure 11: Example End-to-End DetNet Track




4.5.5. Cell Reuse

   The 6TiSCH architecture provides means to avoid waste of cells as
   well as overflows in the transmit bundle of a Track, as follows:



   A TX-cell that is not needed for the current iteration may be reused
   opportunistically on a per-hop basis for routed packets.  When all of
   the frame that were received for a given Track are effectively
   transmitted, any available TX-cell for that Track can be reused for
   upper layer traffic for which the next-hop router matches the next
   hop along the Track.  In that case, the cell that is being used is
   effectively a TX-cell from the Track, but the short address for the
   destination is that of the next-hop router.



   It results in a frame that is received in a RX-cell of a Track with a
   destination MAC address set to this node as opposed to the broadcast
   MAC address must be extracted from the Track and delivered to the
   upper layer.  Note that a frame with an unrecognized destination MAC
   address is dropped at the lower MAC layer and thus is not received at
   the 6top sublayer.



   On the other hand, it might happen that there are not enough TX-cells
   in the transmit bundle to accommodate the Track traffic, for instance
   if more retransmissions are needed than provisioned.  In that case,
   and if the frame transports an IPv6 packet, then it can be placed for
   transmission in the bundle that is used for Layer-3 traffic towards
   the next hop along the Track.  The MAC address should be set to the
   next-hop MAC address to avoid confusion.



It results in a frame that is received over a Layer‑3 bundle may be
in fact associated to a Track.  In a classical IP link such as an
Ethernet, off‑Track traffic is typically in excess over reservation
to be routed along the non‑reserved path based on its QoS setting.
But with 6TiSCH, since the use of the Layer‑3 bundle may be due to
transmission failures, it makes sense for the receiver to recognize a
frame that should be re‑Tracked, and to place it back on the
appropriate bundle if possible.  .  A frame is re‑Tracked by
scheduling it for transmission over the transmit bundle associated to
the Track, with the destination MAC address set to broadcast.




4.6. Forwarding Models

   By forwarding, this document means the per-packet operation that
   allows to deliver a packet to a next hop or an upper layer in this
   node.  Forwarding is based on pre-existing state that was installed
   as a result of a routing computation Section 4.7.  6TiSCH supports
   three different forwarding model:(G-MPLS) Track Forwarding,
   (classical) IPv6 Forwarding and (6LoWPAN) Fragment Forwarding.




4.6.1. Track Forwarding

   Forwarding along a Track can be seen as a Generalized Multi-protocol
   Label Switching (G-MPLS) operation in that the information used to
   switch a frame is not an explicit label, but rather related to other
   properties of the way the packet was received, a particular cell in
   the case of 6TiSCH.  As a result, as long as the TSCH MAC (and
   Layer-2 security) accepts a frame, that frame can be switched
   regardless of the protocol, whether this is an IPv6 packet, a 6LoWPAN
   fragment, or a frame from an alternate protocol such as WirelessHART
   or ISA100.11a.



   A data frame that is forwarded along a Track normally has a
   destination MAC address that is set to broadcast - or a multicast
   address depending on MAC support.  This way, the MAC layer in the
   intermediate nodes accepts the incoming frame and 6top switches it
   without incurring a change in the MAC header.  In the case of IEEE
   Std. 802.15.4, this means effectively broadcast, so that along the
   Track the short address for the destination of the frame is set to
   0xFFFF.



   There are 2 modes for a Track, native mode and tunnel mode.




4.6.1.1. Native Mode

   In native mode, the Protocol Data Unit (PDU) is associated with flow-
   dependent meta-data that refers uniquely to the Track, so the 6top
   sublayer can place the frame in the appropriate cell without
   ambiguity.  In the case of IPv6 traffic, this flow identification may
   be done using a 6-tuple as discussed in [I-D.ietf-detnet-ip].  In
   particular, implementations of this document should support
   identification of DetNet flows based on the IPv6 Flow Label field.
   The flow identification may also be done using a dedicated RPL
   Instance (see section 3.1.3 of [RFC6550]), signaled in a RPL Packet
   Information (more in section 11.2.2.1 of [RFC6550]).  The flow
   identification is validated at egress before restoring the
   destination MAC address (DMAC) and punting to the upper layer.



   Figure 12 illustrates the Track Forwarding operation which happens at
   the 6top sublayer, below IP.



                    | Packet flowing across the network  ^
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+    |                                    |
|     IPv6     |    |                                    |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+    |                                    |
|  6LoWPAN HC  |    |                                    |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  ingress                              egress
|     6top     |   sets     +‑‑‑‑+          +‑‑‑‑+    restores
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  DMAC to   |    |          |    |    DMAC to
|   TSCH MAC   |   brdcst   |    |          |    |     dest
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+    |       |    |          |    |       |
|   LLN PHY    |    +‑‑‑‑‑‑‑+    +‑‑...‑‑‑‑‑+    +‑‑‑‑‑‑‑+
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
                  Ingress   Relay            Relay     Egress
   Stack Layer     Node     Node             Node       Node



                  Figure 12: Track Forwarding, Native Mode




4.6.1.2. Tunnel Mode

   In tunnel mode, the frames originate from an arbitrary protocol over
   a compatible MAC that may or may not be synchronized with the 6TiSCH
   network.  An example of this would be a router with a dual radio that
   is capable of receiving and sending WirelessHART or ISA100.11a frames
   with the second radio, by presenting itself as an access Point or a
   Backbone Router, respectively.  In that mode, some entity (e.g., PCE)
   can coordinate with a WirelessHART Network Manager or an ISA100.11a
   System Manager to specify the flows that are transported.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|     IPv6     |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  6LoWPAN HC  |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+             set            restore
|     6top     |            +DMAC+          +DMAC+
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+          to|brdcst       to|nexthop
|   TSCH MAC   |            |    |          |    |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+            |    |          |    |
|   LLN PHY    |    +‑‑‑‑‑‑‑+    +‑‑...‑‑‑‑‑+    +‑‑‑‑‑‑‑+
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+    |   ingress                 egress   |
                    |                                    |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+    |                                    |
|   LLN PHY    |    |                                    |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+    |  Packet flowing across the network |
|   TSCH MAC   |    |                                    |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+    | DMAC =                             | DMAC =
|ISA100/WiHART |    | nexthop                            v nexthop
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
                  Source   Ingress          Egress   Destination
   Stack Layer     Node     Node             Node       Node



                  Figure 13: Track Forwarding, Tunnel Mode



   In that case, the flow information that identifies the Track at the
   ingress 6TiSCH router is derived from the RX-cell.  The DMAC is set
   to this node but the flow information indicates that the frame must
   be tunneled over a particular Track so the frame is not passed to the
   upper layer.  Instead, the DMAC is forced to broadcast and the frame
   is passed to the 6top sublayer for switching.



   At the egress 6TiSCH router, the reverse operation occurs.  Based on
   tunneling information of the Track, which may for instance indicate
   that the tunneled datagram is an IP packet, the datagram is passed to
   the appropriate Link-Layer with the destination MAC restored.




4.6.1.3. Tunneling Information

   Tunneling information coming with the Track configuration provides
   the destination MAC address of the egress endpoint as well as the
   tunnel mode and specific data depending on the mode, for instance a
   service access point for frame delivery at egress.



   If the tunnel egress point does not have a MAC address that matches
   the configuration, the Track installation fails.



   If the Layer-3 destination address belongs to the tunnel termination,
   then it is possible that the IPv6 address of the destination is
   compressed at the 6LoWPAN sublayer based on the MAC address.
   Restoring the wrong MAC address at the egress would then also result
   in the wrong IP address in the packet after decompression.  For that
   reason, a packet can be injected in a Track only if the destination
   MAC address is effectively that of the tunnel egress point.  It is
   thus mandatory for the ingress router to validate that the MAC
   address that was used at the 6LoWPAN sublayer for compression matches
   that of the tunnel egress point before it overwrites it to broadcast.
   The 6top sublayer at the tunnel egress point reverts that operation
   to the MAC address obtained from the tunnel information.




4.6.2. IPv6 Forwarding

   As the packets are routed at Layer-3, traditional QoS and Active
   Queue Management (AQM) operations are expected to prioritize flows.



                    | Packet flowing across the network  ^
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+    |                                    |
|     IPv6     |    |       +‑QoS+          +‑QoS+       |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+    |       |    |          |    |       |
|  6LoWPAN HC  |    |       |    |          |    |       |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+    |       |    |          |    |       |
|     6top     |    |       |    |          |    |       |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+    |       |    |          |    |       |
|   TSCH MAC   |    |       |    |          |    |       |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+    |       |    |          |    |       |
|   LLN PHY    |    +‑‑‑‑‑‑‑+    +‑‑...‑‑‑‑‑+    +‑‑‑‑‑‑‑+
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
                  Source   Ingress          Egress   Destination
   Stack Layer     Node    Router           Router      Node



                          Figure 14: IP Forwarding




4.6.3. Fragment Forwarding

   Considering that per section 4 of [RFC4944] 6LoWPAN packets can be as
   large as 1280 bytes (the IPv6 minimum MTU), and that the non-storing
   mode of RPL implies Source Routing that requires space for routing
   headers, and that a IEEE Std. 802.15.4 frame with security may carry
   in the order of 80 bytes of effective payload, an IPv6 packet might
   be fragmented into more than 16 fragments at the 6LoWPAN sublayer.



   This level of fragmentation is much higher than that traditionally
   experienced over the Internet with IPv4 fragments, where
   fragmentation is already known as harmful.



   In the case to a multihop route within a 6TiSCH network, Hop-by-Hop
   recomposition occurs at each hop to reform the packet and route it.
   This creates additional latency and forces intermediate nodes to
   store a portion of a packet for an undetermined time, thus impacting
   critical resources such as memory and battery.



   [MIN-FRAG] describes a framework for forwarding fragments end-to-end
   across a 6TiSCH route-over mesh.  Within that framework,
   [I-D.ietf-lwig-6lowpan-virtual-reassembly] details a virtual
   reassembly buffer mechanism whereby the datagram tag in the 6LoWPAN
   Fragment is used as a label for switching at the 6LoWPAN sublayer.



   Building on this technique, [RECOV-FRAG] introduces a new format for
   6LoWPAN fragments that enables the selective recovery of individual
   fragments, and allows for a degree of flow control based on an
   Explicit Congestion Notification.



                    | Packet flowing across the network  ^
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+    |                                    |
|     IPv6     |    |       +‑‑‑‑+          +‑‑‑‑+       |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+    |       |    |          |    |       |
|  6LoWPAN HC  |    |       learn           learn        |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+    |       |    |          |    |       |
|     6top     |    |       |    |          |    |       |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+    |       |    |          |    |       |
|   TSCH MAC   |    |       |    |          |    |       |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+    |       |    |          |    |       |
|   LLN PHY    |    +‑‑‑‑‑‑‑+    +‑‑...‑‑‑‑‑+    +‑‑‑‑‑‑‑+
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
                  Source   Ingress          Egress   Destination
   Stack Layer     Node    Router           Router      Node



                    Figure 15: Forwarding First Fragment



   In that model, the first fragment is routed based on the IPv6 header
   that is present in that fragment.  The 6LoWPAN sublayer learns the
   next hop selection, generates a new datagram tag for transmission to
   the next hop, and stores that information indexed by the incoming MAC
   address and datagram tag.  The next fragments are then switched based
   on that stored state.



                    | Packet flowing across the network  ^
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+    |                                    |
|     IPv6     |    |                                    |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+    |                                    |
|  6LoWPAN HC  |    |       replay          replay       |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+    |       |    |          |    |       |
|     6top     |    |       |    |          |    |       |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+    |       |    |          |    |       |
|   TSCH MAC   |    |       |    |          |    |       |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+    |       |    |          |    |       |
|   LLN PHY    |    +‑‑‑‑‑‑‑+    +‑‑...‑‑‑‑‑+    +‑‑‑‑‑‑‑+
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
                  Source   Ingress          Egress   Destination
   Stack Layer     Node    Router           Router      Node



                    Figure 16: Forwarding Next Fragment



   A bitmap and an ECN echo in the end-to-end acknowledgment enable the
   source to resend the missing fragments selectively.  The first
   fragment may be resent to carve a new path in case of a path failure.
   The ECN echo set indicates that the number of outstanding fragments
   should be reduced.




4.7. Advanced 6TiSCH Routing


4.7.1. Packet Marking and Handling

   All packets inside a 6TiSCH domain must carry the RPLInstanceID that
   identifies the 6TiSCH topology that is to be used for routing and
   forwarding that packet.  The location of that information must be the
   same for all packets forwarded inside the domain.



   For packets that are routed by a PCE along a Track, the tuple formed
   by the IPv6 source address and a local RPLInstanceID in the packet
   identify uniquely the Track and associated transmit bundle.



   For packets that are routed by RPL, that information is the
   RPLInstanceID which is carried in the RPL Packet Information (RPI),
   as discussed in section 11.2 of [RFC6550], "Loop Avoidance and
   Detection".  The RPI is transported by a RPL option in the IPv6 Hop-
   By-Hop Header [RFC6553].



   A compression mechanism for the RPL packet artifacts that integrates
   the compression of IP-in-IP encapsulation and the Routing Header type
   3 [RFC6554] with that of the RPI in a 6LoWPAN dispatch/header type is
   specified in [RFC8025] and [RFC8138].



   Either way, the method and format used for encoding the RPLInstanceID
   is generalized to all 6TiSCH topological Instances, which include
   both RPL Instances and Tracks.




4.7.2. Replication, Retries and Elimination

   6TiSCH supports the PREOF operations of elimination and reordering of
   packets along a complex Track, but has no requirement about whether a
   sequence number is tagged in the packet for that purpose.  With
   6TiSCH, the schedule can tell when multiple receive timeslots
   correspond to copies of a same packet, in which case the receiver may
   avoid listening to the extra copies once it had received one instance
   of the packet.



   The semantics of the configuration will enable correlated timeslots
   to be grouped for transmit (and respectively receive) with a 'OR'
   relations, and then a 'AND' relation would be configurable between
   groups.  The semantics is that if the transmit (and respectively
   receive) operation succeeded in one timeslot in a 'OR' group, then
   all the other timeslots in the group are ignored.  Now, if there are
   at least two groups, the 'AND' relation between the groups indicates
   that one operation must succeed in each of the groups.



   On the transmit side, timeslots provisioned for retries along a same
   branch of a Track are placed a same 'OR' group.  The 'OR' relation
   indicates that if a transmission is acknowledged, then
   retransmissions of that packet should not be attempted for remaining
   timeslots in that group.  There are as many 'OR' groups as there are
   branches of the Track departing from this node.  Different 'OR'
   groups are programmed for the purpose of replication, each group
   corresponding to one branch of the Track.  The 'AND' relation between
   the groups indicates that transmission over any of branches must be
   attempted regardless of whether a transmission succeeded in another
   branch.  It is also possible to place cells to different next-hop
   routers in a same 'OR' group.  This allows to route along multi-path
   Tracks, trying one next-hop and then another only if sending to the
   first fails.



   On the receive side, all timeslots are programmed in a same 'OR'
   group.  Retries of a same copy as well as converging branches for
   elimination are converged, meaning that the first successful
   reception is enough and that all the other timeslots can be ignored.
   A 'AND' group denotes different packets that must all be received and
   transmitted over the associated transmit groups within their
   respected 'AND' or 'OR' rules.



   As an example say that we have a simple network as represented in



   Figure 17, and we want to enable PREOF between an ingress node I and
   an egress node E.



            +‑+         +‑+
         ‑‑ |A|  ‑‑‑‑‑‑ |C| ‑‑
       /    +‑+         +‑+    \
     /                           \
+‑+                                +‑+
|I|                                |E|
+‑+                                +‑+
     \                           /
       \    +‑+         +‑+    /
         ‑‑ |B| ‑‑‑‑‑‑‑ |D| ‑‑
            +‑+         +‑+



              Figure 17: Scheduling PREOF on a Simple Network



   The assumption for this particular problem is that a 6TiSCH node has
   a single radio, so it cannot perform 2 receive and/or transmit
   operations at the same time, even on 2 different channels.



   Say we have 6 possible channels, and at least 10 timeslots per
   slotframe.  Figure 18 shows a possible schedule whereby each
   transmission is retried 2 or 3 times, and redundant copies are
   forwarded in parallel via A and C on the one hand, and B and D on the
   other, providing time diversity, spatial diversity though different
   physical paths, and frequency diversity.



   slotOffset      0    1    2    3    4    5    6    7    9
                +‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+
channelOffset 0 |    |    |    |    |    |    |B‑>D|    |    | ...
                +‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+
channelOffset 1 |    |I‑>A|    |A‑>C|B‑>D|    |    |    |    | ...
                +‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+
channelOffset 2 |I‑>A|    |    |I‑>B|    |C‑>E|    |D‑>E|    | ...
                +‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+
channelOffset 3 |    |    |    |    |A‑>C|    |    |    |    | ...
                +‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+
channelOffset 4 |    |    |I‑>B|    |    |B‑>D|    |    |D‑>E| ...
                +‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+
channelOffset 5 |    |    |A‑>C|    |    |    |C‑>E|    |    | ...
                +‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+



                     Figure 18: Example Global Schedule



   This translates in a different slotframe for every node that provides
   the waking and sleeping times, and the channelOffset to be used when
   awake.  Figure 19 shows the corresponding slotframe for node A.



   slotOffset      0    1    2    3    4    5    6    7    9
                +‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+
operation       |rcv |rcv |xmit|xmit|xmit|none|none|none|none| ...
                +‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+
channelOffset   |  2 |  1 |  5 |  1 |  3 |N/A |N/A |N/A |N/A | ...
                +‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+‑‑‑‑+



                  Figure 19: Example Slotframe for Node A



   The logical relationship between the timeslots is given by the
   following table:



+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Node |    rcv slotOffset   |    xmit slotOffset     |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| I    |         N/A         | (0 OR 1) AND (2 OR 3)  |
| A    |       (0 OR 1)      |     (2 OR 3 OR 4)      |
| B    |       (2 OR 3)      |     (4 OR 5 OR 6)      |
| C    |    (2 OR 3 OR 4)    |        (5 OR 6)        |
| D    |    (4 OR 5 OR 6)    |        (7 OR 8)        |
| E    |  (5 OR 6 OR 7 OR 8) |          N/A           |
+‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                                 Figure 20




5. IANA Considerations

   This document does not require IANA action.




6. Security Considerations

   The "Minimal Security Framework for 6TiSCH" [MIN-SECURITY] was
   optimized for Low-Power and TSCH operations.  The reader is
   encouraged to review the Security Considerations section of that
   document, which discusses 6TiSCH security issues in more details.




6.1. Availability of Remote Services

   The operation of 6TiSCH Tracks inherits its high level operation from
   DetNet and is subject to the observations in section 5 of [RFC8655].
   The installation and the maintenance of the 6TiSCH Tracks depends on
   the availability of a controller with a PCE to compute and push them
   in the network.  When that connectivity is lost, existing Tracks may
   continue to operate until the end of their lifetime, but cannot be
   removed or updated, and new Tracks cannot be installed.



   In a LLN, the communication with a remote PCE may be slow and
   unreactive to rapid changes in the condition of the wireless
   communication.  An attacker may introduce extra delay by selectively
   jamming some packets or some flows.  The expectation is that the
   6TiSCH Tracks enable enough redundancy to maintain the critical
   traffic in operation while new routes are calculated and programmed
   into the network.



   As with DetNet in general, the communication with the PCE must be
   secured and should be protected against DoS attacks, including delay
   injection and blackholing attacks, and secured as discussed in the
   security considerations defined for Abstraction and Control of
   Traffic Engineered Networks (ACTN) in Section 9 of [RFC8453], which
   applies equally to DetNet and 6TiSCH.  In a similar manner, the
   communication with the JRC must be secured and should be protected
   against DoS attacks when possible.




6.2. Selective Jamming

   The Hopping Sequence of a TSCH network is well-known, meaning that if
   a rogue manages to identify a cell of a particular flow, then it may
   to selectively jam that cell, without impacting any other traffic.
   This attack can be performed at the PHY layer without any knowledge
   of the Layer-2 keys, and is very hard to detect and diagnose because
   only one flow is impacted.



   [I-D.tiloca-6tisch-robust-scheduling] proposes a method to obfuscate
   the hopping sequence and make it harder to perpetrate that particular
   attack.




6.3. MAC-Layer Security

   This architecture operates on IEEE Std. 802.15.4 and expects the
   Link-Layer security to be enabled at all times between connected
   devices, except for the very first step of the device join process,
   where a joining device may need some initial, unsecured exchanges so
   as to obtain its initial key material.  In a typical deployment, all
   joined nodes use the same keys and rekeying needs to be global.



   The 6TISCH Architecture relies on the join process to deny
   authorization of invalid nodes and preserve the integrity of the
   network keys.  A rogue that managed to access the network can perform
   a large variety of attacks from DoS to injecting forged packets and
   routing information.  "Zero-trust" properties would be highly
   desirable but are mostly not available at the time of this writing.
   [AP-ND] is a notable exception that protects the ownership of IPv6
   addresses and prevents a rogue node with L2 access from stealing and
   injecting traffic on behalf of a legitimate node.




6.4. Time Synchronization

   Time Synchronization in TSCH induces another event horizon whereby a
   node will only communicate with another node if they are synchronized
   within a guard time.  The pledge discovers the synchronization of the
   network based on the time of reception of the beacon.  If an attacker
   synchronizes a pledge outside of the guard time of the legitimate
   nodes then the pledge will never see a legitimate beacon and may not
   discover the attack.



   As discussed in [RFC8655], measures must be taken to protect the time
   synchronization, and for 6TiSCH this includes ensuring that the
   Absolute Slot Number (ASN), which is the node's sense of time, is not
   compromised.  Once installed and as long as the node is synchronized
   to the network, ASN is implicit in the transmissions.



   IEEE Std. 802.15.4 [IEEE802154] specifies that in a TSCH network, the
   nonce that is used for the computation of the Message Integrity Code
   (MIC) to secure Link-Layer frames is composed of the address of the
   source of the frame and of the ASN.  The standard assumes that the
   ASN is distributed securely by other means.  The ASN is not passed
   explicitly in the data frames and does not constitute a complete
   anti-replay protection.  It results that upper layer protocols must
   provide a way to detect duplicates and cope with them.



   If the receiver and the sender have a different sense of ASN, the MIC
   will not validate and the frame will be dropped.  In that sense, TSCH
   induces an event horizon whereby only nodes that have a common sense
   of ASN can talk to one another in an authenticated manner.  With
   6TiSCH, the pledge discovers a tentative ASN in beacons from nodes
   that have already joined the network.  But even if the beacon can be
   authenticated, the ASN cannot be trusted as it could be a replay by
   an attacker and thus could announce an ASN that represents a time in
   the past.  If the pledge uses an ASN that is learned from a replayed
   beacon for an encrypted transmission, a nonce-reuse attack becomes
   possible and the network keys may be compromised.




6.5. Validating ASN

   After obtaining the tentative ASN, a pledge that wishes to join the
   6TiSCH network must use a join protocol to obtain its security keys.
   The join protocol used in 6TiSCH is the Constrained Join Protocol
   (CoJP).  In the minimal setting defined in [MIN-SECURITY], the
   authentication requires a pre-shared key, based on which a secure
   session is derived.  The CoJP exchange may also be preceded with a
   zero-touch handshake [I-D.ietf-6tisch-dtsecurity-zerotouch-join] in
   order to enable pledge joining based on certificates and/or inter-
   domain communication.



   As detailed in Section 4.2.1, a Join Proxy (JP) helps the pledge for
   the join procedure by relaying the link-scope Join Request over the
   IP network to a Join Registrar/Coordinator (JRC) that can
   authenticate the pledge and validate that it is attached to the
   appropriate network.  As a result of the CoJP exchange, the pledge is
   in possession of a Link-Layer material including keys and a short
   address, and if the ASN is known to be correct, all traffic can now
   be secured using CCM* [CCMstar] at the Link-Layer.



   The authentication steps must be such that they cannot be replayed by
   an attacker, and they must not depend on the tentative ASN being
   valid.  During the authentication, the keying material that the
   pledge obtains from the JRC does not provide protection against
   spoofed ASN.  Once the pledge has obtained the keys to use in the
   network, it may still need to verify the ASN.  If the nonce used in
   the Layer-2 security derives from the extended (MAC-64) address, then
   replaying the ASN alone cannot enable a nonce-reuse attack unless the
   same node is lost its state with a previous ASN.  But if the nonce
   derives from the short address (e.g., assigned by the JRC) then the
   JRC must ensure that it never assigns short addresses that were
   already given to this or other nodes with the same keys.  In other
   words, the network must be rekeyed before the JRC runs out of short
   addresses.




6.6. Network Keying and Rekeying

   Section 4.2.1 provides an overview of the CoJP process described in
   [MIN-SECURITY] by which an LLN can be assembled in the field, having
   been provisioned in a lab.
   [I-D.ietf-6tisch-dtsecurity-zerotouch-join] is future work that
   preceeds and then leverages the CoJP protocol using the
   [I-D.ietf-anima-constrained-voucher] constrained profile of
   [I-D.ietf-anima-bootstrapping-keyinfra] (BRSKI).  This later work
   requires a yet-to-be standardized Lighweight Authenticated Key
   Exchange protocol.



   The CoJP protocol results in distribution of a network-wide key that
   is to be used with [IEEE802154] security.  The details of use are
   described in [MIN-SECURITY] sections 9.2 and 9.3.2.



   The BRSKI mechanism may lead to the use of the CoJP protocol, in
   which case it also results in distribution of a network-wide key.
   Alternatively the BRSKI mechanism may be followed by use of
   [I-D.ietf-ace-coap-est] to enroll certificates for each device.  In
   that case, the certificates may be used with an [IEEE802154] key
   agreement protocol.  The description of this mechanism, while
   conceptually straight forward still has significant standardization
   hurdles to pass.



   [MIN-SECURITY] section 9.2 describes a mechanism to change (rekey)
   the network.  There are a number of reasons to initiate a network
   rekey: to remove unwanted (corrupt/malicious) nodes, to recover
   unused 2-byte short addresses, or due to limits in encryption
   algorithms.  For all of the mechanisms that distribute a network-wide
   key, rekeying is also needed on a periodic basis.  In more details:




   *  The mechanism described in [MIN-SECURITY] section 9.2 requires
      advance communication between the JRC and every one of the nodes
      before the key change.  Given that many nodes may be sleepy, this
      operation may take a significant amount of time, and may consume a
      significant portion of the available bandwidth.  As such, network-
      wide rekeys in order to exclude nodes that have become malicious
      will not be particularly quick.  If a rekey is already in
      progress, but the unwanted node has not yet been updated, then it
      is possible to to just continue the operation.  If the unwanted
      node has already received the update, then the rekey operation
      will need to be restarted.



   *  The cryptographic mechanisms used by IEEE Std. 802.15.4 include
      the 2-byte short address in the calculation of the context.  A
      nonce-reuse attack may become feasible if a short address is
      reassigned to another node while the same network-wide keys are in
      operation.  A network that gains and loses nodes on a regular
      basis is likely to reach the 65536 limit of the 2-byte (16-bit)
      short addresses, even if the network has only a few thousand
      nodes.  Network planners should consider the need to rekey the
      network on a periodic basis in order to recover 2-byte addresses.
      The rekey can update the short addresses for active nodes if
      desired, but there is actually no need to do this as long as the
      key has been changed.



   *  With TSCH as it stands at the time of this writing, the ASN will
      wrap after 2^40 timeslot durations, which means with the default
      values around 350 years.  Wrapping ASN is not expected to happen
      within the lifetime of most LLNs.  Yet, should the ASN wrap, the
      network must be rekeyed to avoid a nonce-reuse attack.



   *  Many cipher algorithms have some suggested limits on how many
      bytes should be encrypted with that algorithm before a new key is
      used.  These numbers are typically in the many to hundreds of
      gigabytes of data.  On very fast backbone networks this becomes an
      important concern.  On LLNs with typical data rates in the
      kilobits/second, this concern is significantly less.  With IEEE
      Std. 802.15.4 as it stands at the time of this writing, the ASN
      will wrap before the limits of the current L2 crypto (AES-CCM-128)
      are reached, so the problem should never occur.



   *  In any fashion, if the LLN is expected to operate continuously for
      decades then the operators are advised to plan for the need to
      rekey.




   Except for urgent rekeys caused by malicious nodes, the rekey
   operation described in [MIN-SECURITY] can be done as a background
   task and can be done incrementally.  It is a make-before-break
   mechanism.  The switch over to the new key is not signaled by time,
   but rather by observation that the new key is in use.  As such, the
   update can take as long as needed, or occur in as short a time as
   practical.




7. Acknowledgments


7.1. Contributors

   The co-authors of this document are listed below:



Thomas Watteyne  for his contribution to the whole design, in
   particular on TSCH and security, and to the open source community
   with openWSN that he created.

Xavier Vilajosana  who lead the design of the minimal support with
   RPL and contributed deeply to the 6top design and the G‑MPLS
   operation of Track switching;

Kris Pister  for creating TSCH and his continuing guidance through
   the elaboration of this design;

Malisa Vucinic  for the work on the one‑touch join process and his
   contribution to the Security Design Team;

Michael Richardson  for his leadership role in the Security Design
   Team and his contribution throughout this document;

Tero Kivinen  for his contribution to the security work in general
   and the security section in particular.

Maria Rita Palattella  for managing the Terminology document merged
   into this through the work of 6TiSCH;

Simon Duquennoy  for his contribution to the open source community
   with the 6TiSCH implementaton of contiki, and for his contribution
   to MSF and autonomous unicast cells.

Qin Wang  who lead the design of the 6top sublayer and contributed
   related text that was moved and/or adapted in this document;

Rene Struik  for the security section and his contribution to the
   Security Design Team;

Robert Assimiti  for his breakthrough work on RPL over TSCH and
   initial text and guidance;





7.2. Special Thanks

   Special thanks to Jonathan Simon, Giuseppe Piro, Subir Das and
   Yoshihiro Ohba for their deep contribution to the initial security
   work, to Yasuyuki Tanaka for his work on implementation and
   simulation that tremendously helped build a robust system, to Diego
   Dujovne for starting and leading the SF0 effort and to Tengfei Chang
   for evolving it in the MSF.



   Special thanks also to Pat Kinney, Charlie Perkins and Bob Heile for
   their support in maintaining the connection active and the design in
   line with work happening at IEEE 802.15.



   Special thanks to Ted Lemon who was the INT Area A-D while this
   document was initiated for his great support and help throughout, and
   to Suresh Krishnan who took over with that kind efficiency of his
   till publication.



   Also special thanks to Ralph Droms who performed the first INT Area
   Directorate review, that was very deep and thorough and radically
   changed the orientations of this document, and then to Eliot Lear and
   Carlos Pignataro who help finalize this document in preparation to
   the IESG reviews, and to Gorry Fairhurst, David Mandelberg, Qin Wu,
   Francis Dupont, Eric Vyncke, Mirja Kuhlewind, Roman Danyliw, Benjamin
   Kaduk and Andrew Malis, who contributed to the final shaping of this
   document through the IESG review procedure.




7.3. And Do not Forget

   This document is the result of multiple interactions, in particular
   during the 6TiSCH (bi)Weekly Interim call, relayed through the 6TiSCH
   mailing list at the IETF, over the course of more than 5 years.



   The authors wish to thank in arbitrary order: Alaeddine Weslati,
   Chonggang Wang, Georgios Exarchakos, Zhuo Chen, Georgios
   Papadopoulos, Eric Levy-Abegnoli, Alfredo Grieco, Bert Greevenbosch,
   Cedric Adjih, Deji Chen, Martin Turon, Dominique Barthel, Elvis
   Vogli, Geraldine Texier, Guillaume Gaillard, Herman Storey, Kazushi
   Muraoka, Ken Bannister, Kuor Hsin Chang, Laurent Toutain, Maik
   Seewald, Michael Behringer, Nancy Cam Winget, Nicola Accettura,
   Nicolas Montavont, Oleg Hahm, Patrick Wetterwald, Paul Duffy, Peter
   van der Stock, Rahul Sen, Pieter de Mil, Pouria Zand, Rouhollah
   Nabati, Rafa Marin-Lopez, Raghuram Sudhaakar, Sedat Gormus, Shitanshu
   Shah, Steve Simlo, Tina Tsou, Tom Phinney, Xavier Lagrange, Ines
   Robles and Samita Chakrabarti for their participation and various
   contributions.




8. Normative References


   [RFC0768]
  Postel, J., "User Datagram Protocol", STD 6, RFC 768,
              DOI 10.17487/RFC0768, August 1980,
              <https://www.rfc-editor.org/info/rfc768>.




   [RFC4861]
  Narten, T., Nordmark, E., Simpson, W., and H. Soliman,
              "Neighbor Discovery for IP version 6 (IPv6)", RFC 4861,
              DOI 10.17487/RFC4861, September 2007,
              <https://www.rfc-editor.org/info/rfc4861>.




   [RFC4862]
  Thomson, S., Narten, T., and T. Jinmei, "IPv6 Stateless
              Address Autoconfiguration", RFC 4862,
              DOI 10.17487/RFC4862, September 2007,
              <https://www.rfc-editor.org/info/rfc4862>.




   [RFC4944]
  Montenegro, G., Kushalnagar, N., Hui, J., and D. Culler,
              "Transmission of IPv6 Packets over IEEE 802.15.4
              Networks", RFC 4944, DOI 10.17487/RFC4944, September 2007,
              <https://www.rfc-editor.org/info/rfc4944>.




   [RFC6282]
  Hui, J., Ed. and P. Thubert, "Compression Format for IPv6
              Datagrams over IEEE 802.15.4-Based Networks", RFC 6282,
              DOI 10.17487/RFC6282, September 2011,
              <https://www.rfc-editor.org/info/rfc6282>.




   [RFC6550]
  Winter, T., Ed., Thubert, P., Ed., Brandt, A., Hui, J.,
              Kelsey, R., Levis, P., Pister, K., Struik, R., Vasseur,
              JP., and R. Alexander, "RPL: IPv6 Routing Protocol for
              Low-Power and Lossy Networks", RFC 6550,
              DOI 10.17487/RFC6550, March 2012,
              <https://www.rfc-editor.org/info/rfc6550>.




   [RFC6551]
  Vasseur, JP., Ed., Kim, M., Ed., Pister, K., Dejean, N.,
              and D. Barthel, "Routing Metrics Used for Path Calculation
              in Low-Power and Lossy Networks", RFC 6551,
              DOI 10.17487/RFC6551, March 2012,
              <https://www.rfc-editor.org/info/rfc6551>.




   [RFC6552]
  Thubert, P., Ed., "Objective Function Zero for the Routing
              Protocol for Low-Power and Lossy Networks (RPL)",



              RFC 6552, DOI 10.17487/RFC6552, March 2012,
              <https://www.rfc-editor.org/info/rfc6552>.




   [RFC6553]
  Hui, J. and JP. Vasseur, "The Routing Protocol for Low-
              Power and Lossy Networks (RPL) Option for Carrying RPL
              Information in Data-Plane Datagrams", RFC 6553,
              DOI 10.17487/RFC6553, March 2012,
              <https://www.rfc-editor.org/info/rfc6553>.




   [RFC6554]
  Hui, J., Vasseur, JP., Culler, D., and V. Manral, "An IPv6
              Routing Header for Source Routes with the Routing Protocol
              for Low-Power and Lossy Networks (RPL)", RFC 6554,
              DOI 10.17487/RFC6554, March 2012,
              <https://www.rfc-editor.org/info/rfc6554>.




   [RFC6775]
  Shelby, Z., Ed., Chakrabarti, S., Nordmark, E., and C.
              Bormann, "Neighbor Discovery Optimization for IPv6 over
              Low-Power Wireless Personal Area Networks (6LoWPANs)",
              RFC 6775, DOI 10.17487/RFC6775, November 2012,
              <https://www.rfc-editor.org/info/rfc6775>.




   [RFC7252]
  Shelby, Z., Hartke, K., and C. Bormann, "The Constrained
              Application Protocol (CoAP)", RFC 7252,
              DOI 10.17487/RFC7252, June 2014,
              <https://www.rfc-editor.org/info/rfc7252>.




   [RFC8025]
  Thubert, P., Ed. and R. Cragie, "IPv6 over Low-Power
              Wireless Personal Area Network (6LoWPAN) Paging Dispatch",
              RFC 8025, DOI 10.17487/RFC8025, November 2016,
              <https://www.rfc-editor.org/info/rfc8025>.




   [RFC8137]
  Kivinen, T. and P. Kinney, "IEEE 802.15.4 Information
              Element for the IETF", RFC 8137, DOI 10.17487/RFC8137, May
              2017, <https://www.rfc-editor.org/info/rfc8137>.




   [RFC8138]
  Thubert, P., Ed., Bormann, C., Toutain, L., and R. Cragie,
              "IPv6 over Low-Power Wireless Personal Area Network
              (6LoWPAN) Routing Header", RFC 8138, DOI 10.17487/RFC8138,
              April 2017, <https://www.rfc-editor.org/info/rfc8138>.




   [RFC8180]
  Vilajosana, X., Ed., Pister, K., and T. Watteyne, "Minimal
              IPv6 over the TSCH Mode of IEEE 802.15.4e (6TiSCH)
              Configuration", BCP 210, RFC 8180, DOI 10.17487/RFC8180,
              May 2017, <https://www.rfc-editor.org/info/rfc8180>.




   [RFC8200]
  Deering, S. and R. Hinden, "Internet Protocol, Version 6
              (IPv6) Specification", STD 86, RFC 8200,



              DOI 10.17487/RFC8200, July 2017,
              <https://www.rfc-editor.org/info/rfc8200>.




   [RFC8480]
  Wang, Q., Ed., Vilajosana, X., and T. Watteyne, "6TiSCH
              Operation Sublayer (6top) Protocol (6P)", RFC 8480,
              DOI 10.17487/RFC8480, November 2018,
              <https://www.rfc-editor.org/info/rfc8480>.




   [RFC8453]
  Ceccarelli, D., Ed. and Y. Lee, Ed., "Framework for
              Abstraction and Control of TE Networks (ACTN)", RFC 8453,
              DOI 10.17487/RFC8453, August 2018,
              <https://www.rfc-editor.org/info/rfc8453>.




   [RFC8505]
  Thubert, P., Ed., Nordmark, E., Chakrabarti, S., and C.
              Perkins, "Registration Extensions for IPv6 over Low-Power
              Wireless Personal Area Network (6LoWPAN) Neighbor
              Discovery", RFC 8505, DOI 10.17487/RFC8505, November 2018,
              <https://www.rfc-editor.org/info/rfc8505>.




   [RFC7102]
  Vasseur, JP., "Terms Used in Routing for Low-Power and
              Lossy Networks", RFC 7102, DOI 10.17487/RFC7102, January
              2014, <https://www.rfc-editor.org/info/rfc7102>.




   [RFC7554]
  Watteyne, T., Ed., Palattella, M., and L. Grieco, "Using
              IEEE 802.15.4e Time-Slotted Channel Hopping (TSCH) in the
              Internet of Things (IoT): Problem Statement", RFC 7554,
              DOI 10.17487/RFC7554, May 2015,
              <https://www.rfc-editor.org/info/rfc7554>.




   [RFC7228]
  Bormann, C., Ersue, M., and A. Keranen, "Terminology for
              Constrained-Node Networks", RFC 7228,
              DOI 10.17487/RFC7228, May 2014,
              <https://www.rfc-editor.org/info/rfc7228>.




   [RFC5889]
  Baccelli, E., Ed. and M. Townsley, Ed., "IP Addressing
              Model in Ad Hoc Networks", RFC 5889, DOI 10.17487/RFC5889,
              September 2010, <https://www.rfc-editor.org/info/rfc5889>.




   [RFC8655]
  Finn, N., Thubert, P., Varga, B., and J. Farkas,
              "Deterministic Networking Architecture", RFC 8655,
              DOI 10.17487/RFC8655, October 2019,
              <https://www.rfc-editor.org/info/rfc8655>.




   [MIN-SECURITY]

              Vucinic, M., Simon, J., Pister, K., and M. Richardson,
              "Minimal Security Framework for 6TiSCH", Work in Progress,
              Internet-Draft, draft-ietf-6tisch-minimal-security-12, 29



              July 2019, <https://tools.ietf.org/html/draft-ietf-6tisch-
              minimal-security-12>.




   [6BBR-DRAFT]

              Thubert, P., Perkins, C., and E. Levy-Abegnoli, "IPv6
              Backbone Router", Work in Progress, Internet-Draft, draft-
              ietf-6lo-backbone-router-13, 26 September 2019,
              <https://tools.ietf.org/html/draft-ietf-6lo-backbone-
              router-13>.




   [RECOV-FRAG]

              Thubert, P., "6LoWPAN Selective Fragment Recovery", Work
              in Progress, Internet-Draft, draft-ietf-6lo-fragment-
              recovery-05, 22 July 2019, <https://tools.ietf.org/html/
              draft-ietf-6lo-fragment-recovery-05>.




   [MIN-FRAG]
 Watteyne, T., Bormann, C., and P. Thubert, "6LoWPAN
              Fragment Forwarding", Work in Progress, Internet-Draft,
              draft-ietf-6lo-minimal-fragment-04, 2 September 2019,
              <https://tools.ietf.org/html/draft-ietf-6lo-minimal-
              fragment-04>.




   [AP-ND]
    Thubert, P., Sarikaya, B., Sethi, M., and R. Struik,
              "Address Protected Neighbor Discovery for Low-power and
              Lossy Networks", Work in Progress, Internet-Draft, draft-
              ietf-6lo-ap-nd-12, 10 April 2019,
              <https://tools.ietf.org/html/draft-ietf-6lo-ap-nd-12>.




   [USEofRPLinfo]

              Robles, I., Richardson, M., and P. Thubert, "Using RPL
              Option Type, Routing Header for Source Routes and IPv6-in-
              IPv6 encapsulation in the RPL Data Plane", Work in
              Progress, Internet-Draft, draft-ietf-roll-useofrplinfo-31,
              7 August 2019, <https://tools.ietf.org/html/draft-ietf-
              roll-useofrplinfo-31>.




   [RUL-DRAFT]

              Thubert, P. and M. Richardson, "Routing for RPL Leaves",
              Work in Progress, Internet-Draft, draft-ietf-roll-unaware-
              leaves-04, 9 September 2019, <https://tools.ietf.org/html/
              draft-ietf-roll-unaware-leaves-04>.




   [ENH-BEACON]

              Dujovne, D. and M. Richardson, "IEEE802.15.4 Informational
              Element encapsulation of 6tisch Join and Enrollment
              Information", Work in Progress, Internet-Draft, draft-
              ietf-6tisch-enrollment-enhanced-beacon-05, 16 September



              2019, <https://tools.ietf.org/html/draft-ietf-6tisch-
              enrollment-enhanced-beacon-05>.




   [MSF]
      Chang, T., Vucinic, M., Vilajosana, X., Duquennoy, S., and
              D. Dujovne, "6TiSCH Minimal Scheduling Function (MSF)",
              Work in Progress, Internet-Draft, draft-ietf-6tisch-msf-
              07, 17 October 2019,
              <https://tools.ietf.org/html/draft-ietf-6tisch-msf-07>.




9. Informative References


   [RFC5340]
  Coltun, R., Ferguson, D., Moy, J., and A. Lindem, "OSPF
              for IPv6", RFC 5340, DOI 10.17487/RFC5340, July 2008,
              <https://www.rfc-editor.org/info/rfc5340>.




   [RFC6275]
  Perkins, C., Ed., Johnson, D., and J. Arkko, "Mobility
              Support in IPv6", RFC 6275, DOI 10.17487/RFC6275, July
              2011, <https://www.rfc-editor.org/info/rfc6275>.




   [RFC2474]
  Nichols, K., Blake, S., Baker, F., and D. Black,
              "Definition of the Differentiated Services Field (DS
              Field) in the IPv4 and IPv6 Headers", RFC 2474,
              DOI 10.17487/RFC2474, December 1998,
              <https://www.rfc-editor.org/info/rfc2474>.




   [RFC2545]
  Marques, P. and F. Dupont, "Use of BGP-4 Multiprotocol
              Extensions for IPv6 Inter-Domain Routing", RFC 2545,
              DOI 10.17487/RFC2545, March 1999,
              <https://www.rfc-editor.org/info/rfc2545>.




   [RFC3963]
  Devarapalli, V., Wakikawa, R., Petrescu, A., and P.
              Thubert, "Network Mobility (NEMO) Basic Support Protocol",
              RFC 3963, DOI 10.17487/RFC3963, January 2005,
              <https://www.rfc-editor.org/info/rfc3963>.




   [RFC3209]
  Awduche, D., Berger, L., Gan, D., Li, T., Srinivasan, V.,
              and G. Swallow, "RSVP-TE: Extensions to RSVP for LSP
              Tunnels", RFC 3209, DOI 10.17487/RFC3209, December 2001,
              <https://www.rfc-editor.org/info/rfc3209>.




   [RFC4291]
  Hinden, R. and S. Deering, "IP Version 6 Addressing
              Architecture", RFC 4291, DOI 10.17487/RFC4291, February
              2006, <https://www.rfc-editor.org/info/rfc4291>.




   [RFC3444]
  Pras, A. and J. Schoenwaelder, "On the Difference between
              Information Models and Data Models", RFC 3444,
              DOI 10.17487/RFC3444, January 2003,
              <https://www.rfc-editor.org/info/rfc3444>.




   [RFC4080]
  Hancock, R., Karagiannis, G., Loughney, J., and S. Van den
              Bosch, "Next Steps in Signaling (NSIS): Framework",
              RFC 4080, DOI 10.17487/RFC4080, June 2005,
              <https://www.rfc-editor.org/info/rfc4080>.




   [RFC4919]
  Kushalnagar, N., Montenegro, G., and C. Schumacher, "IPv6
              over Low-Power Wireless Personal Area Networks (6LoWPANs):
              Overview, Assumptions, Problem Statement, and Goals",
              RFC 4919, DOI 10.17487/RFC4919, August 2007,
              <https://www.rfc-editor.org/info/rfc4919>.




   [RFC4903]
  Thaler, D., "Multi-Link Subnet Issues", RFC 4903,
              DOI 10.17487/RFC4903, June 2007,
              <https://www.rfc-editor.org/info/rfc4903>.




   [RFC5974]
  Manner, J., Karagiannis, G., and A. McDonald, "NSIS
              Signaling Layer Protocol (NSLP) for Quality-of-Service
              Signaling", RFC 5974, DOI 10.17487/RFC5974, October 2010,
              <https://www.rfc-editor.org/info/rfc5974>.




   [RFC6347]
  Rescorla, E. and N. Modadugu, "Datagram Transport Layer
              Security Version 1.2", RFC 6347, DOI 10.17487/RFC6347,
              January 2012, <https://www.rfc-editor.org/info/rfc6347>.




   [RFC6830]
  Farinacci, D., Fuller, V., Meyer, D., and D. Lewis, "The
              Locator/ID Separation Protocol (LISP)", RFC 6830,
              DOI 10.17487/RFC6830, January 2013,
              <https://www.rfc-editor.org/info/rfc6830>.




   [RFC7426]
  Haleplidis, E., Ed., Pentikousis, K., Ed., Denazis, S.,
              Hadi Salim, J., Meyer, D., and O. Koufopavlou, "Software-
              Defined Networking (SDN): Layers and Architecture
              Terminology", RFC 7426, DOI 10.17487/RFC7426, January
              2015, <https://www.rfc-editor.org/info/rfc7426>.




   [RFC6606]
  Kim, E., Kaspar, D., Gomez, C., and C. Bormann, "Problem
              Statement and Requirements for IPv6 over Low-Power
              Wireless Personal Area Network (6LoWPAN) Routing",
              RFC 6606, DOI 10.17487/RFC6606, May 2012,
              <https://www.rfc-editor.org/info/rfc6606>.




   [I-D.ietf-roll-rpl-industrial-applicability]

              Phinney, T., Thubert, P., and R. Assimiti, "RPL
              applicability in industrial networks", Work in Progress,
              Internet-Draft, draft-ietf-roll-rpl-industrial-
              applicability-02, 21 October 2013,
              <https://tools.ietf.org/html/draft-ietf-roll-rpl-
              industrial-applicability-02>.




   [I-D.ietf-6tisch-dtsecurity-zerotouch-join]

              Richardson, M., "6tisch Zero-Touch Secure Join protocol",
              Work in Progress, Internet-Draft, draft-ietf-6tisch-
              dtsecurity-zerotouch-join-04, 8 July 2019,
              <https://tools.ietf.org/html/draft-ietf-6tisch-dtsecurity-
              zerotouch-join-04>.




   [I-D.ietf-core-object-security]

              Selander, G., Mattsson, J., Palombini, F., and L. Seitz,
              "Object Security for Constrained RESTful Environments
              (OSCORE)", Work in Progress, Internet-Draft, draft-ietf-
              core-object-security-16, 6 March 2019,
              <https://tools.ietf.org/html/draft-ietf-core-object-
              security-16>.




   [I-D.ietf-manet-aodvv2]

              Perkins, C., Ratliff, S., Dowdell, J., Steenbrink, L., and
              V. Mercieca, "Ad Hoc On-demand Distance Vector Version 2
              (AODVv2) Routing", Work in Progress, Internet-Draft,
              draft-ietf-manet-aodvv2-16, 4 May 2016,
              <https://tools.ietf.org/html/draft-ietf-manet-aodvv2-16>.




   [RFC8578]
  Grossman, E., Ed., "Deterministic Networking Use Cases",
              RFC 8578, DOI 10.17487/RFC8578, May 2019,
              <https://www.rfc-editor.org/info/rfc8578>.




   [I-D.ietf-detnet-ip]

              Varga, B., Farkas, J., Berger, L., Fedyk, D., Malis, A.,
              Bryant, S., and J. Korhonen, "DetNet Data Plane: IP", Work
              in Progress, Internet-Draft, draft-ietf-detnet-ip-01, 1
              July 2019,
              <https://tools.ietf.org/html/draft-ietf-detnet-ip-01>.




   [I-D.ietf-anima-bootstrapping-keyinfra]

              Pritikin, M., Richardson, M., Eckert, T., Behringer, M.,
              and K. Watsen, "Bootstrapping Remote Secure Key
              Infrastructures (BRSKI)", Work in Progress, Internet-
              Draft, draft-ietf-anima-bootstrapping-keyinfra-28, 19
              September 2019, <https://tools.ietf.org/html/draft-ietf-
              anima-bootstrapping-keyinfra-28>.




   [I-D.ietf-roll-aodv-rpl]

              Anamalamudi, S., Zhang, M., Perkins, C., Anand, S., and B.
              Liu, "Asymmetric AODV-P2P-RPL in Low-Power and Lossy
              Networks (LLNs)", Work in Progress, Internet-Draft, draft-
              ietf-roll-aodv-rpl-07, 12 April 2019,
              <https://tools.ietf.org/html/draft-ietf-roll-aodv-rpl-07>.




   [I-D.ietf-lwig-6lowpan-virtual-reassembly]

              Bormann, C. and T. Watteyne, "Virtual reassembly buffers
              in 6LoWPAN", Work in Progress, Internet-Draft, draft-ietf-
              lwig-6lowpan-virtual-reassembly-01, 11 March 2019,
              <https://tools.ietf.org/html/draft-ietf-lwig-6lowpan-
              virtual-reassembly-01>.




   [I-D.ietf-roll-dao-projection]

              Thubert, P., Jadhav, R., Gillmore, M., and J. Pylakutty,
              "Root initiated routing state in RPL", Work in Progress,
              Internet-Draft, draft-ietf-roll-dao-projection-06, 24 May
              2019, <https://tools.ietf.org/html/draft-ietf-roll-dao-
              projection-06>.




   [I-D.rahul-roll-mop-ext]

              Jadhav, R. and P. Thubert, "RPL Mode of Operation
              extension", Work in Progress, Internet-Draft, draft-rahul-
              roll-mop-ext-01, 9 June 2019,
              <https://tools.ietf.org/html/draft-rahul-roll-mop-ext-01>.




   [I-D.selander-ace-cose-ecdhe]

              Selander, G., Mattsson, J., and F. Palombini, "Ephemeral
              Diffie-Hellman Over COSE (EDHOC)", Work in Progress,
              Internet-Draft, draft-selander-ace-cose-ecdhe-14, 11
              September 2019, <https://tools.ietf.org/html/draft-
              selander-ace-cose-ecdhe-14>.




   [I-D.thubert-roll-bier]

              Thubert, P., "RPL-BIER", Work in Progress, Internet-Draft,
              draft-thubert-roll-bier-02, 24 July 2018,
              <https://tools.ietf.org/html/draft-thubert-roll-bier-02>.




   [I-D.thubert-bier-replication-elimination]

              Thubert, P., Eckert, T., Brodard, Z., and H. Jiang, "BIER-
              TE extensions for Packet Replication and Elimination
              Function (PREF) and OAM", Work in Progress, Internet-
              Draft, draft-thubert-bier-replication-elimination-03, 3
              March 2018, <https://tools.ietf.org/html/draft-thubert-
              bier-replication-elimination-03>.




   [I-D.thubert-6lo-bier-dispatch]

              Thubert, P., Brodard, Z., Jiang, H., and G. Texier, "A
              6loRH for BitStrings", Work in Progress, Internet-Draft,
              draft-thubert-6lo-bier-dispatch-06, 28 January 2019,
              <https://tools.ietf.org/html/draft-thubert-6lo-bier-
              dispatch-06>.




   [I-D.thubert-6man-unicast-lookup]

              Thubert, P. and E. Levy-Abegnoli, "IPv6 Neighbor Discovery
              Unicast Lookup", Work in Progress, Internet-Draft, draft-
              thubert-6man-unicast-lookup-00, 29 July 2019,
              <https://tools.ietf.org/html/draft-thubert-6man-unicast-
              lookup-00>.




   [I-D.pthubert-raw-problem-statement]

              Thubert, P. and G. Papadopoulos, "Reliable and Available
              Wireless Problem Statement", Work in Progress, Internet-
              Draft, draft-pthubert-raw-problem-statement-03, 8 October
              2019, <https://tools.ietf.org/html/draft-pthubert-raw-
              problem-statement-03>.




   [I-D.tiloca-6tisch-robust-scheduling]

              Tiloca, M., Duquennoy, S., and G. Dini, "Robust Scheduling
              against Selective Jamming in 6TiSCH Networks", Work in
              Progress, Internet-Draft, draft-tiloca-6tisch-robust-
              scheduling-02, 10 June 2019, <https://tools.ietf.org/html/
              draft-tiloca-6tisch-robust-scheduling-02>.




   [I-D.ietf-ace-coap-est]

              Stok, P., Kampanakis, P., Richardson, M., and S. Raza,
              "EST over secure CoAP (EST-coaps)", Work in Progress,
              Internet-Draft, draft-ietf-ace-coap-est-15, 1 October
              2019,
              <https://tools.ietf.org/html/draft-ietf-ace-coap-est-15>.




   [I-D.ietf-anima-constrained-voucher]

              Richardson, M., Stok, P., and P. Kampanakis, "Constrained
              Voucher Artifacts for Bootstrapping Protocols", Work in
              Progress, Internet-Draft, draft-ietf-anima-constrained-
              voucher-05, 8 July 2019, <https://tools.ietf.org/html/
              draft-ietf-anima-constrained-voucher-05>.




   [IEEE802154]

              IEEE standard for Information Technology, "IEEE Std.
              802.15.4, Part. 15.4: Wireless Medium Access Control (MAC)
              and Physical Layer (PHY) Specifications for Low-Rate
              Wireless Personal Area Networks", October 2019.




   [CCMstar]
  Struik, R., "Formal Specification of the CCM* Mode of
              Operation", September 2004, <www.ieee802.org/15/
              pub/2004/15-04-0537-00-004b-formal-specification-ccm-star-
              mode-operation.doc>.



   [IEEE802154e]

              IEEE standard for Information Technology, "IEEE standard



              for Information Technology, IEEE Std.  802.15.4, Part.
              15.4: Wireless Medium Access Control (MAC) and Physical
              Layer (PHY) Specifications for Low-Rate Wireless Personal
              Area Networks, June 2011 as amended by IEEE Std.
              802.15.4e, Part. 15.4: Low-Rate Wireless Personal Area
              Networks (LR-WPANs) Amendment 1: MAC sublayer", April
              2012.




   [WirelessHART]

              www.hartcomm.org, "Industrial Communication Networks -
              Wireless Communication Network and Communication Profiles
              - WirelessHART - IEC 62591", 2010.




   [HART]
     www.hartcomm.org, "Highway Addressable remote Transducer,
              a group of specifications for industrial process and
              control devices administered by the HART Foundation",
              October 2019.




   [ISA100.11a]

              ISA/ANSI, "Wireless Systems for Industrial Automation:
              Process Control and Related Applications - ISA100.11a-2011
              - IEC 62734", 2011, <http://www.isa.org/Community/
              SP100WirelessSystemsforAutomation>.




   [ISA100]
   ISA/ANSI, "ISA100, Wireless Systems for Automation",
              October 2019, <https://www.isa.org/isa100/>.




   [TEAS]
     IETF, "Traffic Engineering Architecture and Signaling",
              October 2019,
              <https://dataTracker.ietf.org/doc/charter-ietf-teas/>.




   [ANIMA]
    IETF, "Autonomic Networking Integrated Model and
              Approach", October 2019,
              <https://dataTracker.ietf.org/doc/charter-ietf-anima/>.




   [PCE]
      IETF, "Path Computation Element", October 2019,
              <https://dataTracker.ietf.org/doc/charter-ietf-pce/>.




   [CCAMP]
    IETF, "Common Control and Measurement Plane", October
              2019,
              <https://dataTracker.ietf.org/doc/charter-ietf-ccamp/>.




   [AMI]
      US Department of Energy, "Advanced Metering Infrastructure
              and Customer Systems", 2006,
              <https://www.energy.gov/sites/prod/files/2016/12/f34/
              AMI%20Summary%20Report_09-26-16.pdf>.




   [S-ALOHA]
  Roberts, L. G., "ALOHA Packet System With and Without
              Slots and Capture", doi 10.1145/1024916.1024920, April
              1975, <https://dl.acm.org/citation.cfm?id=1024920>.




   [IEC62439]
 IEC, "Industrial communication networks - High
              availability automation networks - Part 3: Parallel
              Redundancy Protocol (PRP) and High-availability Seamless
              Redundancy (HSR) - IEC62439-3", 2012,
              <https://webstore.iec.ch/publication/7018>.




Appendix A. Related Work In Progress

   This document has been incremented as the work progressed following
   the evolution of the WG charter and the availability of dependent
   work.  The intent was to publish when the WG concludes on the covered
   items.  At the time of publishing the following specification are
   still in progress and may affect the evolution of the stack in a
   6TiSCH-aware node.




A.1. Unchartered IETF work items


A.1.1. 6TiSCH Zerotouch security

   The security model and in particular the zerotouch join process
   [I-D.ietf-6tisch-dtsecurity-zerotouch-join] depends on the ANIMA
   [ANIMA] Bootstrapping Remote Secure Key Infrastructures (BRSKI)
   [I-D.ietf-anima-bootstrapping-keyinfra] to enable zero-touch security
   provisionning; for highly constrained nodes, a minimal model based on
   pre-shared keys (PSK) is also available.  As written to this day, it
   also depends on a number of documents in progress as CORE, and on
   "Ephemeral Diffie-Hellman Over COSE (EDHOC)"
   [I-D.selander-ace-cose-ecdhe], which is being considered for adoption
   at the LAKE WG.




A.1.2. 6TiSCH Track Setup

   ROLL is now standardizing a reactive routing protocol based on RPL
   [I-D.ietf-roll-aodv-rpl] The need of a reactive routing protocol to
   establish on-demand constraint-optimized routes and a reservation
   protocol to establish Layer-3 Tracks is being discussed at 6TiSCH but
   not chartered for.



   At the time of this writing, there is new work planned in the IETF to
   provide limited deterministic networking capabilities for wireless
   networks with a focus on forwarding behaviors to react quickly and
   locally to the changes as described in
   [I-D.pthubert-raw-problem-statement].



   ROLL is also standardizing an extension to RPL to setup centrally-
   computed routes [I-D.ietf-roll-dao-projection]



   The 6TiSCH Architecture should thus inherit from the DetNet [RFC8655]
   architecture and thus depends on it.  The Path Computation Element
   (PCE) should be a core component of that architecture.  An extension
   to RPL or to TEAS [TEAS] will be required to expose the 6TiSCH node
   capabilities and the network peers to the PCE, possibly in
   combination with [I-D.rahul-roll-mop-ext].  A protocol such as a
   lightweight PCEP or an adaptation of CCAMP [CCAMP] G-MPLS formats and
   procedures could be used in combination to
   [I-D.ietf-roll-dao-projection] to install the Tracks, as computed by
   the PCE, to the 6TiSCH nodes.




A.1.3. Using BIER in a 6TiSCH Network

   ROLL is actively working on Bit Index Explicit Replication (BIER) as
   a method to compress both the dataplane packets and the routing
   tables in storing mode [I-D.thubert-roll-bier].



   BIER could also be used in the context of the DetNet service layer.
   BIER-TE-based OAM, Replication and Elimination
   [I-D.thubert-bier-replication-elimination] leverages BIER Traffic
   Engineering (TE) to control in the data plane the DetNet Replication
   and Elimination activities, and to provide traceability on links
   where replication and loss happen, in a manner that is abstract to
   the forwarding information.



   a 6loRH for BitStrings [I-D.thubert-6lo-bier-dispatch] proposes a
   6LoWPAN compression for the BIER Bitstring based on 6LoWPAN Routing
   Header [RFC8138].




A.2. External (non-IETF) work items

   The current charter positions 6TiSCH on IEEE Std. 802.15.4 only.
   Though most of the design should be portable on other link types,
   6TiSCH has a strong dependency on IEEE Std. 802.15.4 and its
   evolution.  The impact of changes to TSCH on this Architecture should
   be minimal to non-existent, but deeper work such as 6top and security
   may be impacted.  A 6TiSCH Interest Group at the IEEE maintains the
   synchronization and helps foster work at the IEEE should 6TiSCH
   demand it.



   Work is being proposed at IEEE (802.15.12 PAR) for an LLC that would
   logically include the 6top sublayer.  The interaction with the 6top
   sublayer and the Scheduling Functions described in this document are
   yet to be defined.



   ISA100 [ISA100] Common Network Management (CNM) is another external
   work of interest for 6TiSCH.  The group, referred to as ISA100.20,
   defines a Common Network Management framework that should enable the
   management of resources that are controlled by heterogeneous
   protocols such as ISA100.11a [ISA100.11a], WirelessHART
   [WirelessHART], and 6TiSCH.  Interestingly, the establishment of
   6TiSCH Deterministic paths, called Tracks, are also in scope, and
   ISA100.20 is working on requirements for DetNet.
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Abstract

   In TSCH mode of IEEE STD 802.15.4, opportunities for broadcasts are
   limited to specific times and specific channels.  Routers in a Time-
   Slotted Channel Hopping (TSCH) network transmit Enhanced Beacon (EB)
   frames to announce the presence of the network.  This document
   provides a mechanism by which additional information critical for new
   nodes (pledges) and long sleeping nodes may be carried within the
   Enhanced Beacon in order to conserve use of broadcast opportunities.
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1. Introduction

   [RFC7554] describes the use of the Time-Slotted Channel Hopping
   (TSCH) mode of [ieee802154].



   In TSCH mode of IEEE STD 802.15.4, opportunities for broadcasts are
   limited to specific times and specific channels.  Routers in a Time-
   Slotted Channel Hopping (TSCH) network transmit Enhanced Beacon (EB)
   frames during broadcast slots in order to announce the time and
   channel schedule.



   This document defines a new IETF Information Element (IE) subtype to
   place into the Enhanced Beacon (EB) to provide join and enrollment
   information to prospective pledges in a more efficient way.



   The following sub-sections explain the problem being solved, which
   justify carrying the join and enrollement information in the EB.




1.1. Use of BCP 14 Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in
   BCP 14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.



   Other terminology can be found in [I-D.ietf-6tisch-architecture] in
   section 2.1.




1.2. Layer-2 Synchronization

   As explained in section 6 of [RFC8180], the Enhanced Beacon (EB) has
   a number of purposes: synchronization of the Absolute Slot Number
   (ASN) and Join Metric, carrying the timeslot template identifier,
   carrying the channel hopping sequence identifier, and indicating the
   TSCH SlotFrame.



   An EB announces the existence of a TSCH network, and of the nodes
   already joined to that network.  Receiving an EB allows a Joining
   Node (pledge) to learn about the network and synchronize to it.



   The EB may also be used as a means for a node already part of the
   network to re-synchronize [RFC7554].



   There are a limited number of timeslots designated as broadcast slots
   by each router in the network.  Considering 10ms slots and a slot-
   frame length of 100, these slots are rare and could result in only 1
   slot per second for broadcasts, which needs to be used for the
   beacon.  Additional broadcasts for Router Advertisements (RA), or
   Neighbor Discovery (ND) could even more scarce.



1.3.  Layer-3 synchronization: IPv6 Router Solicitations and
      Advertisements



   At layer 3, [RFC4861] defines a mechanism by which nodes learn about
   routers by receiving multicast Router Advertisements (RA).  If no RA
   is received within a set time, then a Router Solicitation (RS) may be
   transmitted as a multicast, to which an RA will be received, usually
   unicast.



   Although [RFC6775] reduces the amount of multicast necessary to do
   address resolution via Neighbor Solicitation (NS) messages, it still
   requires multicast of either RAs or RSes.  This is an expensive
   operation for two reasons: there are few multicast timeslots for
   unsolicited RAs; and if a pledge node does not receive an RA, and
   decides to transmit an RS, a broadcast aloha slot (see [RFC7554]
   section A.5) is consumed with unencrypted traffic.  [RFC6775] already
   allows for a unicast reply to such an RS.



   This is a particularly acute issue for the join process for the
   following reasons:



   1.  Use of a multicast slot by even a non-malicious unauthenticated
       node for a Router Solicitation (RS) may overwhelm that time slot.



   2.  It may require many seconds of on-time before a new pledge
       receives a Router Advertisement (RA) that it can use.



   3.  A new pledge may have to receive many Enhanced Beacons (EB)
       before it can pick an appropriate network and/or closest Join
       Assistant to attach to.  If it must remain in the receive state
       for an RA as well as find the Enhanced Beacon (EB), then the
       process may take dozens of seconds, even minutes for each
       enrollment attempt that it needs to make.




1.4. Layer-2 Selection

   In a complex Low-power and Lossy Networks (LLN), multiple LLNs may be
   connected together by backbone routers ( technology such as
   [I-D.ietf-6lo-backbone-router]), resulting in an area that is
   serviced by multiple distinct Layer-2 instances.  These are called
   Personal Area Networks (PAN).  Each instance will have a separate
   Layer-2 security profile, and will be distinguished by a different
   PANID.  The PANID is part of the [ieee802154] layer-2 header: it is a
   16-bit value which is chosen to be unique, and it contributes context
   to the layer-2 security mechanisms.  The PANID provides a context
   similar to the ESSID does in 802.11 networking, and can be conceived
   of in a similar fashion as the 802.3 ethernet VLAN tag in that it
   provides context for all layer-2 addresses.



   A device which is already enrolled in a network may find after a long
   sleep that it needs to resynchronize to the Layer 2 network.  The
   enrollment keys that it has will be specific to a PANID, but it may
   have more than one set of keys.  Such a device may wish to connect to
   a PAN that is experiencing less congestion, or which has a shalower
   ([RFC6550]) Routing Protocol for LLNs (RPL) tree.  It may even
   observe PANs for which it does not have keys, but which is believes
   it may have credentials that would allow it to join.



   In order to identify which PANs are part of the same backbone
   network, the network ID is introduced in this extension.  PANs that
   are part of the same backbone will be configured to use the same
   network ID.  For [RFC6550] RPL networks, configuration of the network
   ID can be done with an configuration option, which is the subject of
   future work.



   In order to provide some input to the choice of which PAN to use, the
   PAN priority field has been added.  This lists the relative priority
   for the PAN among different PANs.  Every Enhanced Beacon from a given
   PAN will likely have the same PAN priority.  Determination of the the
   PAN priority is the subject of future work; but it is expected that
   it will be calculated by an algorithm in the 6LBR, possibly involving
   communication between 6LBRs over the backbone network.



   The [RFC6550] parent selection process can only operate within a
   single PAN, because it depends upon receiving RPL DIO messages from
   all available parents.  As part of the PAN selection process, the
   device may wish to know how deep in the LLN mesh it will be if it
   joins a particular PAN, and the rank priority field provides an
   estimation of what the rank of each announcer is.  Once the device
   synchronizes to a particular PAN's TSCH schedule then it may receive
   DIOs that are richer in their diversity than this value.  How this
   value will be used in practice is the subject of future research, and
   the interpretation of this value of the structure is considered
   experimental.




2. Protocol Definition

   [RFC8137] creates a registry for new IETF IE subtypes.  This document
   allocates a new subtype.



   The new IE subtype structure is as follows.  As explained in
   [RFC8137] the length of the Sub-Type Content can be calculated from
   the container, so no length information is necessary.



                     1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   TBD‑XXX     |R|P| res |  proxy prio |    rank priority      |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| pan priority  |                                               |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+                                               +
|                     Join Proxy Interface‑ID                   |
+                        (present if P=1)                       +
|                                                               |
+               +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|               |                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+                                               +
|                           network ID                          |
+                   variable length, up to 16 bytes             +
~                                                               ~
+                                                               +
|                                                               |
+               +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|               |
+‑+‑+‑+‑+‑+‑+‑+‑+



                       Figure 1: IE subtype structure



res:  reserved bits MUST be ignored upon receipt, and SHOULD be set
   to 0 when sending.

R:  The Router Advertisement R‑flag is set if the sending node will
   act as a Router for host‑only nodes relying on stateless address
   auto‑configuration (SLAAC) to get their global IPv6 address.
   Those hosts MUST send a unicast Router Solicitation message in
   order to receive a RA with the Prefix Information Option.



      In most cases, every node sending a beacon will set this flag, and
      in a typical mesh, this will be every single node.  When this bit
      is not set, it might indicate that this node may be under
      provisioned, or may have no additional slots for additional nodes.
      This could make this node more interesting to an attacker.



P:  If the Proxy Address P‑flag is set, then the Join Proxy Interface
   ID bit field is present.  Otherwise, it is not provided.



      This bit only indicates if another part of the structure is
      present, and has little security or privacy impact.



proxy priority (proxy prio):  This field indicates the willingness of
   the sender to act as join proxy.  Lower value indicates greater
   willingness to act as a Join Proxy as described in
   [I‑D.ietf‑6tisch‑minimal‑security].  Values range from 0x00 (most
   willing) to 0x7e (least willing).  A priority of 0x7f indicates
   that the announcer should never be considered as a viable
   enrollment proxy.  Only unenrolled pledges look at this value.



      Lower values in this field indicate that the transmitter may have
      more capacity to handle unencrypted traffic.  A higher value may
      indicate that the transmitter is low on neighbor cache entries, or
      other resources.  Ongoing work such as
      [I-D.ietf-roll-enrollment-priority] documents one way to set this
      field.



rank priority:  The rank "priority" is set by the IPv6 LLN Router
   (6LR) which sent the beacon and is an indication of how willing
   this 6LR is to serve as an RPL [RFC6550] parent within a
   particular network ID.  Lower values indicate more willingness,
   and higher values indicate less willingness.  This value is
   calculated by each 6LR according to algorithms specific to the
   routing metrics used by the RPL ([RFC6550]).  The exact process is
   a subject of significant research work.  It will typically be
   calculated from the RPL rank, and it may include some
   modifications based upon current number of children, or number of
   neighbor cache entries available.  Pledges MUST ignore this value.
   It helps enrolled devices only to compare connection points.



      An attacker can use this value to determine which nodes are
      potentially more interesting.  Nodes which are less willingness to
      be parents likely have more traffic, and an attacker could use
      this information to determine which nodes would be more
      interesting to attack or disrupt.



pan priority:  The pan priority is a value set by the Destination‑
   Oriented Directed Acyclic Graph (DODAG) root (see [RFC6550],
   typically, the 6LBR) to indicate the relative priority of this LLN
   compared to those with different PANIDs that the operator might
   control.  This value may be used as part of the enrollment
   priority, but typically is used by devices which have already
   enrolled, and need to determine which PAN to pick when resuming
   from a long sleep.  Unenrolled pledges MAY consider this value
   when selecting a PAN to join.  Enrolled devices MAY consider this
   value when looking for an eligible parent device.  Lower values
   indicate a higher willingness to accept new nodes.



      An attacker can use this value, along with the observed PANID in
      the Beacon to determine which PANIDs have more network resources,
      and may have more interesting traffic.



Join Proxy Interface ID:  If the P bit is set, then 64 bits (8 bytes)
   of address are present.  This field provides the Interface ID
   (IID) of the Link‑Local address of the Join Proxy.  The associated
   prefix is well‑known as fe80::/64.  If this field is not present,
   then IID is derived from the layer‑2 address of the sender as per
   SLAAC ([RFC4662]).



      This field communicates the Interface ID bits that should be used
      for this node's layer-3 address, if it should not be derived from
      the layer-2 address.  Communication with the Join Proxy occurs in
      the clear.  This field avoids the need for an additional service-
      discovery process for the case where the L3 address is not derived
      from the L2 address.  An attacker will see both L2 and L3
      addresses, so this field provides no new information.



network ID:  This is a variable length field, up to 16‑bytes in size
   that uniquely identifies this network, potentially among many
   networks that are operating in the same frequencies in overlapping
   physical space.  The length of this field can be calculated as
   being whatever is left in the Information Element.



      In a 6tisch network, where RPL [RFC6550] is used as the mesh
      routing protocol, the network ID can be constructed from a
      truncated SHA256 hash of the prefix (/64) of the network.  This
      will be done by the RPL DODAG root and communicated by the RPL
      Configuration Option payloads, so it is not calculated more than
      once.  This is just a suggestion for a default algorithm: it may
      be set in any convenience way that results in a non-identifing
      value.  In some LLNs where multiple PANIDs may lead to the same
      management device (the Join Registrar/Coordinator - JRC), then a
      common value that is the same across all the PANs MUST be
      configured.  Pledges that see the same networkID will not waste
      time attempting to enroll multiple times with the same network
      that when the network has multiple attachment points.



      If the network ID is derived as suggested, then it will be an
      opaque, seemingly random value, and will not directly reveal any
      information about the network.  An attacker can match this value
      across many transmissions to map the extent of a network beyond
      what the PANID might already provide.




3. Security Considerations

   All of the contents of this Information Element are transmitted in
   the clear.  The content of the Enhanced Beacon is not encrypted.
   This is a restriction in the cryptographic architecture of the
   802.15.4 mechanism.  In order to decrypt or do integrity checking of
   layer-2 frames in TSCH, the TSCH Absolute Slot Number (ASN) is
   needed.  The Enhanced Beacon provides the ASN to new (and long-
   sleeping) nodes.



   The sensitivity of each field is described within the description of
   each field.



   The Enhanced Beacon is authenticated at the layer-2 level using
   802.15.4 mechanisms using the network-wide keying material.  Nodes
   which are enrolled will have the network-wide keying material and can
   validate the beacon.



   Pledges which have not yet enrolled are unable to authenticate the
   beacons, and will be forced to temporarily take the contents on
   faith.  After enrollment, a newly enrolled node will be able to
   return to the beacon and validate it.



   In addition to the enrollment and join information described in this
   document, the Enhanced Beacon contains a description of the TSCH
   schedule to be used by the transmitter of this packet.  The schedule
   can provide an attacker with a list of channels and frequencies on
   which communication will occur.  Knowledge of this can help an
   attacker to more efficiently jam communications, although there is
   future work being considered to make some of the schedule less
   visible.  Encrypting the schedule does not prevent an attacker from
   jamming, but rather increases the energy cost of doing that jamming.




4. Privacy Considerations

   The use of a network ID may reveal information about the network.
   The use of a SHA256 hash of the DODAGID (see [RFC6550]), rather than
   using the DODAGID itself directly provides some privacy for the the
   addresses used within the network, as the DODAGID is usually the IPv6
   address of the root of the RPL mesh.



   An interloper with a radio sniffer would be able to use the network
   ID to map out the extent of the mesh network.




5. IANA Considerations

   IANA is asked to assign a new number TBD-XXX from Registry "IEEE Std
   802.15.4 IETF IE Subtype IDs" as defined by [RFC8137].



   This entry should be called 6tisch-Join-Info, and should refer to
   this document.



Value   Subtype‑ID          Reference
‑‑‑‑    ‑‑‑‑‑‑‑‑‑‑          ‑‑‑‑‑‑‑‑‑‑‑
TBD‑XXX 6tisch‑Join‑Inbfo   [this document]
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Abstract

   This document describes the minimal framework required for a new
   device, called "pledge", to securely join a 6TiSCH (IPv6 over the
   TSCH mode of IEEE 802.15.4e) network.  The framework requires that
   the pledge and the JRC (join registrar/coordinator, a central
   entity), share a symmetric key.  How this key is provisioned is out
   of scope of this document.  Through a single CoAP (Constrained
   Application Protocol) request-response exchange secured by OSCORE
   (Object Security for Constrained RESTful Environments), the pledge
   requests admission into the network and the JRC configures it with
   link-layer keying material and other parameters.  The JRC may at any
   time update the parameters through another request-response exchange
   secured by OSCORE.  This specification defines the Constrained Join
   Protocol and its CBOR (Concise Binary Object Representation) data
   structures, and describes how to configure the rest of the 6TiSCH
   communication stack for this join process to occur in a secure
   manner.  Additional security mechanisms may be added on top of this
   minimal framework.




Status of This Memo

   This Internet-Draft is submitted in full conformance with the
   provisions of BCP 78 and BCP 79.



   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF).  Note that other groups may also distribute
   working documents as Internet-Drafts.  The list of current Internet-
   Drafts is at https://datatracker.ietf.org/drafts/current/.



   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
   time.  It is inappropriate to use Internet-Drafts as reference
   material or to cite them other than as "work in progress."
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1. Introduction

   This document defines a "secure join" solution for a new device,
   called "pledge", to securely join a 6TiSCH network.  The term "secure
   join" refers to network access authentication, authorization and
   parameter distribution, as defined in [I-D.ietf-6tisch-architecture].
   The Constrained Join Protocol (CoJP) defined in this document handles
   parameter distribution needed for a pledge to become a joined node.
   Mutual authentication during network access and implicit
   authorization are achieved through the use of a secure channel, as
   configured by this document.  This document also specifies a
   configuration of different layers of the 6TiSCH protocol stack that
   reduces the Denial of Service (DoS) attack surface during the join
   process.



   This document presumes a 6TiSCH network as described by [RFC7554] and
   [RFC8180].  By design, nodes in a 6TiSCH network [RFC7554] have their
   radio turned off most of the time, to conserve energy.  As a
   consequence, the link used by a new device for joining the network
   has limited bandwidth [RFC8180].  The secure join solution defined in
   this document therefore keeps the number of over-the-air exchanges to
   a minimum.



   The micro-controllers at the heart of 6TiSCH nodes have a small
   amount of code memory.  It is therefore paramount to reuse existing
   protocols available as part of the 6TiSCH stack.  At the application
   layer, the 6TiSCH stack already relies on CoAP [RFC7252] for web
   transfer, and on OSCORE [RFC8613] for its end-to-end security.  The
   secure join solution defined in this document therefore reuses those
   two protocols as its building blocks.



   CoJP is a generic protocol that can be used as-is in all modes of
   IEEE Std 802.15.4 [IEEE802.15.4], including the Time-Slotted Channel
   Hopping (TSCH) mode 6TiSCH is based on.  CoJP may as well be used in
   other (low-power) networking technologies where efficiency in terms
   of communication overhead and code footprint is important.  In such a
   case, it may be necessary to define configuration parameters specific
   to the technology in question, through companion documents.  The
   overall process described in Section 4 and the configuration of the
   stack is specific to 6TiSCH.
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   CoJP assumes the presence of a Join Registrar/Coordinator (JRC), a
   central entity.  The configuration defined in this document assumes
   that the pledge and the JRC share a unique symmetric cryptographic
   key, called PSK (pre-shared key).  The PSK is used to configure
   OSCORE to provide a secure channel to CoJP.  How the PSK is installed
   is out of scope of this document: this may happen during the
   provisioning phase or by a key exchange protocol that may precede the
   execution of CoJP.



   When the pledge seeks admission to a 6TiSCH network, it first
   synchronizes to it, by initiating the passive scan defined in
   [IEEE802.15.4].  The pledge then exchanges CoJP messages with the
   JRC; for this end-to-end communication to happen, messages are
   forwarded by nodes already part of the 6TiSCH network, called Join
   Proxies.  The messages exchanged allow the JRC and the pledge to
   mutually authenticate, based on the properties provided by OSCORE.
   They also allow the JRC to configure the pledge with link-layer
   keying material, short identifier and other parameters.  After this
   secure join process successfully completes, the joined node can
   interact with its neighbors to request additional bandwidth using the
   6top Protocol [RFC8480] and start sending application traffic.




2. Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in
   BCP14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.



   The reader is expected to be familiar with the terms and concepts
   defined in [I-D.ietf-6tisch-architecture], [RFC7252], [RFC8613], and
   [RFC8152].



   The specification also includes a set of informative specifications
   using the Concise data definition language (CDDL)
   [I-D.ietf-cbor-cddl].



   The following terms defined in [I-D.ietf-6tisch-architecture] are
   used extensively throughout this document:



   o  pledge



   o  joined node



   o  join proxy (JP)



   o  join registrar/coordinator (JRC)
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   o  enhanced beacon (EB)



   o  join protocol



   o  join process



   The following terms defined in [RFC8505] are also used throughout
   this document:



   o  6LoWPAN Border Router (6LBR)



   o  6LoWPAN Node (6LN)



   The term "6LBR" is used interchangeably with the term "DODAG root"
   defined in [RFC6550], on the assumption that the two entities are co-
   located, as recommended by [I-D.ietf-6tisch-architecture].



   The term "pledge", as used throughout the document, explicitly
   denotes non-6LBR devices attempting to join the network using their
   IEEE Std 802.15.4 network interface.  The device that attempts to
   join as the 6LBR of the network and does so over another network
   interface is explicitly denoted as the "6LBR pledge".  When the text
   equally applies to the pledge and the 6LBR pledge, the "(6LBR)
   pledge" form is used.



   In addition, we use generic terms "pledge identifier" and "network
   identifier".  See Section 3.




3. Provisioning Phase

   The (6LBR) pledge is provisioned with certain parameters before
   attempting to join the network, and the same parameters are
   provisioned to the JRC.  There are many ways by which this
   provisioning can be done.  Physically, the parameters can be written
   into the (6LBR) pledge using a number of mechanisms, such as a JTAG
   interface, a serial (craft) console interface, pushing buttons
   simultaneously on different devices, over-the-air configuration in a
   Faraday cage, etc.  The provisioning can be done by the vendor, the
   manufacturer, the integrator, etc.



   Details of how this provisioning is done is out of scope of this
   document.  What is assumed is that there can be a secure, private
   conversation between the JRC and the (6LBR) pledge, and that the two
   devices can exchange the parameters.



   Parameters that are provisioned to the (6LBR) pledge include:
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   o  pledge identifier.  The pledge identifier identifies the (6LBR)
      pledge.  The pledge identifier MUST be unique in the set of all
      pledge identifiers managed by a JRC.  The pledge identifier
      uniqueness is an important security requirement, as discussed in
      Section 9.  The pledge identifier is typically the globally unique
      64-bit Extended Unique Identifier (EUI-64) of the IEEE Std
      802.15.4 device, in which case it is provisioned by the hardware
      manufacturer.  The pledge identifier is used to generate the IPv6
      addresses of the (6LBR) pledge and to identify it during the
      execution of the join protocol.  Depending on the configuration,
      the pledge identifier may also be used after the join process to
      identify the joined node.  For privacy reasons (see Section 10),
      it is possible to use a pledge identifier different from the EUI-
      64.  For example, a pledge identifier may be a random byte string,
      but care needs to be taken that such a string meets the uniqueness
      requirement.



   o  Pre-Shared Key (PSK).  A symmetric cryptographic key shared
      between the (6LBR) pledge and the JRC.  To look up the PSK for a
      given pledge, the JRC additionally needs to store the
      corresponding pledge identifier.  Each (6LBR) pledge MUST be
      provisioned with a unique PSK.  The PSK MUST be a
      cryptographically strong key, with at least 128 bits of entropy,
      indistinguishable by feasible computation from a random uniform
      string of the same length.  How the PSK is generated and/or
      provisioned is out of scope of this specification.  This could be
      done during a provisioning step or companion documents can specify
      the use of a key agreement protocol.  Common pitfalls when
      generating PSKs are discussed in Section 9.  In case of device re-
      commissioning to a new owner, the PSK MUST be changed.  Note that
      the PSK is different from the link-layer keys K1 and K2 specified
      in [RFC8180].  The PSK is a long-term secret used to protect the
      execution of the secure join protocol specified in this document
      whose one output are link-layer keys.



   o  Optionally, a network identifier.  The network identifier
      identifies the 6TiSCH network.  The network identifier MUST be
      carried within Enhanced Beacon (EB) frames.  Typically, the 16-bit
      Personal Area Network Identifier (PAN ID) defined in
      [IEEE802.15.4] is used as the network identifier.  However, PAN ID
      is not considered a stable network identifier as it may change
      during network lifetime if a collision with another network is
      detected.  Companion documents can specify the use of a different
      network identifier for join purposes, but this is out of scope of
      this specification.  Provisioning the network identifier to a
      pledge is RECOMMENDED.  However, due to operational constraints,
      the network identifier may not be known at the time when the
      provisioning is done.  In case this parameter is not provisioned
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      to the pledge, the pledge attempts to join one advertised network
      at a time, which significantly prolongs the join process.  This
      parameter MUST be provisioned to the 6LBR pledge.



   o  Optionally, any non-default algorithms.  The default algorithms
      are specified in Section 7.3.3.  When algorithm identifiers are
      not provisioned, the use of these default algorithms is implied.



   Additionally, the 6LBR pledge that is not co-located with the JRC
   needs to be provisioned with:



   o  Global IPv6 address of the JRC.  This address is used by the 6LBR
      pledge to address the JRC during the join process.  The 6LBR
      pledge may also obtain the IPv6 address of the JRC through other
      available mechanisms, such as DHCPv6 [RFC8415], GRASP
      [I-D.ietf-anima-grasp], mDNS [RFC6762], the use of which is out of
      scope of this document.  Pledges do not need to be provisioned
      with this address as they discover it dynamically through CoJP.




4. Join Process Overview

   This section describes the steps taken by a pledge in a 6TiSCH
   network.  When a pledge seeks admission to a 6TiSCH network, the
   following exchange occurs:



   1.  The pledge listens for an Enhanced Beacon (EB) frame
       [IEEE802.15.4].  This frame provides network synchronization
       information, and tells the device when it can send a frame to the
       node sending the beacons, which acts as a Join Proxy (JP) for the
       pledge, and when it can expect to receive a frame.  The Enhanced
       Beacon provides the link-layer address of the JP and it may also
       provide its link-local IPv6 address.



   2.  The pledge configures its link-local IPv6 address and advertises
       it to the JP using Neighbor Discovery.  The advertisement step
       may be omitted if the link-local address has been derived from a
       known unique interface identifier, such as an EUI-64 address.



   3.  The pledge sends a Join Request to the JP in order to securely
       identify itself to the network.  The Join Request is forwarded to
       the JRC.



   4.  In case of successful processing of the request, the pledge
       receives a Join Response from the JRC (via the JP).  The Join
       Response contains configuration parameters necessary for the
       pledge to join the network.
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   From the pledge's perspective, joining is a local phenomenon - the
   pledge only interacts with the JP, and it needs not know how far it
   is from the 6LBR, or how to route to the JRC.  Only after
   establishing one or more link-layer keys does it need to know about
   the particulars of a 6TiSCH network.



   The join process is shown as a transaction diagram in Figure 1:



+‑‑‑‑‑‑‑‑+                 +‑‑‑‑‑‑‑+                 +‑‑‑‑‑‑‑‑+
| pledge |                 |  JP   |                 |  JRC   |
|        |                 |       |                 |        |
+‑‑‑‑‑‑‑‑+                 +‑‑‑‑‑‑‑+                 +‑‑‑‑‑‑‑‑+
   |                          |                          |
   |<‑‑‑Enhanced Beacon (1)‑‑‑|                          |
   |                          |                          |
   |<‑Neighbor Discovery (2)‑>|                          |
   |                          |                          |
   |‑‑‑‑‑Join Request (3a)‑‑‑‑|‑‑‑‑Join Request (3a)‑‑‑‑>| \
   |                          |                          | | CoJP
   |<‑‑‑‑Join Response (3b)‑‑‑|‑‑‑‑Join Response (3b)‑‑‑‑| /
   |                          |                          |



             Figure 1: Overview of a successful join process.



   As for other nodes in the network, the 6LBR node may act as the JP.
   The 6LBR may in addition be co-located with the JRC.



   The details of each step are described in the following sections.




4.1. Step 1 - Enhanced Beacon

   The pledge synchronizes to the network by listening for, and
   receiving, an Enhanced Beacon (EB) sent by a node already in the
   network.  This process is entirely defined by [IEEE802.15.4], and
   described in [RFC7554].



   Once the pledge hears an EB, it synchronizes to the joining schedule
   using the cells contained in the EB.  The pledge can hear multiple
   EBs; the selection of which EB to use is out of the scope for this
   document, and is discussed in [RFC7554].  Implementers should make
   use of information such as: what network identifier the EB contains,
   the value of the Join Metric field within EBs, whether the source
   link-layer address of the EB has been tried before, what signal
   strength the different EBs were received at, etc.  In addition, the
   pledge may be pre-configured to search for EBs with a specific
   network identifier.
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   If the pledge is not provisioned with the network identifier, it
   attempts to join one network at a time, as described in
   Section 8.1.1.



   Once the pledge selects the EB, it synchronizes to it and transitions
   into a low-power mode.  It follows the schedule information contained
   in the EB which indicates the slots that the pledge may use for the
   join process.  During the remainder of the join process, the node
   that has sent the EB to the pledge acts as the JP.



   At this point, the pledge may proceed to step 2, or continue to
   listen for additional EBs.




4.2. Step 2 - Neighbor Discovery

   The pledge forms its link-local IPv6 address based on the interface
   identifier, as per [RFC4944].  The pledge MAY perform the Neighbor
   Solicitation / Neighbor Advertisement exchange with the JP, as per
   Section 5.6 of [RFC8505].  As per [RFC8505], there is no need to
   perform duplicate address detection for the link-local address.  The
   pledge and the JP use their link-local IPv6 addresses for all
   subsequent communication during the join process.



   Note that Neighbor Discovery exchanges at this point are not
   protected with link-layer security as the pledge is not in possession
   of the keys.  How the JP accepts these unprotected frames is
   discussed in Section 5.




4.3. Step 3 - Constrained Join Protocol (CoJP) Execution

   The pledge triggers the join exchange of the Constrained Join
   Protocol (CoJP).  The join exchange consists of two messages: the
   Join Request message (Step 3a), and the Join Response message
   conditioned on the successful security processing of the request
   (Step 3b).



   All CoJP messages are exchanged over a secure end-to-end channel that
   provides confidentiality, data authenticity and replay protection.
   Frames carrying CoJP messages are not protected with link-layer
   security when exchanged between the pledge and the JP as the pledge
   is not in possession of the link-layer keys in use.  How JP and
   pledge accept these unprotected frames is discussed in Section 5.
   When frames carrying CoJP messages are exchanged between nodes that
   have already joined the network, the link-layer security is applied
   according to the security configuration used in the network.
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4.3.1. Step 3a - Join Request

   The Join Request is a message sent from the pledge to the JP, and
   which the JP forwards to the JRC.  The pledge indicates in the Join
   Request the role it requests to play in the network, as well as the
   identifier of the network it requests to join.  The JP forwards the
   Join Request to the JRC on the existing links.  How exactly this
   happens is out of scope of this document; some networks may wish to
   dedicate specific link layer resources for this join traffic.




4.3.2. Step 3b - Join Response

   The Join Response is sent by the JRC to the pledge, and is forwarded
   through the JP.  The packet containing the Join Response travels from
   the JRC to the JP using the operating routes in the network.  The JP
   delivers it to the pledge.  The JP operates as an application-layer
   proxy, see Section 7.



   The Join Response contains different parameters needed by the pledge
   to become a fully operational network node.  These parameters include
   the link-layer key(s) currently in use in the network, the short
   address assigned to the pledge, the IPv6 address of the JRC needed by
   the pledge to operate as the JP, among others.




4.4. The Special Case of the 6LBR Pledge Joining

   The 6LBR pledge performs Section 4.3 of the join process described
   above, just as any other pledge, albeit over a different network
   interface.  There is no JP intermediating the communication between
   the 6LBR pledge and the JRC, as described in Section 6.  The other
   steps of the described join process do not apply to the 6LBR pledge.
   How the 6LBR pledge obtains an IPv6 address and triggers the
   execution of the CoJP protocol is out of scope of this document.




5. Link-layer Configuration

   In an operational 6TiSCH network, all frames use link-layer frame
   security [RFC8180].  The IEEE Std 802.15.4 security attributes
   include frame authenticity, and optionally frame confidentiality
   (i.e. encryption).



   Any node sending EB frames MUST be prepared to act as a JP for
   potential pledges.



   The pledge does not initially do any authenticity check of the EB
   frames, as it does not possess the link-layer key(s) in use.  The
   pledge is still able to parse the contents of the received EBs and
   synchronize to the network, as EBs are not encrypted [RFC8180].
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   When sending frames during the join process, the pledge sends
   unencrypted and unauthenticated frames at the link layer.  In order
   for the join process to be possible, the JP must accept these
   unsecured frames for the duration of the join process.  This behavior
   may be implemented by setting the "secExempt" attribute in the IEEE
   Std 802.15.4 security configuration tables.  It is expected that the
   lower layer provides an interface to indicate to the upper layer that
   unsecured frames are being received from a device, and that the upper
   layer can use that information to make a determination that a join
   process is in place and the unsecured frames should be processed.
   How the JP makes such a determination and interacts with the lower
   layer is out of scope of this specification.  The JP can additionally
   make use of information such as the value of the join rate parameter
   (Section 8.4.2) set by the JRC, physical button press, etc.



   When the pledge initially synchronizes to the network, it has no
   means of verifying the authenticity of EB frames.  As an attacker can
   craft a frame that looks like a legitimate EB frame this opens up a
   DoS vector, as discussed in Section 9.




5.1. Distribution of Time

   Nodes in a 6TiSCH network keep a global notion of time known as the
   absolute slot number.  Absolute slot number is used in the
   construction of the link-layer nonce, as defined in [IEEE802.15.4].
   The pledge initially synchronizes to the EB frame sent by the JP, and
   uses the value of the absolute slot number found in the TSCH
   Synchronization Information Element.  At the time of the
   synchronization, the EB frame can neither be authenticated nor its
   freshness verified.  During the join process, the pledge sends frames
   that are unprotected at the link-layer and protected end-to-end
   instead.  The pledge does not obtain the time information as the
   output of the join process as this information is local to the
   network and may not be known at the JRC.



   This enables an attack on the pledge where the attacker replays to
   the pledge legitimate EB frames obtained from the network and acts as
   a man-in-the-middle between the pledge and the JP.  The EB frames
   will make the pledge believe that the replayed absolute slot number
   value is the current notion of time in the network.  By forwarding
   the join traffic to the legitimate JP, the attacker enables the
   pledge to join the network.  Under different conditions relating to
   the reuse of the pledge's short address by the JRC or its attempt to
   rejoin the network, this may cause the pledge to reuse the link-layer
   nonce in the first frame it sends protected after the join process is
   completed.
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   For this reason, all frames originated at the JP and destined to the
   pledge during the join process MUST be authenticated at the link-
   layer using the key that is normally in use in the network.  Link-
   layer security processing at the pledge for these frames will fail as
   the pledge is not yet in possession of the key.  The pledge
   acknowledges these frames without link-layer security, and JP accepts
   the unsecured acknowledgment due to the secExempt attribute set for
   the pledge.  The frames should be passed to the upper layer for
   processing using the promiscuous mode of [IEEE802.15.4] or another
   appropriate mechanism.  When the upper layer processing on the pledge
   is completed and the link-layer keys are configured, the upper layer
   MUST trigger the security processing of the corresponding frame.
   Once the security processing of the frame carrying the Join Response
   message is successful, the current absolute slot number kept locally
   at the pledge SHALL be declared as valid.




6. Network-layer Configuration

   The pledge and the JP SHOULD keep a separate neighbor cache for
   untrusted entries and use it to store each other's information during
   the join process.  Mixing neighbor entries belonging to pledges and
   nodes that are part of the network opens up the JP to a DoS attack,
   as the attacker may fill JP's neighbor table and prevent the
   discovery of legitimate neighbors.



   Once the pledge obtains link-layer keys and becomes a joined node, it
   is able to securely communicate with its neighbors, obtain the
   network IPv6 prefix and form its global IPv6 address.  The joined
   node then undergoes an independent process to bootstrap its neighbor
   cache entries, possibly with a node that formerly acted as a JP,
   following [RFC8505].  From the point of view of the JP, there is no
   relationship between the neighbor cache entry belonging to a pledge
   and the joined node that formerly acted as a pledge.



   The pledge does not communicate with the JRC at the network layer.
   This allows the pledge to join without knowing the IPv6 address of
   the JRC.  Instead, the pledge communicates with the JP at the network
   layer using link-local addressing, and with the JRC at the
   application layer, as specified in Section 7.



   The JP communicates with the JRC over global IPv6 addresses.  The JP
   discovers the network IPv6 prefix and configures its global IPv6
   address upon successful completion of the join process and the
   obtention of link-layer keys.  The pledge learns the IPv6 address of
   the JRC from the Join Response, as specified in Section 8.1.2; it
   uses it once joined in order to operate as a JP.
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   As a special case, the 6LBR pledge may have an additional network
   interface that it uses in order to obtain the configuration
   parameters from the JRC and start advertising the 6TiSCH network.
   This additional interface needs to be configured with a global IPv6
   address, by a mechanism that is out of scope of this document.  The
   6LBR pledge uses this interface to directly communicate with the JRC
   using global IPv6 addressing.



   The JRC can be co-located on the 6LBR.  In this special case, the
   IPv6 address of the JRC can be omitted from the Join Response message
   for space optimization.  The 6LBR then MUST set the DODAGID field in
   the RPL DIOs [RFC6550] to its IPv6 address.  The pledge learns the
   address of the JRC once joined and upon the reception of the first
   RPL DIO message, and uses it to operate as a JP.




6.1. Identification of Unauthenticated Traffic

   The traffic that is proxied by the Join Proxy (JP) comes from
   unauthenticated pledges, and there may be an arbitrary amount of it.
   In particular, an attacker may send fraudulent traffic in an attempt
   to overwhelm the network.



   When operating as part of a [RFC8180] 6TiSCH minimal network using
   distributed scheduling algorithms, the traffic from unauthenticated
   pledges may cause intermediate nodes to request additional bandwidth.
   An attacker could use this property to cause the network to
   overcommit bandwidth (and energy) to the join process.



   The Join Proxy is aware of what traffic originates from
   unauthenticated pledges, and so can avoid allocating additional
   bandwidth itself.  The Join Proxy implements a data cap on outgoing
   join traffic by implementing the recommendation of 1 packet per 3
   seconds in Section 3.1.3 of [RFC8085].  This can be achieved with the
   congestion control mechanism specified in Section 4.7 of [RFC7252].
   This cap will not protect intermediate nodes as they can not tell
   join traffic from regular traffic.  Despite the data cap implemented
   separately on each Join Proxy, the aggregate join traffic from many
   Join Proxies may cause intermediate nodes to decide to allocate
   additional cells.  It is undesirable to do so in response to the
   traffic originated at unauthenticated pledges.  In order to permit
   the intermediate nodes to avoid this, the traffic needs to be tagged.
   [RFC2597] defines a set of per-hop behaviors that may be encoded into
   the Diffserv Code Points (DSCPs).  Based on the DSCP, intermediate
   nodes can decide whether to act on a given packet.
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6.1.1. Traffic from JP to JRC

   The Join Proxy SHOULD set the DSCP of packets that it produces as
   part of the forwarding process to AF43 code point (See Section 6 of
   [RFC2597]).  A Join Proxy that does not require a specific DSCP value
   on traffic forwarded should set it to zero so that it is compressed
   out.



   A Scheduling Function (SF) running on 6TiSCH nodes SHOULD NOT
   allocate additional cells as a result of traffic with code point
   AF43.  Companion SF documents SHOULD specify how this recommended
   behavior is achieved.  One example is the 6TiSCH Minimal Scheduling
   Function [I-D.ietf-6tisch-msf].




6.1.2. Traffic from JRC to JP

   The JRC SHOULD set the DSCP of join response packets addressed to the
   Join Proxy to AF42 code point.  AF42 has lower drop probability than
   AF43, giving this traffic priority in buffers over the traffic going
   towards the JRC.



   The 6LBR links are often the most congested within a DODAG, and from
   that point down there is progressively less (or equal) congestion.
   If the 6LBR paces itself when sending join response traffic then it
   ought to never exceed the bandwidth allocated to the best effort
   traffic cells.  If the 6LBR has the capacity (if it is not
   constrained) then it should provide some buffers in order to satisfy
   the Assured Forwarding behavior.



   Companion SF documents SHOULD specify how traffic with code point
   AF42 is handled with respect to cell allocation.  In case the
   recommended behavior described in this section is not followed, the
   network may become prone to the attack discussed in Section 6.1.




7. Application-level Configuration

   The CoJP join exchange in Figure 1 is carried over CoAP [RFC7252] and
   the secure channel provided by OSCORE [RFC8613].  The (6LBR) pledge
   acts as a CoAP client; the JRC acts as a CoAP server.  The JP
   implements CoAP forward proxy functionality [RFC7252].  Because the
   JP can also be a constrained device, it cannot implement a cache.



   The pledge designates a JP as a proxy by including the Proxy-Scheme
   option in CoAP requests it sends to the JP.  The pledge also includes
   in the requests the Uri-Host option with its value set to the well-
   known JRC's alias, as specified in Section 8.1.1.
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   The JP resolves the alias to the IPv6 address of the JRC that it
   learned when it acted as a pledge, and joined the network.  This
   allows the JP to reach the JRC at the network layer and forward the
   requests on behalf of the pledge.




7.1. Statelessness of the JP

   The CoAP proxy defined in [RFC7252] keeps per-client state
   information in order to forward the response towards the originator
   of the request.  This state information includes at least the CoAP
   token, the IPv6 address of the client, and the UDP source port
   number.  Since the JP can be a constrained device that acts as a CoAP
   proxy, memory limitations make it prone to a Denial-of-Service (DoS)
   attack.



   This DoS vector on the JP can be mitigated by making the JP act as a
   stateless CoAP proxy, where "state" encompasses the information
   related to individual pledges.  The JP can wrap the state it needs to
   keep for a given pledge throughout the network stack in a "state
   object" and include it as a CoAP token in the forwarded request to
   the JRC.  The JP may use the CoAP token as defined in [RFC7252], if
   the size of the serialized state object permits, or use the extended
   CoAP token defined in [I-D.ietf-core-stateless], to transport the
   state object.  The JRC and any other potential proxy on the JP - JRC
   path MUST support extended token lengths, as defined in
   [I-D.ietf-core-stateless].  Since the CoAP token is echoed back in
   the response, the JP is able to decode the state object and configure
   the state needed to forward the response to the pledge.  The
   information that the JP needs to encode in the state object to
   operate in a fully stateless manner with respect to a given pledge is
   implementation specific.



   It is RECOMMENDED that the JP operates in a stateless manner and
   signals the per-pledge state within the CoAP token, for every request
   it forwards into the network on behalf of unauthenticated pledges.
   When the JP is operating in a stateless manner, the security
   considerations from [I-D.ietf-core-stateless] apply and the type of
   the CoAP message that the JP forwards on behalf of the pledge MUST be
   non-confirmable (NON), regardless of the message type received from
   the pledge.  The use of a non-confirmable message by the JP
   alleviates the JP from keeping CoAP message exchange state.  The
   retransmission burden is then entirely shifted to the pledge.  A JP
   that operates in a stateless manner still needs to keep congestion
   control state with the JRC, see Section 9.  Recommended values of
   CoAP settings for use during the join process, both by the pledge and
   the JP, are given in Section 7.2.
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   Note that in some networking stack implementations, a fully (per-
   pledge) stateless operation of the JP may be challenging from the
   implementation's point of view.  In those cases, the JP may operate
   as a statefull proxy that stores the per-pledge state until the
   response is received or timed out, but this comes at a price of a DoS
   vector.




7.2. Recommended Settings

   This section gives RECOMMENDED values of CoAP settings during the
   join process.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|              Name | Default Value |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|       ACK_TIMEOUT | 10 seconds    |
|                   |               |
| ACK_RANDOM_FACTOR | 1.5           |
|                   |               |
|    MAX_RETRANSMIT | 4             |
|                   |               |
|            NSTART | 1             |
|                   |               |
|   DEFAULT_LEISURE | 5 seconds     |
|                   |               |
|      PROBING_RATE | 1 byte/second |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                        Recommended CoAP settings.



   These values may be configured to values specific to the deployment.
   The default values have been chosen to accommodate a wide range of
   deployments, taking into account dense networks.



   The PROBING_RATE value at the JP is controlled by the join rate
   parameter, see Section 8.4.2.  Following [RFC7252], the average data
   rate in sending to the JRC must not exceed PROBING_RATE.  For
   security reasons, the average data rate SHOULD be measured over a
   rather short window, e.g.  ACK_TIMEOUT, see Section 9.




7.3. OSCORE

   Before the (6LBR) pledge and the JRC start exchanging CoAP messages
   protected with OSCORE, they need to derive the OSCORE security
   context from the provisioned parameters, as discussed in Section 3.



   The OSCORE security context MUST be derived as per Section 3 of
   [RFC8613].
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   o  the Master Secret MUST be the PSK.



   o  the Master Salt MUST be the empty byte string.



   o  the ID Context MUST be set to the pledge identifier.



   o  the ID of the pledge MUST be set to the empty byte string.  This
      identifier is used as the OSCORE Sender ID of the pledge in the
      security context derivation, since the pledge initially acts as a
      CoAP client.



   o  the ID of the JRC MUST be set to the byte string 0x4a5243 ("JRC"
      in ASCII).  This identifier is used as the OSCORE Recipient ID of
      the pledge in the security context derivation, as the JRC
      initially acts as a CoAP server.



   o  the Algorithm MUST be set to the value from [RFC8152], agreed out-
      of-band by the same mechanism used to provision the PSK.  The
      default is AES-CCM-16-64-128.



   o  the Key Derivation Function MUST be agreed out-of-band by the same
      mechanism used to provision the PSK.  Default is HKDF SHA-256
      [RFC5869].



   Since the pledge's OSCORE Sender ID is the empty byte string, when
   constructing the OSCORE option, the pledge sets the k bit in the
   OSCORE flag byte, but indicates a 0-length kid.  The pledge
   transports its pledge identifier within the kid context field of the
   OSCORE option.  The derivation in [RFC8613] results in OSCORE keys
   and a common IV for each side of the conversation.  Nonces are
   constructed by XOR'ing the common IV with the current sequence
   number.  For details on nonce and OSCORE option construction, refer
   to [RFC8613].



   Implementations MUST ensure that multiple CoAP requests, including to
   different JRCs, are properly incrementing the sequence numbers, so
   that the same sequence number is never reused in distinct requests
   protected under the same PSK.  The pledge typically sends requests to
   different JRCs if it is not provisioned with the network identifier
   and attempts to join one network at a time.  Failure to comply will
   break the security guarantees of the Authenticated Encryption with
   Associated Data (AEAD) algorithm because of nonce reuse.



   This OSCORE security context is used for initial joining of the
   (6LBR) pledge, where the (6LBR) pledge acts as a CoAP client, as well
   as for any later parameter updates, where the JRC acts as a CoAP
   client and the joined node as a CoAP server, as discussed in
   Section 8.2.  Note that when the (6LBR) pledge and the JRC change
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   roles between CoAP client and CoAP server, the same OSCORE security
   context as initially derived remains in use and the derived
   parameters are unchanged, for example Sender ID when sending and
   Recipient ID when receiving (see Section 3.1 of [RFC8613]).  A (6LBR)
   pledge is expected to have exactly one OSCORE security context with
   the JRC.




7.3.1. Replay Window and Persistency

   Both (6LBR) pledge and the JRC MUST implement a replay protection
   mechanism.  The use of the default OSCORE replay protection mechanism
   specified in Section 3.2.2 of [RFC8613] is RECOMMENDED.



   Implementations MUST ensure that mutable OSCORE context parameters
   (Sender Sequence Number, Replay Window) are stored in persistent
   memory.  A technique detailed in Appendix B.1.1 of [RFC8613] that
   prevents reuse of sequence numbers MUST be implemented.  Each update
   of the OSCORE Replay Window MUST be written to persistent memory.



   This is an important security requirement in order to guarantee nonce
   uniqueness and resistance to replay attacks across reboots and
   rejoins.  Traffic between the (6LBR) pledge and the JRC is rare,
   making security outweigh the cost of writing to persistent memory.




7.3.2. OSCORE Error Handling

   Errors raised by OSCORE during the join process MUST be silently
   dropped, with no error response being signaled.  The pledge MUST
   silently discard any response not protected with OSCORE, including
   error codes.



   Such errors may happen for a number of reasons, including failed
   lookup of an appropriate security context (e.g. the pledge attempting
   to join a wrong network), failed decryption, positive replay window
   lookup, formatting errors (possibly due to malicious alterations in
   transit).  Silently dropping OSCORE messages prevents a DoS attack on
   the pledge where the attacker could send bogus error responses,
   forcing the pledge to attempt joining one network at a time, until
   all networks have been tried.




7.3.3. Mandatory to Implement Algorithms

   The mandatory to implement AEAD algorithm for use with OSCORE is AES-
   CCM-16-64-128 from [RFC8152].  This is the algorithm used for
   securing IEEE Std 802.15.4 frames, and hardware acceleration for it
   is present in virtually all compliant radio chips.  With this choice,
   CoAP messages are protected with an 8-byte CCM authentication tag,
   and the algorithm uses 13-byte long nonces.
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   The mandatory to implement hash algorithm is SHA-256 [RFC4231].  The
   mandatory to implement key derivation function is HKDF [RFC5869],
   instantiated with a SHA-256 hash.  See Appendix B for implementation
   guidance when code footprint is important.




8. Constrained Join Protocol (CoJP)

   The Constrained Join Protocol (CoJP) is a lightweight protocol over
   CoAP [RFC7252] and a secure channel provided by OSCORE [RFC8613].
   CoJP allows a (6LBR) pledge to request admission into a network
   managed by the JRC.  It enables the JRC to configure the pledge with
   the necessary parameters.  The JRC may update the parameters at any
   time, by reaching out to the joined node that formerly acted as a
   (6LBR) pledge.  For example, network-wide rekeying can be implemented
   by updating the keying material on each node.



   CoJP relies on the security properties provided by OSCORE.  This
   includes end-to-end confidentiality, data authenticity, replay
   protection, and a secure binding of responses to requests.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  Constrained Join Protocol (CoJP) |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  \
|         Requests / Responses      |  |
|‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|  |
|               OSCORE              |  | CoAP
|‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|  |
|           Messaging Layer         |  |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  /
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|                UDP                |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                   Figure 2: Abstract layering of CoJP.



   When a (6LBR) pledge requests admission to a given network, it
   undergoes the CoJP join exchange that consists of:



   o  the Join Request message, sent by the (6LBR) pledge to the JRC,
      potentially proxied by the JP.  The Join Request message and its
      mapping to CoAP is specified in Section 8.1.1.



   o  the Join Response message, sent by the JRC to the (6LBR) pledge,
      if the JRC successfully processes the Join Request using OSCORE
      and it determines through a mechanism that is out of scope of this
      specification that the (6LBR) pledge is authorized to join the
      network.  The Join Response message is potentially proxied by the
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      JP.  The Join Response message and its mapping to CoAP is
      specified in Section 8.1.2.



   When the JRC needs to update the parameters of a joined node that
   formerly acted as a (6LBR) pledge, it executes the CoJP parameter
   update exchange that consists of:



   o  the Parameter Update message, sent by the JRC to the joined node
      that formerly acted as a (6LBR) pledge.  The Parameter Update
      message and its mapping to CoAP is specified in Section 8.2.1.



   The payload of CoJP messages is encoded with CBOR [RFC7049].  The
   CBOR data structures that may appear as the payload of different CoJP
   messages are specified in Section 8.4.




8.1. Join Exchange

   This section specifies the messages exchanged when the (6LBR) pledge
   requests admission and configuration parameters from the JRC.




8.1.1. Join Request Message

   The Join Request message that the (6LBR) pledge sends SHALL be mapped
   to a CoAP request:



   o  The request method is POST.



   o  The type is Confirmable (CON).



   o  The Proxy-Scheme option is set to "coap".



   o  The Uri-Host option is set to "6tisch.arpa".  This is an anycast
      type of identifier of the JRC that is resolved to its IPv6 address
      by the JP or the 6LBR pledge.



   o  The Uri-Path option is set to "j".



   o  The OSCORE option SHALL be set according to [RFC8613].  The OSCORE
      security context used is the one derived in Section 7.3.  The
      OSCORE kid context allows the JRC to retrieve the security context
      for a given pledge.



   o  The payload is a Join_Request CBOR object, as defined in
      Section 8.4.1.



   Since the Join Request is a confirmable message, the transmission at
   (6LBR) pledge will be controlled by CoAP's retransmission mechanism.
   The JP, when operating in a stateless manner, forwards this Join
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   Request as a non-confirmable (NON) CoAP message, as specified in
   Section 7.  If the CoAP implementation at (6LBR) pledge declares the
   message transmission as failure, the (6LBR) pledge SHOULD attempt to
   join a 6TiSCH network advertised with a different network identifier.
   See Section 7.2 for recommended values of CoAP settings to use during
   the join exchange.



   If all join attempts to advertised networks have failed, the (6LBR)
   pledge SHOULD signal the presence of an error condition, through some
   out-of-band mechanism.



   BCP190 [RFC7320] provides guidelines on URI design and ownership.  It
   recommends that whenever a third party wants to mandate a URL to web
   authority that it SHOULD go under "/.well-known" (as per [RFC5785]).
   In the case of CoJP, the Uri-Host option is always set to
   "6tisch.arpa", and based upon the recommendations in the Introduction
   of [RFC7320], it is asserted that this document is the owner of the
   CoJP service.  As such, the concerns of [RFC7320] do not apply, and
   thus the Uri-Path is only "/j".




8.1.2. Join Response Message

   The Join Response message that the JRC sends SHALL be mapped to a
   CoAP response:



   o  The response Code is 2.04 (Changed).



   o  The payload is a Configuration CBOR object, as defined in
      Section 8.4.2.




8.2. Parameter Update Exchange

   During the network lifetime, parameters returned as part of the Join
   Response may need to be updated.  One typical example is the update
   of link-layer keying material for the network, a process known as
   rekeying.  This section specifies a generic mechanism when this
   parameter update is initiated by the JRC.



   At the time of the join, the (6LBR) pledge acts as a CoAP client and
   requests the network parameters through a representation of the "/j"
   resource, exposed by the JRC.  In order for the update of these
   parameters to happen, the JRC needs to asynchronously contact the
   joined node.  The use of the CoAP Observe option for this purpose is
   not feasible due to the change in the IPv6 address when the pledge
   becomes the joined node and obtains a global address.



   Instead, once the (6LBR) pledge receives and successfully validates
   the Join Response and so becomes a joined node, it becomes a CoAP
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   server.  The joined node creates a CoAP service at the Uri-Host value
   of "6tisch.arpa", and the joined node exposes the "/j" resource that
   is used by the JRC to update the parameters.  Consequently, the JRC
   operates as a CoAP client when updating the parameters.  The request/
   response exchange between the JRC and the (6LBR) pledge happens over
   the already-established OSCORE secure channel.




8.2.1. Parameter Update Message

   The Parameter Update message that the JRC sends to the joined node
   SHALL be mapped to a CoAP request:



   o  The request method is POST.



   o  The type is Confirmable (CON).



   o  The Uri-Host option is set to "6tisch.arpa".



   o  The Uri-Path option is set to "j".



   o  The OSCORE option SHALL be set according to [RFC8613].  The OSCORE
      security context used is the one derived in Section 7.3.  When a
      joined node receives a request with the Sender ID set to 0x4a5243
      (ID of the JRC), it is able to correctly retrieve the security
      context with the JRC.



   o  The payload is a Configuration CBOR object, as defined in
      Section 8.4.2.



   The JRC has implicit knowledge on the global IPv6 address of the
   joined node, as it knows the pledge identifier that the joined node
   used when it acted as a pledge, and the IPv6 network prefix.  The JRC
   uses this implicitly derived IPv6 address of the joined node to
   directly address CoAP messages to it.



   In case the JRC does not receive a response to a Parameter Update
   message, it attempts multiple retransmissions, as configured by the
   underlying CoAP retransmission mechanism triggered for confirmable
   messages.  Finally, if the CoAP implementation declares the
   transmission as failure, the JRC may consider this as a hint that the
   joined node is no longer in the network.  How the JRC decides when to
   stop attempting to contact a previously joined node is out of scope
   of this specification but security considerations on the reuse of
   assigned resources apply, as discussed in Section 9.
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8.3. Error Handling


8.3.1. CoJP CBOR Object Processing

   CoJP CBOR objects are transported within both CoAP requests and
   responses.  This section describes handling in case certain CoJP CBOR
   object parameters are not supported by the implementation or their
   processing fails.  See Section 7.3.2 for the handling of errors that
   may be raised by the underlying OSCORE implementation.



   When such a parameter is detected in a CoAP request (Join Request
   message, Parameter Update message), a Diagnostic Response message
   MUST be returned.  A Diagnostic Response message maps to a CoAP
   response and is specified in Section 8.3.2.



   When a parameter that cannot be acted upon is encountered while
   processing a CoJP object in a CoAP response (Join Response message),
   a (6LBR) pledge SHOULD reattempt to join.  In this case, the (6LBR)
   pledge SHOULD include the Unsupported Configuration CBOR object
   within the Join Request object in the following Join Request message.
   The Unsupported Configuration CBOR object is self-contained and
   enables the (6LBR) pledge to signal any parameters that the
   implementation of the networking stack may not support.  A (6LBR)
   pledge MUST NOT attempt more than COJP_MAX_JOIN_ATTEMPTS number of
   attempts to join if the processing of the Join Response message fails
   each time.  If COJP_MAX_JOIN_ATTEMPTS number of attempts is reached
   without success, the (6LBR) pledge SHOULD signal the presence of an
   error condition, through some out-of-band mechanism.



   Note that COJP_MAX_JOIN_ATTEMPTS relates to the application-level
   handling of the CoAP response and is different from CoAP's
   MAX_RETRANSMIT setting that drives the retransmission mechanism of
   the underlying CoAP message.




8.3.2. Diagnostic Response Message

   The Diagnostic Response message is returned for any CoJP request when
   the processing of the payload failed.  The Diagnostic Response
   message is protected by OSCORE as any other CoJP protocol message.



   The Diagnostic Response message SHALL be mapped to a CoAP response:



   o  The response Code is 4.00 (Bad Request).



   o  The payload is an Unsupported Configuration CBOR object, as
      defined in Section 8.4.5, containing more information about the
      parameter that triggered the sending of this message.
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8.3.3. Failure Handling

   The Parameter Update exchange may be triggered at any time during the
   network lifetime, which may span several years.  During this period,
   it may occur that a joined node or the JRC experience unexpected
   events such as reboots or complete failures.



   This document mandates that the mutable parameters in the security
   context are written to persistent memory (see Section 7.3.1) by both
   the JRC and pledges (joined nodes).  As the joined node (pledge) is
   typically a constrained device that handles the write operations to
   persistent memory in a predictable manner, the retrieval of mutable
   security context parameters is feasible across reboots such that
   there is no risk of AEAD nonce reuse due to reinitialized Sender
   Sequence numbers, or of a replay attack due to the reinitialized
   replay window.  JRC may be hosted on a generic machine where the
   write operation to persistent memory may lead to unpredictable delays
   due to caching.  In case of a reboot event at JRC occurring before
   the cached data is written to persistent memory, the loss of mutable
   security context parameters is likely which consequently poses the
   risk of AEAD nonce reuse.



   In the event of a complete device failure, where the mutable security
   context parameters cannot be retrieved, it is expected that a failed
   joined node is replaced with a new physical device, using a new
   pledge identifier and a PSK.  When such a failure event occurs at the
   JRC, it is possible that the static information on provisioned
   pledges, like PSKs and pledge identifiers, can be retrieved through
   available backups.  However, it is likely that the information about
   joined nodes, their assigned short identifiers and mutable security
   context parameters is lost.  If this is the case, during the process
   of JRC reinitialization, the network administrator MUST force through
   out-of-band means all the networks managed by the failed JRC to
   rejoin, through e.g. the reinitialization of the 6LBR nodes and
   freshly generated dynamic cryptographic keys and other parameters
   that have influence on the security properties of the network.



   In order to recover from such a failure event, the reinitialized JRC
   can trigger the renegotiation of the OSCORE security context through
   the procedure described in Appendix B.2 of [RFC8613].  Aware of the
   failure event, the reinitialized JRC responds to the first join
   request of each pledge it is managing with a 4.01 Unauthorized error
   and a random nonce.  The pledge verifies the error response and then
   initiates the CoJP join exchange using a new OSCORE security context
   derived from an ID Context consisting of the concatenation of two
   nonces, one that it received from the JRC and the other that the
   pledge generates locally.  After verifying the join request with the
   new ID Context and the derived OSCORE security context, the JRC
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   should consequently take action in mapping the new ID Context with
   the previously used pledge identifier.  How JRC handles this mapping
   is out of scope of this document.



   The described procedure is specified in Appendix B.2 of [RFC8613] and
   is RECOMMENDED in order to handle the failure events or any other
   event that may lead to the loss of mutable security context
   parameters.  The length of nonces exchanged using this procedure MUST
   be at least 8 bytes.



The procedure does require both the pledge and the JRC to have good
sources of randomness.  While this is typically not an issue at the
JRC side, the constrained device hosting the pledge may pose
limitations in this regard.  If the procedure outlined in
Appendix B.2 of [RFC8613] is not supported by the pledge, the network
administrator MUST take action in reprovisioning the concerned
devices with freshly generated parameters, through out‑of‑band means.




8.4. CoJP Objects

   This section specifies the structure of CoJP CBOR objects that may be
   carried as the payload of CoJP messages.  Some of these objects may
   be received both as part of the CoJP join exchange when the device
   operates as a (CoJP) pledge, or the parameter update exchange, when
   the device operates as a joined (6LBR) node.




8.4.1. Join Request Object

   The Join_Request structure is built on a CBOR map object.



   The set of parameters that can appear in a Join_Request object is
   summarized below.  The labels can be found in the "CoJP Parameters"
   registry Section 11.1.



   o  role: The identifier of the role that the pledge requests to play
      in the network once it joins, encoded as an unsigned integer.
      Possible values are specified in Table 2.  This parameter MAY be
      included.  In case the parameter is omitted, the default value of
      0, i.e. the role "6TiSCH Node", MUST be assumed.



   o  network identifier: The identifier of the network, as discussed in
      Section 3, encoded as a CBOR byte string.  When present in the
      Join_Request, it hints to the JRC the network that the pledge is
      requesting to join, enabling the JRC to manage multiple networks.
      The pledge obtains the value of the network identifier from the
      received EB frames.  This parameter MUST be included in a
      Join_Request object regardless of the role parameter value.
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   o  unsupported configuration: The identifier of the parameters that
      are not supported by the implementation, encoded as an
      Unsupported_Configuration object described in Section 8.4.5.  This
      parameter MAY be included.  If a (6LBR) pledge previously
      attempted to join and received a valid Join Response message over
      OSCORE, but failed to act on its payload (Configuration object),
      it SHOULD include this parameter to facilitate the recovery and
      debugging.



   Table 1 summarizes the parameters that may appear in a Join_Request
   object.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|                      Name | Label |        CBOR Type |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|                      role | 1     | unsigned integer |
|                           |       |                  |
|        network identifier | 5     |      byte string |
|                           |       |                  |
| unsupported configuration | 8     |            array |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



               Table 1: Summary of Join_Request parameters.



   The CDDL fragment that represents the text above for the Join_Request
   follows.



Join_Request = {
    ? 1 : uint,                       ; role
      5 : bstr,                       ; network identifier
    ? 8 : Unsupported_Configuration   ; unsupported configuration
}

+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+
|   Name | Value |                         Description | Reference  |
+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+
| 6TiSCH | 0     |     The pledge requests to play the | [[this     |
|   Node |       | role of a regular 6TiSCH node, i.e. | document]] |
|        |       |                      non‑6LBR node. |            |
|        |       |                                     |            |
|   6LBR | 1     |     The pledge requests to play the | [[this     |
|        |       |       role of 6LoWPAN Border Router | document]] |
|        |       |                             (6LBR). |            |
+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+



                           Table 2: Role values.
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8.4.2. Configuration Object

   The Configuration structure is built on a CBOR map object.  The set
   of parameters that can appear in a Configuration object is summarized
   below.  The labels can be found in "CoJP Parameters" registry
   Section 11.1.



   o  link-layer key set: An array encompassing a set of cryptographic
      keys and their identifiers that are currently in use in the
      network, or that are scheduled to be used in the future.  The
      encoding of individual keys is described in Section 8.4.3.  The
      link-layer key set parameter MAY be included in a Configuration
      object.  When present, the link-layer key set parameter MUST
      contain at least one key.  This parameter is also used to
      implement rekeying in the network.  How the keys are installed and
      used differs for the 6LBR and other (regular) nodes, and this is
      explained in Section 8.4.3.1 and Section 8.4.3.2.



   o  short identifier: a compact identifier assigned to the pledge.
      The short identifier structure is described in Section 8.4.4.  The
      short identifier parameter MAY be included in a Configuration
      object.



   o  JRC address: the IPv6 address of the JRC, encoded as a byte
      string, with the length of 16 bytes.  If the length of the byte
      string is different from 16, the parameter MUST be discarded.  If
      the JRC is not co-located with the 6LBR and has a different IPv6
      address than the 6LBR, this parameter MUST be included.  In the
      special case where the JRC is co-located with the 6LBR and has the
      same IPv6 address as the 6LBR, this parameter MAY be included.  If
      the JRC address parameter is not present in the Configuration
      object, this indicates that the JRC has the same IPv6 address as
      the 6LBR.  The joined node can then discover the IPv6 address of
      the JRC through network control traffic.  See Section 6.



   o  blacklist: An array encompassing a list of pledge identifiers that
      are blacklisted by the JRC, with each pledge identifier encoded as
      a byte string.  The blacklist parameter MAY be included in a
      Configuration object.  When present, the array MUST contain zero
      or more byte strings encoding pledge identifiers.  The joined node
      MUST silently drop any link-layer frames originating from the
      pledge identifiers enclosed in the blacklist parameter.  When this
      parameter is received, its value MUST overwrite any previously set
      values.  This parameter allows the JRC to configure the node
      acting as a JP to filter out traffic from misconfigured or
      malicious pledges before their traffic is forwarded into the
      network.  If the JRC decides to remove a given pledge identifier
      from a blacklist, it omits the pledge identifier in the blacklist
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      parameter value it sends next.  Since the blacklist parameter
      carries the pledge identifiers, privacy considerations apply.  See
      Section 10.



   o  join rate: Average data rate (in units of bytes/second) of join
      traffic forwarded into the network that should not be exceeded
      when a joined node operates as a JP, encoded as an unsigned
      integer.  The join rate parameter MAY be included in a
      Configuration object.  This parameter allows the JRC to configure
      different nodes in the network to operate as JP, and act in case
      of an attack by throttling the rate at which JP forwards
      unauthenticated traffic into the network.  When this parameter is
      present in a Configuration object, the value MUST be used to set
      the PROBING_RATE of CoAP at the joined node for communication with
      the JRC.  In case this parameter is set to zero, a joined node
      MUST silently drop any join traffic coming from unauthenticated
      pledges.  In case this parameter is omitted, the value of positive
      infinity SHOULD be assumed.  Node operating as a JP MAY use
      another mechanism that is out of scope of this specification to
      configure PROBING_RATE of CoAP in the absence of a join rate
      parameter from the Configuration object.



   Table 3 summarizes the parameters that may appear in a Configuration
   object.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|               Name | Label |        CBOR Type |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| link‑layer key set | 2     |            array |
|                    |       |                  |
|   short identifier | 3     |            array |
|                    |       |                  |
|        JRC address | 4     |      byte string |
|                    |       |                  |
|          blacklist | 6     |            array |
|                    |       |                  |
|          join rate | 7     | unsigned integer |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



               Table 3: Summary of Configuration parameters.



   The CDDL fragment that represents the text above for the
   Configuration follows.  Structures Link_Layer_Key and
   Short_Identifier are specified in Section 8.4.3 and Section 8.4.4.
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Configuration = {
    ? 2 : [ +Link_Layer_Key ],   ; link‑layer key set
    ? 3 : Short_Identifier,      ; short identifier
    ? 4 : bstr,                  ; JRC address
    ? 6 : [ *bstr ],             ; blacklist
    ? 7 : uint                   ; join rate
}
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+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+
|          Name | Label |     CBOR | Description       | Reference  |
|               |       |     type |                   |            |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+
|          role | 1     | unsigned | Identifies the    | [[this     |
|               |       |  integer | role parameter    | document]] |
|               |       |          |                   |            |
|    link‑layer | 2     |    array | Identifies the    | [[this     |
|       key set |       |          | array carrying    | document]] |
|               |       |          | one or more link‑ |            |
|               |       |          | level             |            |
|               |       |          | cryptographic     |            |
|               |       |          | keys              |            |
|               |       |          |                   |            |
|         short | 3     |    array | Identifies the    | [[this     |
|    identifier |       |          | assigned short    | document]] |
|               |       |          | identifier        |            |
|               |       |          |                   |            |
|   JRC address | 4     |     byte | Identifies the    | [[this     |
|               |       |   string | IPv6 address of   | document]] |
|               |       |          | the JRC           |            |
|               |       |          |                   |            |
|       network | 5     |     byte | Identifies the    | [[this     |
|    identifier |       |   string | network           | document]] |
|               |       |          | identifier        |            |
|               |       |          | parameter         |            |
|               |       |          |                   |            |
|     blacklist | 6     |    array | Identifies the    | [[this     |
|               |       |          | blacklist         | document]] |
|               |       |          | parameter         |            |
|               |       |          |                   |            |
|     join rate | 7     | unsigned | Identifier the    | [[this     |
|               |       |  integer | join rate         | document]] |
|               |       |          | parameter         |            |
|               |       |          |                   |            |
|   unsupported | 8     |    array | Identifies the    | [[this     |
| configuration |       |          | unsupported       | document]] |
|               |       |          | configuration     |            |
|               |       |          | parameter         |            |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+



                   Table 4: CoJP parameters map labels.




8.4.3. Link-Layer Key

   The Link_Layer_Key structure encompasses the parameters needed to
   configure the link-layer security module: the key identifier; the
   value of the cryptographic key; the link-layer algorithm identifier
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   and the security level and the frame types that it should be used
   with, both for outgoing and incoming security operations; and any
   additional information that may be needed to configure the key.



   For encoding compactness, the Link_Layer_Key object is not enclosed
   in a top-level CBOR object.  Rather, it is transported as a sequence
   of CBOR elements [I-D.ietf-cbor-sequence], some being optional.



   The set of parameters that can appear in a Link_Layer_Key object is
   summarized below, in order:



   o  key_id: The identifier of the key, encoded as a CBOR unsigned
      integer.  This parameter MUST be included.  If the decoded CBOR
      unsigned integer value is larger than the maximum link-layer key
      identifier, the key is considered invalid.  In case the key is
      considered invalid, the key MUST be discarded and the
      implementation MUST signal the error as specified in
      Section 8.3.1.



   o  key_usage: The identifier of the link-layer algorithm, security
      level and link-layer frame types that can be used with the key,
      encoded as an integer.  This parameter MAY be included.  Possible
      values and the corresponding link-layer settings are specified in
      IANA "CoJP Key Usage" registry (Section 11.2).  In case the
      parameter is omitted, the default value of 0 (6TiSCH-K1K2-ENC-
      MIC32) from Table 5 MUST be assumed.  This default value has been
      chosen such that it results in byte savings in the most
      constrained settings but does not imply a recommendation for its
      general usage.



   o  key_value: The value of the cryptographic key, encoded as a byte
      string.  This parameter MUST be included.  If the length of the
      byte string is different than the corresponding key length for a
      given algorithm specified by the key_usage parameter, the key MUST
      be discarded and the implementation MUST signal the error as
      specified in Section 8.3.1.



   o  key_addinfo: Additional information needed to configure the link-
      layer key, encoded as a byte string.  This parameter MAY be
      included.  The processing of this parameter is dependent on the
      link-layer technology in use and a particular keying mode.



   To be able to decode the keys that are present in the link-layer key
   set, and to identify individual parameters of a single Link_Layer_Key
   object, the CBOR decoder needs to differentiate between elements
   based on the CBOR type.  For example, a uint that follows a byte
   string signals to the decoder that a new Link_Layer_Key object is
   being processed.



Internet-Draft Constrained Join Protocol (CoJP) for 6TiSCH December 2019




   The CDDL fragment that represents the text above for the
   Link_Layer_Key follows.



Link_Layer_Key = (
      key_id             : uint,
    ? key_usage          : int,
      key_value          : bstr,
    ? key_addinfo        : bstr,
)

+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+
|            Name | Val |        Algorithm | Description | Referenc |
|                 | ue  |                  |             | e        |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+
|     6TiSCH‑K1K2 | 0   |  IEEE802154‑AES‑ | Use MIC‑32  | [[this d |
|      ‑ENC‑MIC32 |     |          CCM‑128 | for EBs,    | ocument] |
|                 |     |                  | ENC‑MIC‑32  | ]        |
|                 |     |                  | for DATA    |          |
|                 |     |                  | and ACKNOWL |          |
|                 |     |                  | EDGMENT.    |          |
|                 |     |                  |             |          |
|     6TiSCH‑K1K2 | 1   |  IEEE802154‑AES‑ | Use MIC‑64  | [[this d |
|      ‑ENC‑MIC64 |     |          CCM‑128 | for EBs,    | ocument] |
|                 |     |                  | ENC‑MIC‑64  | ]        |
|                 |     |                  | for DATA    |          |
|                 |     |                  | and ACKNOWL |          |
|                 |     |                  | EDGMENT.    |          |
|                 |     |                  |             |          |
|     6TiSCH‑K1K2 | 2   |  IEEE802154‑AES‑ | Use MIC‑128 | [[this d |
|     ‑ENC‑MIC128 |     |          CCM‑128 | for EBs,    | ocument] |
|                 |     |                  | ENC‑MIC‑128 | ]        |
|                 |     |                  | for DATA    |          |
|                 |     |                  | and ACKNOWL |          |
|                 |     |                  | EDGMENT.    |          |
|                 |     |                  |             |          |
|         6TiSCH‑ | 3   |  IEEE802154‑AES‑ | Use MIC‑32  | [[this d |
|      K1K2‑MIC32 |     |          CCM‑128 | for EBs,    | ocument] |
|                 |     |                  | DATA and AC | ]        |
|                 |     |                  | KNOWLEDGMEN |          |
|                 |     |                  | T.          |          |
|                 |     |                  |             |          |
|         6TiSCH‑ | 4   |  IEEE802154‑AES‑ | Use MIC‑64  | [[this d |
|      K1K2‑MIC64 |     |          CCM‑128 | for EBs,    | ocument] |
|                 |     |                  | DATA and AC | ]        |
|                 |     |                  | KNOWLEDGMEN |          |
|                 |     |                  | T.          |          |
|                 |     |                  |             |          |
|         6TiSCH‑ | 5   |  IEEE802154‑AES‑ | Use MIC‑128 | [[this d |
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|     K1K2‑MIC128 |     |          CCM‑128 | for EBs,    | ocument] |
|                 |     |                  | DATA and AC | ]        |
|                 |     |                  | KNOWLEDGMEN |          |
|                 |     |                  | T.          |          |
|                 |     |                  |             |          |
| 6TiSCH‑K1‑MIC32 | 6   |  IEEE802154‑AES‑ | Use MIC‑32  | [[this d |
|                 |     |          CCM‑128 | for EBs.    | ocument] |
|                 |     |                  |             | ]        |
|                 |     |                  |             |          |
| 6TiSCH‑K1‑MIC64 | 7   |  IEEE802154‑AES‑ | Use MIC‑64  | [[this d |
|                 |     |          CCM‑128 | for EBs.    | ocument] |
|                 |     |                  |             | ]        |
|                 |     |                  |             |          |
| 6TiSCH‑K1‑MIC12 | 8   |  IEEE802154‑AES‑ | Use MIC‑128 | [[this d |
|               8 |     |          CCM‑128 | for EBs.    | ocument] |
|                 |     |                  |             | ]        |
|                 |     |                  |             |          |
| 6TiSCH‑K2‑MIC32 | 9   |  IEEE802154‑AES‑ | Use MIC‑32  | [[this d |
|                 |     |          CCM‑128 | for DATA    | ocument] |
|                 |     |                  | and ACKNOWL | ]        |
|                 |     |                  | EDGMENT.    |          |
|                 |     |                  |             |          |
| 6TiSCH‑K2‑MIC64 | 10  |  IEEE802154‑AES‑ | Use MIC‑64  | [[this d |
|                 |     |          CCM‑128 | for DATA    | ocument] |
|                 |     |                  | and ACKNOWL | ]        |
|                 |     |                  | EDGMENT.    |          |
|                 |     |                  |             |          |
| 6TiSCH‑K2‑MIC12 | 11  |  IEEE802154‑AES‑ | Use MIC‑128 | [[this d |
|               8 |     |          CCM‑128 | for DATA    | ocument] |
|                 |     |                  | and ACKNOWL | ]        |
|                 |     |                  | EDGMENT.    |          |
|                 |     |                  |             |          |
|  6TiSCH‑K2‑ENC‑ | 12  |  IEEE802154‑AES‑ | Use ENC‑    | [[this d |
|           MIC32 |     |          CCM‑128 | MIC‑32 for  | ocument] |
|                 |     |                  | DATA and AC | ]        |
|                 |     |                  | KNOWLEDGMEN |          |
|                 |     |                  | T.          |          |
|                 |     |                  |             |          |
|  6TiSCH‑K2‑ENC‑ | 13  |  IEEE802154‑AES‑ | Use ENC‑    | [[this d |
|           MIC64 |     |          CCM‑128 | MIC‑64 for  | ocument] |
|                 |     |                  | DATA and AC | ]        |
|                 |     |                  | KNOWLEDGMEN |          |
|                 |     |                  | T.          |          |
|                 |     |                  |             |          |
|  6TiSCH‑K2‑ENC‑ | 14  |  IEEE802154‑AES‑ | Use ENC‑    | [[this d |
|          MIC128 |     |          CCM‑128 | MIC‑128 for | ocument] |
|                 |     |                  | DATA and AC | ]        |
|                 |     |                  | KNOWLEDGMEN |          |
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|                 |     |                  | T.          |          |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+



                        Table 5: Key Usage values.




8.4.3.1. Rekeying of (6LoWPAN) Border Routers (6LBR)

   When the 6LoWPAN Border Router (6LBR) receives the Configuration
   object containing a link-layer key set, it MUST immediately install
   and start using the new keys for all outgoing traffic, and remove any
   old keys it has installed from the previous key set after a delay of
   COJP_REKEYING_GUARD_TIME has passed.  This mechanism is used by the
   JRC to force the 6LBR to start sending traffic with the new key.  The
   decision is taken by the JRC when it has determined that the new key
   has been made available to all (or some overwhelming majority) of
   nodes.  Any node that the JRC has not yet reached at that point is
   either non-functional or in extended sleep such that it will not be
   reached.  To get the key update, such node needs to go through the
   join process anew.




8.4.3.2. Rekeying of regular (6LoWPAN) Nodes (6LN)

   When a regular 6LN node receives the Configuration object with a
   link-layer key set, it MUST install the new keys.  The 6LN will use
   both the old and the new keys to decrypt and authenticate any
   incoming traffic that arrives based upon the key identifier in the
   packet.  It MUST continue to use the old keys for all outgoing
   traffic until it has detected that the network has switched to the
   new key set.



   The detection of network switch is based upon the receipt of traffic
   secured with the new keys.  Upon reception and successful security
   processing of a link-layer frame secured with a key from the new key
   set, a 6LN node MUST then switch to sending outgoing traffic using
   the keys from the new set for all outgoing traffic.  The 6LN node
   MUST remove any old keys it has installed from the previous key set
   after a delay of COJP_REKEYING_GUARD_TIME has passed after it starts
   using the new key set.



   Sending of traffic with the new keys signals to other downstream
   nodes to switch to their new key, and the effect is that there is a
   ripple of key updates around each 6LBR.




8.4.3.3. Use in IEEE Std 802.15.4

   When Link_Layer_Key is used in the context of [IEEE802.15.4], the
   following considerations apply.
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   Signaling of different keying modes of [IEEE802.15.4] is done based
   on the parameter values present in a Link_Layer_Key object.  For
   instance, the value of the key_id parameter in combination with
   key_addinfo denotes which of the four Key ID modes of [IEEE802.15.4]
   is used and how.



   o  Key ID Mode 0x00 (Implicit, pairwise): key_id parameter MUST be
      set to 0. key_addinfo parameter MUST be present. key_addinfo
      parameter MUST be set to the link-layer address(es) of a single
      peer with whom the key should be used.  Depending on the
      configuration of the network, key_addinfo may carry the peer's
      long link-layer address (i.e. pledge identifier), short link-layer
      address, or their concatenation with the long address being
      encoded first.  Which address type(s) is carried is determined
      from the length of the byte string.



   o  Key ID Mode 0x01 (Key Index): key_id parameter MUST be set to a
      value different than 0. key_addinfo parameter MUST NOT be present.



   o  Key ID Mode 0x02 (4-byte Explicit Key Source): key_id parameter
      MUST be set to a value different than 0. key_addinfo parameter
      MUST be present. key_addinfo parameter MUST be set to a byte
      string, exactly 4 bytes long. key_addinfo parameter carries the
      Key Source parameter used to configure [IEEE802.15.4].



   o  Key ID Mode 0x03 (8-byte Explicit Key Source): key_id parameter
      MUST be set to a value different than 0. key_addinfo parameter
      MUST be present. key_addinfo parameter MUST be set to a byte
      string, exactly 8 bytes long. key_addinfo parameter carries the
      Key Source parameter used to configure [IEEE802.15.4].



   In all cases, key_usage parameter determines how a particular key
   should be used in respect to incoming and outgoing security policies.



   For Key ID Modes 0x01 - 0x03, parameter key_id sets the "secKeyIndex"
   parameter of [IEEE802.15.4] that is signaled in all outgoing frames
   secured with a given key.  The maximum value key_id can have is 254.
   The value of 255 is reserved in [IEEE802.15.4] and is therefore
   considered invalid.



   Key ID Mode 0x00 (Implicit, pairwise) enables the JRC to act as a
   trusted third party and assign pairwise keys between nodes in the
   network.  How JRC learns about the network topology is out of scope
   of this specification, but could be done through 6LBR - JRC signaling
   for example.  Pairwise keys could also be derived through a key
   agreement protocol executed between the peers directly, where the
   authentication is based on the symmetric cryptographic material
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   provided to both peers by the JRC.  Such a protocol is out of scope
   of this specification.



   Implementations MUST use different link-layer keys when using
   different authentication tag (MIC) lengths, as using the same key
   with different authentication tag lengths might be unsafe.  For
   example, this prohibits the usage of the same key for both MIC-32 and
   MIC-64 levels.  See Annex B.4.3 of [IEEE802.15.4] for more
   information.




8.4.4. Short Identifier

   The Short_Identifier object represents an identifier assigned to the
   pledge.  It is encoded as a CBOR array object, containing, in order:



   o  identifier: The short identifier assigned to the pledge, encoded
      as a byte string.  This parameter MUST be included.  The
      identifier MUST be unique in the set of all identifiers assigned
      in a network that is managed by a JRC.  In case the identifier is
      invalid, the decoder MUST silently ignore the Short_Identifier
      object.



   o  lease_time: The validity of the identifier in hours after the
      reception of the CBOR object, encoded as a CBOR unsigned integer.
      This parameter MAY be included.  The node MUST stop using the
      assigned short identifier after the expiry of the lease_time
      interval.  It is up to the JRC to renew the lease before the
      expiry of the previous interval.  The JRC updates the lease by
      executing the Parameter Update exchange with the node and
      including the Short_Identifier in the Configuration object, as
      described in Section 8.2.  In case the lease expires, the node
      SHOULD initiate a new join exchange, as described in Section 8.1.
      In case this parameter is omitted, the value of positive infinity
      MUST be assumed, meaning that the identifier is valid for as long
      as the node participates in the network.



   The CDDL fragment that represents the text above for the
   Short_Identifier follows.



Short_Identifier = [
      identifier        : bstr,
    ? lease_time        : uint
]
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8.4.4.1. Use in IEEE Std 802.15.4

   When Short_Identifier is used in the context of [IEEE802.15.4], the
   following considerations apply.



   The identifier MUST be used to set the short address of IEEE Std
   802.15.4 module.  When operating in TSCH mode, the identifier MUST be
   unique in the set of all identifiers assigned in multiple networks
   that share link-layer key(s).  If the length of the byte string
   corresponding to the identifier parameter is different than 2, the
   identifier is considered invalid.  The values 0xfffe and 0xffff are
   reserved by [IEEE802.15.4] and their use is considered invalid.



   The security properties offered by the [IEEE802.15.4] link-layer in
   TSCH mode are conditioned on the uniqueness requirement of the short
   identifier (i.e. short address).  The short address is one of the
   inputs in the construction of the nonce, which is used to protect
   link-layer frames.  If a misconfiguration occurs, and the same short
   address is assigned twice under the same link-layer key, the loss of
   security properties is imminent.  For this reason, practices where
   the pledge generates the short identifier locally are not safe and
   are likely to result in the loss of link-layer security properties.



   The JRC MUST ensure that at any given time there are never two same
   short identifiers being used under the same link-layer key.  If the
   lease_time parameter of a given Short_Identifier object is set to
   positive infinity, care needs to be taken that the corresponding
   identifier is not assigned to another node until the JRC is certain
   that it is no longer in use, potentially through out-of-band
   signaling.  If the lease_time parameter expires for any reason, the
   JRC should take into consideration potential ongoing transmissions by
   the joined node, which may be hanging in the queues, before assigning
   the same identifier to another node.



   Care needs to be taken on how the pledge (joined node) configures the
   expiration of the lease.  Since units of the lease_time parameter are
   in hours after the reception of the CBOR object, the pledge needs to
   convert the received time to the corresponding absolute slot number
   in the network.  The joined node (pledge) MUST only use the absolute
   slot number as the appropriate reference of time to determine whether
   the assigned short identifier is still valid.




8.4.5. Unsupported Configuration Object

   The Unsupported_Configuration object is encoded as a CBOR array,
   containing at least one Unsupported_Parameter object.  Each
   Unsupported_Parameter object is a sequence of CBOR elements without
   an enclosing top-level CBOR object for compactness.  The set of
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   parameters that appear in an Unsupported_Parameter object is
   summarized below, in order:



o  code: Indicates the capability of acting on the parameter signaled
   by parameter_label, encoded as an integer.  This parameter MUST be
   included.  Possible values of this parameter are specified in the
   IANA "CoJP Unsupported Configuration Code Registry"
   (Section 11.3).

o  parameter_label: Indicates the parameter.  This parameter MUST be
   included.  Possible values of this parameter are specified in the
   label column of the IANA "CoJP Parameters" registry
   (Section 11.1).



   o  parameter_addinfo: Additional information about the parameter that
      cannot be acted upon.  This parameter MUST be included.  In case
      the code is set to "Unsupported", parameter_addinfo gives
      additional information to the JRC.  If the parameter indicated by
      parameter_label cannot be acted upon regardless of its value,
      parameter_addinfo MUST be set to null, signaling to the JRC that
      it SHOULD NOT attempt to configure the parameter again.  If the
      pledge can act on the parameter, but cannot configure the setting
      indicated by the parameter value, the pledge can hint this to the
      JRC.  In this case, parameter_addinfo MUST be set to the value of
      the parameter that cannot be acted upon following the normative
      parameter structure specified in this document.  For example, it
      is possible to include the link-layer key set object, signaling a
      subset of keys that cannot be acted upon, or the entire key set
      that was received.  In that case, the value of the
      parameter_addinfo follows the link-layer key set structure defined
      in Section 8.4.2.  In case the code is set to "Malformed",
      parameter_addinfo MUST be set to null, signaling to the JRC that
      it SHOULD NOT attempt to configure the parameter again.



   The CDDL fragment that represents the text above for
   Unsupported_Configuration and Unsupported_Parameter objects follows.



Unsupported_Configuration = [
       + parameter           : Unsupported_Parameter
]

Unsupported_Parameter = (
         code                : int,
         parameter_label     : int,
         parameter_addinfo   : nil / any
)
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+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+
|        Name | Value |                    Description | Reference  |
+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+
| Unsupported | 0     |   The indicated setting is not | [[this     |
|             |       |    supported by the networking | document]] |
|             |       |          stack implementation. |            |
|             |       |                                |            |
|   Malformed | 1     |  The indicated parameter value | [[this     |
|             |       |                  is malformed. | document]] |
+‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+



              Table 6: Unsupported Configuration code values.




8.5. Recommended Settings

   This section gives RECOMMENDED values of CoJP settings.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|                     Name | Default Value |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|   COJP_MAX_JOIN_ATTEMPTS | 4             |
|                          |               |
| COJP_REKEYING_GUARD_TIME | 12 seconds    |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                        Recommended CoJP settings.



   The COJP_REKEYING_GUARD_TIME value SHOULD take into account possible
   retransmissions at the link layer due to imperfect wireless links.




9. Security Considerations

   Since this document uses the pledge identifier to set the ID Context
   parameter of OSCORE, an important security requirement is that the
   pledge identifier is unique in the set of all pledge identifiers
   managed by a JRC.  The uniqueness of the pledge identifier ensures
   unique (key, nonce) pairs for AEAD algorithm used by OSCORE.  It also
   allows the JRC to retrieve the correct security context, upon the
   reception of a Join Request message.  The management of pledge
   identifiers is simplified if the globally unique EUI-64 is used, but
   this comes with privacy risks, as discussed in Section 10.



   This document further mandates that the (6LBR) pledge and the JRC are
   provisioned with unique PSKs.  While the process of provisioning PSKs
   to all pledges can result in a substantial operational overhead, it
   is vital to do so for the security properties of the network.  The
   PSK is used to set the OSCORE Master Secret during security context
   derivation.  This derivation process results in OSCORE keys that are
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   important for mutual authentication of the (6LBR) pledge and the JRC.
   The resulting security context shared between the pledge (joined
   node) and the JRC is used for the purpose of joining and is long-
   lived in that it can be used throughout the lifetime of a joined node
   for parameter update exchanges.  Should an attacker come to know the
   PSK, then a man-in-the-middle attack is possible.



   Note that while OSCORE provides replay protection, it does not
   provide an indication of freshness in the presence of an attacker
   that can drop/reorder traffic.  Since the join request contains no
   randomness, and the sequence number is predictable, the JRC could in
   principle anticipate a join request from a particular pledge and pre-
   calculate the response.  In such a scenario, the JRC does not have to
   be alive at the time when the request is received.  This could be
   relevant in case the JRC was temporarily compromised and control
   subsequently regained by the legitimate owner.



   It is of utmost importance to avoid unsafe practices when generating
   and provisioning PSKs.  The use of a single PSK shared among a group
   of devices is a common pitfall that results in poor security.  In
   this case, the compromise of a single device is likely to lead to a
   compromise of the entire batch, with the attacker having the ability
   to impersonate a legitimate device and join the network, generate
   bogus data and disturb the network operation.  Additionally, some
   vendors use methods such as scrambling or hashing of device serial
   numbers or their EUI-64 to generate "unique" PSKs.  Without any
   secret information involved, the effort that the attacker needs to
   invest into breaking these unsafe derivation methods is quite low,
   resulting in the possible impersonation of any device from the batch,
   without even needing to compromise a single device.  The use of
   cryptographically secure random number generators to generate the PSK
   is RECOMMENDED, see [NIST800-90A] for different mechanisms using
   deterministic methods.



   The JP forwards the unauthenticated join traffic into the network.  A
   data cap on the JP prevents it from forwarding more traffic than the
   network can handle and enables throttling in case of an attack.  Note
   that this traffic can only be directed at the JRC so that the JRC
   needs to be prepared to handle such unsanitized inputs.  The data cap
   can be configured by the JRC by including a join rate parameter in
   the Join Response and it is implemented through the CoAP's
   PROBING_RATE setting.  The use of a data cap at a JP forces attackers
   to use more than one JP if they wish to overwhelm the network.
   Marking the join traffic packets with a non-zero DSCP allows the
   network to carry the traffic if it has capacity, but encourages the
   network to drop the extra traffic rather than add bandwidth due to
   that traffic.
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   The shared nature of the "minimal" cell used for the join traffic
   makes the network prone to a DoS attack by congesting the JP with
   bogus traffic.  Such an attacker is limited by its maximum transmit
   power.  The redundancy in the number of deployed JPs alleviates the
   issue and also gives the pledge a possibility to use the best
   available link for joining.  How a network node decides to become a
   JP is out of scope of this specification.



   At the beginning of the join process, the pledge has no means of
   verifying the content in the EB, and has to accept it at "face
   value".  In case the pledge tries to join an attacker's network, the
   Join Response message will either fail the security check or time
   out.  The pledge may implement a temporary blacklist in order to
   filter out undesired EBs and try to join using the next seemingly
   valid EB.  This blacklist alleviates the issue, but is effectively
   limited by the node's available memory.  Note that this temporary
   blacklist is different from the one communicated as part of the CoJP
   Configuration object as it helps pledge fight a DoS attack.  The
   bogus beacons prolong the join time of the pledge, and so the time
   spent in "minimal" [RFC8180] duty cycle mode.  The blacklist
   communicated as part of the CoJP Configuration object helps JP fight
   a DoS attack by a malicious pledge.



   During the network lifetime, the JRC may at any time initiate a
   Parameter Update exchange with a joined node.  The Parameter Update
   message uses the same OSCORE security context as is used for the join
   exchange, except that the server/client roles are interchanged.  As a
   consequence, each Parameter Update message carries the well-known
   OSCORE Sender ID of the JRC.  A passive attacker may use the OSCORE
   Sender ID to identify the Parameter Update traffic in case the link-
   layer protection does not provide confidentiality.  A countermeasure
   against such traffic analysis attack is to use encryption at the
   link-layer.  Note that the join traffic does not undergo link-layer
   protection at the first hop, as the pledge is not yet in possession
   of cryptographic keys.  Similarly, enhanced beacon traffic in the
   network is not encrypted.  This makes it easy for a passive attacker
   to identify these types of traffic.




10. Privacy Considerations

   The join solution specified in this document relies on the uniqueness
   of the pledge identifier in the set of all pledge identifiers managed
   by a JRC.  This identifier is transferred in clear as an OSCORE kid
   context.  The use of the globally unique EUI-64 as pledge identifier
   simplifies the management but comes with certain privacy risks.  The
   implications are thoroughly discussed in [RFC7721] and comprise
   correlation of activities over time, location tracking, address
   scanning and device-specific vulnerability exploitation.  Since the
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   join process occurs rarely compared to the network lifetime, long-
   term threats that arise from using EUI-64 as the pledge identifier
   are minimal.  However, the use of EUI-64 after the join process
   completes, in the form of a layer-2 or layer-3 address, extends the
   aforementioned privacy threats to long term.



   As an optional mitigation technique, the Join Response message may
   contain a short address which is assigned by the JRC to the (6LBR)
   pledge.  The assigned short address SHOULD be uncorrelated with the
   long-term pledge identifier.  The short address is encrypted in the
   response.  Once the join process completes, the new node may use the
   short addresses for all further layer-2 (and layer-3) operations.
   This reduces the privacy threats as the short layer-2 address
   (visible even when the network is encrypted) does not disclose the
   manufacturer, as is the case of EUI-64.  However, an eavesdropper
   with access to the radio medium during the join process may be able
   to correlate the assigned short address with the extended address
   based on timing information with a non-negligible probability.  This
   probability decreases with an increasing number of pledges joining
   concurrently.




11. IANA Considerations

   Note to RFC Editor: Please replace all occurrences of "[[this
   document]]" with the RFC number of this specification.



   This document allocates a well-known name under the .arpa name space
   according to the rules given in [RFC3172].  The name "6tisch.arpa" is
   requested.  No subdomains are expected, and addition of any such
   subdomains requires the publication of an IETF standards-track RFC.
   No A, AAAA or PTR record is requested.




11.1. CoJP Parameters Registry

   This section defines a sub-registry within the "IPv6 over the TSCH
   mode of IEEE 802.15.4e (6TiSCH) parameters" registry with the name
   "Constrained Join Protocol Parameters Registry".



   The columns of the registry are:



   Name: This is a descriptive name that enables an easier reference to
   the item.  It is not used in the encoding.



   Label: The value to be used to identify this parameter.  The label is
   an integer.



   CBOR type: This field contains the CBOR type for the field.
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   Description: This field contains a brief description for the field.



   Reference: This field contains a pointer to the public specification
   for the field, if one exists.



   This registry is to be populated with the values in Table 4.



   The amending formula for this sub-registry is: Different ranges of
   values use different registration policies [RFC8126].  Integer values
   from -256 to 255 are designated as Standards Action.  Integer values
   from -65536 to -257 and from 256 to 65535 are designated as
   Specification Required.  Integer values greater than 65535 are
   designated as Expert Review.  Integer values less than -65536 are
   marked as Private Use.




11.2. CoJP Key Usage Registry

   This section defines a sub-registry within the "IPv6 over the TSCH
   mode of IEEE 802.15.4e (6TiSCH) parameters" registry with the name
   "Constrained Join Protocol Key Usage Registry".



   The columns of this registry are:



   Name: This is a descriptive name that enables easier reference to the
   item.  The name MUST be unique.  It is not used in the encoding.



   Value: This is the value used to identify the key usage setting.
   These values MUST be unique.  The value is an integer.



   Algorithm: This is a descriptive name of the link-layer algorithm in
   use and uniquely determines the key length.  The name is not used in
   the encoding.



   Description: This field contains a description of the key usage
   setting.  The field should describe in enough detail how the key is
   to be used with different frame types, specific for the link-layer
   technology in question.



   Reference: This contains a pointer to the public specification for
   the field, if one exists.



   This registry is to be populated with the values in Table 5.



   The amending formula for this sub-registry is: Different ranges of
   values use different registration policies [RFC8126].  Integer values
   from -256 to 255 are designated as Standards Action.  Integer values
   from -65536 to -257 and from 256 to 65535 are designated as
   Specification Required.  Integer values greater than 65535 are
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   designated as Expert Review.  Integer values less than -65536 are
   marked as Private Use.




11.3. CoJP Unsupported Configuration Code Registry

   This section defines a sub-registry within the "IPv6 over the TSCH
   mode of IEEE 802.15.4e (6TiSCH) parameters" registry with the name
   "Constrained Join Protocol Unsupported Configuration Code Registry".



   The columns of this registry are:



   Name: This is a descriptive name that enables easier reference to the
   item.  The name MUST be unique.  It is not used in the encoding.



   Value: This is the value used to identify the diagnostic code.  These
   values MUST be unique.  The value is an integer.



   Description: This is a descriptive human-readable name.  The
   description MUST be unique.  It is not used in the encoding.



   Reference: This contains a pointer to the public specification for
   the field, if one exists.



   This registry is to be populated with the values in Table 6.



   The amending formula for this sub-registry is: Different ranges of
   values use different registration policies [RFC8126].  Integer values
   from -256 to 255 are designated as Standards Action.  Integer values
   from -65536 to -257 and from 256 to 65535 are designated as
   Specification Required.  Integer values greater than 65535 are
   designated as Expert Review.  Integer values less than -65536 are
   marked as Private Use.
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Appendix A. Example

   Figure 3 illustrates a successful join protocol exchange.  The pledge
   instantiates the OSCORE context and derives the OSCORE keys and
   nonces from the PSK.  It uses the instantiated context to protect the
   Join Request addressed with a Proxy-Scheme option, the well-known
   host name of the JRC in the Uri-Host option, and its EUI-64 as pledge
   identifier and OSCORE kid context.  Triggered by the presence of a
   Proxy-Scheme option, the JP forwards the request to the JRC and sets
   the CoAP token to the internally needed state.  The JP has learned
   the IPv6 address of the JRC when it acted as a pledge and joined the
   network.  Once the JRC receives the request, it looks up the correct
   context based on the kid context parameter.  The OSCORE data
   authenticity verification ensures that the request has not been
   modified in transit.  In addition, replay protection is ensured
   through persistent handling of mutable context parameters.



   Once the JP receives the Join Response, it authenticates the state
   within the CoAP token before deciding where to forward.  The JP sets
   its internal state to that found in the token, and forwards the Join
   Response to the correct pledge.  Note that the JP does not possess
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   the key to decrypt the CoJP object (configuration) present in the
   payload.  The Join Response is matched to the Join Request and
   verified for replay protection at the pledge using OSCORE processing
   rules.  In this example, the Join Response does not contain the IPv6
   address of the JRC, the pledge hence understands the JRC is co-
   located with the 6LBR.
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  <‑‑‑E2E OSCORE‑‑>
Client      Proxy     Server
Pledge       JP        JRC
  |          |          |
  |  Join    |          |            Code: 0.02 (POST)
  | Request  |          |           Token: ‑
  +‑‑‑‑‑‑‑‑‑>|          |    Proxy‑Scheme: coap
  |          |          |        Uri‑Host: 6tisch.arpa
  |          |          |          OSCORE: kid: ‑,
  |          |          |                  kid_context: EUI‑64,
  |          |          |                  Partial IV: 1
  |          |          |         Payload: { Code: 0.02 (POST),
  |          |          |                    Uri‑Path: "j",
  |          |          |                    join_request, <Tag> }
  |          |          |
  |          |  Join    |            Code: 0.02 (POST)
  |          | Request  |           Token: opaque state
  |          +‑‑‑‑‑‑‑‑‑>|          OSCORE: kid: ‑,
  |          |          |                  kid_context: EUI‑64,
  |          |          |                  Partial IV: 1
  |          |          |         Payload: { Code: 0.02 (POST),
  |          |          |                    Uri‑Path: "j",
  |          |          |                    join_request, <Tag> }
  |          |          |
  |          |          |
  |          |  Join    |            Code: 2.04 (Changed)
  |          | Response |           Token: opaque state
  |          |<‑‑‑‑‑‑‑‑‑+          OSCORE: ‑
  |          |          |         Payload: { Code: 2.04 (Changed),
  |          |          |                    configuration, <Tag> }
  |          |          |
  |          |          |
  |  Join    |          |            Code: 2.04 (Changed)
  | Response |          |           Token: ‑
  |<‑‑‑‑‑‑‑‑‑+          |          OSCORE: ‑
  |          |          |         Payload: { Code: 2.04 (Changed),
  |          |          |                    configuration, <Tag> }
  |          |          |



     Figure 3: Example of a successful join protocol exchange. { ... }
    denotes authenticated encryption, <Tag> denotes the authentication
                                   tag.



   Where the join_request object is:



Internet-Draft Constrained Join Protocol (CoJP) for 6TiSCH December 2019




join_request:
{
    5 : h'cafe' / PAN ID of the network pledge is attempting to join /
}



   Since the role parameter is not present, the default role of "6TiSCH
   Node" is implied.



   The join_request object encodes to h'a10542cafe' with a size of 5
   bytes.



   And the configuration object is:



configuration:
{
    2 : [           / link‑layer key set /
          1,        / key_id /
          h'e6bf4287c2d7618d6a9687445ffd33e6' / key_value /
        ],
    3 : [           / short identifier /
          h'af93'   / assigned short address /
        ]
}



   Since the key_usage parameter is not present in the link-layer key
   set object, the default value of "6TiSCH-K1K2-ENC-MIC32" is implied.
   Since key_addinfo parameter is not present and key_id is different
   than 0, Key ID Mode 0x01 (Key Index) is implied.  Similarly, since
   the lease_time parameter is not present in the short identifier
   object, the default value of positive infinity is implied.



   The configuration object encodes to



   h'a202820150e6bf4287c2d7618d6a9687445ffd33e6038142af93' with a size
   of 26 bytes.




Appendix B. Lightweight Implementation Option

   In environments where optimizing the implementation footprint is
   important, it is possible to implement this specification without
   having the implementations of HKDF [RFC5869] and SHA [RFC4231] on
   constrained devices.  HKDF and SHA are used during the OSCORE
   security context derivation phase.  This derivation can also be done
   by the JRC or a provisioning device, on behalf of the (6LBR) pledge
   during the provisioning phase.  In that case, the derived OSCORE
   security context parameters are written directly into the (6LBR)
   pledge, without requiring the PSK be provisioned to the (6LBR)
   pledge.
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   The use of HKDF to derive OSCORE security context parameters ensures
   that the resulting OSCORE keys have good security properties, and are
   unique as long as the input for different pledges varies.  This
   specification ensures the uniqueness by mandating unique pledge
   identifiers and a unique PSK for each (6LBR) pledge.  From the AEAD
   nonce reuse viewpoint, having a unique pledge identifier is a
   sufficient condition.  However, as discussed in Section 9, the use of
   a single PSK shared among many devices is a common security pitfall.
   The compromise of this shared PSK on a single device would lead to
   the compromise of the entire batch.  When using the implementation/
   deployment scheme outlined above, the PSK does not need to be written
   to individual pledges.  As a consequence, even if a shared PSK is
   used, the scheme offers a comparable level of security as in the
   scenario where each pledge is provisioned with a unique PSK.  In this
   case, there is still a latent risk of the shared PSK being
   compromised from the provisioning device, which would compromise all
   devices in the batch.
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Abstract

   This specification defines the 6TiSCH Minimal Scheduling Function
   (MSF).  This Scheduling Function describes both the behavior of a
   node when joining the network, and how the communication schedule is
   managed in a distributed fashion.  MSF is built upon the 6TiSCH
   Operation Sublayer Protocol (6P) and the Minimal Security Framework
   for 6TiSCH.



Requirements Language



   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.




Status of This Memo

   This Internet-Draft is submitted in full conformance with the
   provisions of BCP 78 and BCP 79.



   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF).  Note that other groups may also distribute
   working documents as Internet-Drafts.  The list of current Internet-
   Drafts is at https://datatracker.ietf.org/drafts/current/.



   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
   time.  It is inappropriate to use Internet-Drafts as reference
   material or to cite them other than as "work in progress."



   This Internet-Draft will expire on 4 October 2020.




Copyright Notice

   Copyright (c) 2020 IETF Trust and the persons identified as the
   document authors.  All rights reserved.



   This document is subject to BCP 78 and the IETF Trust's Legal
   Provisions Relating to IETF Documents (https://trustee.ietf.org/
   license-info) in effect on the date of publication of this document.
   Please review these documents carefully, as they describe your rights
   and restrictions with respect to this document.  Code Components
   extracted from this document must include Simplified BSD License text
   as described in Section 4.e of the Trust Legal Provisions and are
   provided without warranty as described in the Simplified BSD License.
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1. Introduction

   The 6TiSCH Minimal Scheduling Function (MSF), defined in this
   specification, is a 6TiSCH Scheduling Function (SF).  The role of an
   SF is entirely defined in [RFC8480].  This specification complements
   [RFC8480] by providing the rules of when to add/delete cells in the
   communication schedule.  This specification satisfies all the
   requirements for an SF listed in Section 4.2 of [RFC8480].



   MSF builds on top of the following specifications: the Minimal IPv6
   over the TSCH Mode of IEEE 802.15.4e (6TiSCH) Configuration
   [RFC8180], the 6TiSCH Operation Sublayer Protocol (6P) [RFC8480], and
   the Minimal Security Framework for 6TiSCH
   [I-D.ietf-6tisch-minimal-security].



   MSF defines both the behavior of a node when joining the network, and
   how the communication schedule is managed in a distributed fashion.
   When a node running MSF boots up, it joins the network by following
   the 6 steps described in Section 4.  The end state of the join
   process is that the node is synchronized to the network, has mutually
   authenticated with the network, has identified a routing parent, and
   has scheduled one negotiated Tx cell (defined in Section 5.1) to/from
   its routing parent.  After the join process, the node can
   continuously add/delete/relocate cells, as described in Section 5.
   It does so for 3 reasons: to match the link-layer resources to the
   traffic, to handle changing parent and to handle a schedule
   collision.



   MSF works closely with the IPv6 Routing Protocol for Low-Power and
   Lossy Networks (RPL), specifically the routing parent defined in
   [RFC6550].  This specification only describes how MSF works with the
   selected routing parent, which is phrased as "selected parent".  The
   activity of MSF towards the single routing parent is called a "MSF
   session".  Though the performance of MSF is evaluated only when the
   "selected parent" represents the node's preferred parent, there
   should be no restrictions to use multiple MSF sessions, one per
   parent.  The distribution of traffic over multiple parents is a
   routing decision that is out of scope for MSF.



   MSF is designed to operate in a wide range of application domains.
   It is optimized for applications with regular upstream traffic, from
   the nodes to the Destination-Oriented Directed Acyclic Graph (DODAG
   [RFC6550]) root.



   This specification follows the recommended structure of an SF
   specification, given in Appendix A of [RFC8480], with the following
   adaptations:



*  We have reordered some sections, in particular to have the section
   on the node behavior at boot (Section 4) appear early in this
   specification.
*  We added sections on the interface to the minimal 6TiSCH
   configuration (Section 2), the use of the SIGNAL command
   (Section 6), the MSF constants (Section 14) and the MSF statistics
   (Section 15).




2. Interface to the Minimal 6TiSCH Configuration

   In a TSCH network, time is sliced up into time slots.  The time slots
   are grouped as one or multiple slotframes which repeat over time.
   The TSCH schedule instructs a node what to do at each time slots,
   such as transmit, receive or sleep [RFC7554].  In case of a slot to
   transmit or receive, a channel is assigned to the time slot.  The
   tuple (slot, channel) is indicated as a cell of TSCH schedule.  MSF
   is one of the policies defining how to manage the TSCH schedule.



   A node implementing MSF SHOULD implement the Minimal 6TiSCH
   Configuration [RFC8180], which defines the "minimal cell", a single
   shared cell providing minimal connectivity between the nodes in the
   network.  The MSF implementation provided in this specification is
   based on the implementation of the Minimal 6TiSCH Configuration.
   However, an implementor MAY implement MSF based on other
   specifications as long as the specification defines a way to
   advertise the EB/DIO among the network.



   MSF uses the minimal cell for broadcast frames such as Enhanced
   Beacons (EBs) [IEEE802154] and broadcast DODAG Information Objects
   (DIOs) [RFC6550].  Cells scheduled by MSF are meant to be used only
   for unicast frames.



   To ensure there is enough bandwidth available on the minimal cell, a
   node implementing MSF SHOULD enforce some rules for limiting the
   traffic of broadcast frames.  For example, the overall broadcast
   traffic among the node and its neighbors SHOULD NOT exceed 1/3 of the
   bandwidth of minimal cell.  One of the algorithms that fulfills this
   requirement is the Trickle timer defined in [RFC6206] which is
   applied on DIO messages [RFC6550].  However, any such algorithm of
   limiting the broadcast traffic to meet those rules is implementation-
   specific and is out of the scope of MSF.



   3 slotframes are used in MSF.  MSF schedules autonomous cells at
   Slotframe 1 (Section 3) and 6P negotiated cells at Slotframe 2
   (Section 5) ,wh ile Slotframe 0 is used for the bootstrap traffic as
   defined in the Minimal 6TiSCH Configuration.  The same slotframe
   length for Slotframe 0, 1 and 2 is RECOMMENDED.  Thus it is possible
   to avoid the scheduling collision between the autonomous cells and 6P
   negotiated cells (Section 3).  The default slotframe length
   (SLOTFRAME_LENGTH) is RECOMMENDED for Slotframe 0, 1 and 2, although
   any value can be advertised in the EBs.




3. Autonomous Cells

   MSF nodes initialize Slotframe 1 with a set of default cells for
   unicast communication with their neighbors.  These cells are called
   'autonomous cells', because they are maintained autonomously by each
   node without negotiation through 6P.  Cells scheduled by 6P
   transaction are called 'negotiated cells' which are reserved on
   Slotframe 2.  How to schedule negotiated cells is detailed in
   Section 5.  There are two types of autonomous cells:



*  Autonomous Rx Cell (AutoRxCell), one cell at a
   [slotOffset,channelOffset] computed as a hash of the EUI64 of the
   node itself (detailed next).  Its cell options bits are assigned
   as TX=0, RX=1, SHARED=0.
*  Autonomous Tx Cell (AutoTxCell), one cell at a
   [slotOffset,channelOffset] computed as a hash of the layer 2 EUI64
   destination address in the unicast frame to be transmitted
   (detailed in Section 4.4).  Its cell options bits are assigned as
   TX=1, RX=0, SHARED=1.



   To compute a [slotOffset,channelOffset] from an EUI64 address, nodes
   MUST use the hash function SAX as defined in Section 2 of
   [SAX-DASFAA] with consistent input parameters, for example, those
   defined in Appendix A.  The coordinates are computed to distribute
   the cells across all channel offsets, and all but the first slot
   offset of Slotframe 1.  The first time offset is skipped to avoid
   colliding with the minimal cell in Slotframe 0.  The slot coordinates
   derived from a given EUI64 address are computed as follows:



*  slotOffset(MAC) = 1 + hash(EUI64, length(Slotframe_1) ‑ 1)
*  channelOffset(MAC) = hash(EUI64, NUM_CH_OFFSET)



   The second input parameter defines the maximum return value of the
   hash function.  Other optional parameters defined in SAX determine
   the performance of SAX hash function.  Those parameters could be
   broadcasted in EB frame or pre-configured.  For interoperability
   purposes, the values of those parameters can be referred from
   Appendix A.



   AutoTxCell is not permanently installed in the schedule but added/
   deleted on demand when there is a frame to sent.  Throughout the
   network lifetime, nodes maintain the autonomous cells as follows:



*  Add an AutoTxCell to the layer 2 destination address which is
   indicated in a frame when there is no 6P negotiated Tx cell in
   schedule for that frame to transmit.
*  Remove an AutoTxCell when:
   ‑  there is no frame to transmit on that cell, or
   ‑  there is at least one 6P negotiated Tx cell in the schedule for
      the frames to transmit.



   The AutoRxCell MUST always remain scheduled after synchronization.
   6P CLEAR MUST NOT erase any autonomous cells.



   Because of hash collisions, there will be cases that the AutoTxCell
   and AutoRxCell are scheduled at the same slot offset and/or channel
   offset.  In such cases, AutoTxCell always take precedence over
   AutoRxCell.  Notice AutoTxCell is a shared type cell which applies
   backs-off mechanism.  When the AutoTxCell and AutoRxCell are
   collided, AutoTxCell takes precedence if there is a packet to
   transmit.  In case in a backs-off period, AutoRxCell is used.  In
   case of conflicting with a negotiated cell, autonomous cells take
   precedence over negotiated cell, which is stated in [IEEE802154].
   However, when the Slotframe 0, 1 and 2 use the same length value, it
   is possible for negotiated cell to avoid the collision with
   AutoRxCell.  Hence, the same slotframe length for Slotframe 0, 1 and
   2 is RECOMMENDED.





4. Node Behavior at Boot

   This section details the behavior the node SHOULD follow from the
   moment it is switched on, until it has successfully joined the
   network.  Alternative behaviors may be involved, for example, when
   alternative security solutions are used for the network.  Section 4.1
   details the start state; Section 4.8 details the end state.  The
   other sections detail the 6 steps of the joining process.  We use the
   term "pledge" and "joined node", as defined in
   [I-D.ietf-6tisch-minimal-security].




4.1. Start State

   A node implementing MSF SHOULD implement the Constrained Join
   Protocol (CoJP) for 6TiSCH [I-D.ietf-6tisch-minimal-security].  As a
   corollary, this means that a pledge, before being switched on, may be
   pre-configured with the Pre-Shared Key (PSK) for joining, as well as
   any other configuration detailed in
   ([I-D.ietf-6tisch-minimal-security]).  This is not necessary if the
   node implements a security solution not based on PSKs, such as
   ([I-D.ietf-6tisch-dtsecurity-zerotouch-join]).




4.2. Step 1 - Choosing Frequency

   When switched on, the pledge randomly chooses a frequency from the
   channels that the network cycles amongst, and starts listening for
   EBs on that frequency.




4.3. Step 2 - Receiving EBs

   Upon receiving the first EB, the pledge continue listening for
   additional EBs to learn:



1.  the number of neighbors N in its vicinity
2.  which neighbor to choose as a Join Proxy (JP) for the joining
    process



   After having received the first EB, a node MAY keep listening for at
   most MAX_EB_DELAY seconds or until it has received EBs from
   NUM_NEIGHBOURS_TO_WAIT distinct neighbors.  This behavior is defined
   in [RFC8180].



   During this step, the pledge only gets synchronized when it received
   enough EB from the network it wishes to join.  How to decide whether
   an EB originates from a node from the network it wishes to join is
   implementation-specific, but MAY involve filtering EBs by the PAN ID
   field it contains, the presence and contents of the IE defined in
   [I-D.ietf-6tisch-enrollment-enhanced-beacon], or the key used to
   authenticate it.



   The decision of which neighbor to use as a JP is implementation-
   specific, and discussed in [I-D.ietf-6tisch-minimal-security].




4.4. Step 3 - Setting up Autonomous Cells for the Join Process

   After selected a JP, a node generates a Join Request and installs an
   AutoTxCell to the JP.  The Join Request is then sent by the pledge to
   its selected JP over the AutoTxCell.  The AutoTxCell is removed by
   the pledge when the Join Request is sent out.  The JP receives the
   Join Request through its AutoRxCell.  Then it forwards the Join
   Request to the join registrar/coordinator (JRC), possibly over
   multiple hops, over the 6P negotiated Tx cells.  Similarly, the JRC
   sends the Join Response to the JP, possibly over multiple hops, over
   AutoTxCells or the 6P negotiated Tx cells.  When the JP received the
   Join Response from the JRC, it installs an AutoTxCell to the pledge
   and sends that Join Response to the pledge over AutoTxCell.  The
   AutoTxCell is removed by the JP when the Join Response is sent out.
   The pledge receives the Join Response from its AutoRxCell, thereby
   learns the keying material used in the network, as well as other
   configuration settings, and becomes a "joined node".



   When 6LoWPAN Neighbor Discovery ([RFC8505]) (ND) is implemented, the
   unicast packets used by ND are sent on the AutoTxCell.  The specific
   process how the ND works during the Join process is detailed in
   [I-D.ietf-6tisch-architecture].




4.5. Step 4 - Acquiring a RPL Rank

   Per [RFC6550], the joined node receives DIOs, computes its own Rank,
   and selects a routing parent.




4.6. Step 5 - Setting up first Tx negotiated Cells

   Once it has selected a routing parent, the joined node MUST generate
   a 6P ADD Request and install an AutoTxCell to that parent.  The 6P
   ADD Request is sent out through the AutoTxCell, containing the
   following fields:



*  CellOptions: set to TX=1,RX=0,SHARED=0
*  NumCells: set to 1
*  CellList: at least 5 cells, chosen according to Section 8



   The joined node removes the AutoTxCell to the selected parent when
   the 6P Request is sent out.  That parent receives the 6P ADD Request
   from its AutoRxCell.  Then it generates a 6P ADD Response and
   installs an AutoTxCell to the joined node.  When the parent sends out
   the 6P ADD Response, it MUST remove that AutoTxCell.  The joined node
   receives the 6P ADD Response from its AutoRxCell and completes the 6P
   transaction.  In case the 6P ADD transaction failed, the node MUST
   issue another 6P ADD Request and repeat until the Tx cell is
   installed to the parent.




4.7. Step 6 - Send EBs and DIOs

   The node starts sending EBs and DIOs on the minimal cell, while
   following the transmit rules for broadcast frames from Section 2.




4.8. End State

   For a new node, the end state of the joining process is:



*  it is synchronized to the network
*  it is using the link‑layer keying material it learned through the
   secure joining process

*  it has selected one neighbor as its routing parent
*  it has one AutRxCell
*  it has one negotiated Tx cell to the selected parent
*  it starts to send DIOs, potentially serving as a router for other
   nodes' traffic
*  it starts to send EBs, potentially serving as a JP for new pledge




5. Rules for Adding/Deleting Cells

   Once a node has joined the 6TiSCH network, it adds/deletes/relocates
   cells with the selected parent for three reasons:



*  to match the link‑layer resources to the traffic between the node
   and the selected parent (Section 5.1)
*  to handle switching parent or(Section 5.2)
*  to handle a schedule collision (Section 5.3)



   Those cells are called 'negotiated cells' as they are scheduled
   through 6P, negotiated with the node's parent.  Without specific
   declaring, all cells mentioned in this section are negotiated cells
   and they are installed at Slotframe 2.




5.1. Adapting to Traffic

   A node implementing MSF MUST implement the behavior described in this
   section.



   The goal of MSF is to manage the communication schedule in the 6TiSCH
   schedule in a distributed manner.  For a node, this translates into
   monitoring the current usage of the cells it has to one of its
   neighbors, most cases to the selected parent.



*  If the node determines that the number of link‑layer frames it is
   attempting to exchange with the selected parent per unit of time
   is larger than the capacity offered by the TSCH negotiated cells
   it has scheduled with it, the node issues a 6P ADD command to that
   parent to add cells to the TSCH schedule.
*  If the traffic is lower than the capacity, the node issues a 6P
   DELETE command to that parent to delete cells from the TSCH
   schedule.



   The node MUST maintain two separate pairs of the following counters
   for the selected parent, one for the negotiated Tx cells to that
   parent and one for the negotiated Rx cells to that parent.



NumCellsElapsed :  Counts the number of negotiated cells that have
    elapsed since the counter was initialized.  This counter is
    initialized at 0.  When the current cell is declared as a

    negotiated cell to the selected parent, NumCellsElapsed is
    incremented by exactly 1, regardless of whether the cell is used
    to transmit/receive a frame.
NumCellsUsed:  Counts the number of negotiated cells that have been
    used.  This counter is initialized at 0.  NumCellsUsed is
    incremented by exactly 1 when, during a negotiated cell to the
    selected parent, either of the following happens:
    *  The node sends a frame to the parent.  The counter increments
       regardless of whether a link‑layer acknowledgment was received
       or not.
    *  The node receives a valid frame from the parent.  The counter
       increments only when the frame is a valid IEEE802.15.4 frame.



   The cell option of cells listed in CellList in 6P Request frame
   SHOULD be either (Tx=1, Rx=0) only or (Tx=0, Rx=1) only.  Both
   NumCellsElapsed and NumCellsUsed counters can be used to both type of
   negotiated cells.



   As there is no negotiated Rx Cell installed at initial time, the
   AutoRxCell is taken into account as well for downstream traffic
   adaptation.  In this case:



*  NumCellsElapsed is incremented by exactly 1 when the current cell
   is AutoRxCell.
*  NumCellsUsed is incremented by exactly 1 when the node receives a
   frame from the selected parent on AutoRxCell.



   Implementors MAY choose to create the same counters for each
   neighbor, and add them as additional statistics in the neighbor
   table.



   The counters are used as follows:



1.  Both NumCellsElapsed and NumCellsUsed are initialized to 0 when
    the node boots.
2.  When the value of NumCellsElapsed reaches MAX_NUM_CELLS:
    *  If NumCellsUsed > LIM_NUMCELLSUSED_HIGH, trigger 6P to add a
       single cell to the selected parent
    *  If NumCellsUsed < LIM_NUMCELLSUSED_LOW, trigger 6P to remove a
       single cell to the selected parent
    *  Reset both NumCellsElapsed and NumCellsUsed to 0 and go to
       step 2.



   The value of MAX_NUM_CELLS is chosen according to the traffic type of
   the network.  Generally speaking, the larger the value MAX_NUM_CELLS
   is, the more accurate the cell usage is calculated.  The 6P traffic
   overhead using a larger value of MAX_NUM_CELLS could be reduced as
   well.  Meanwhile, the latency won't increase much by using a larger
   value of MAX_NUM_CELLS for periodic traffic type.  For burst traffic
   type, larger value of MAX_NUM_CELLS indeed introduces higher latency.
   The latency caused by slight changes of traffic load can be absolved
   by the additional scheduled cells.  In this sense, MSF is a
   scheduling function trading latency with energy by scheduling more
   cells than needed.  It is recommended to set MAX_NUM_CELLS value at
   least 4x of the maximum number of used cells in a slot frame in
   recent history.  For example, a 2 packets/slotframe traffic load
   results an average 4 cells scheduled (2 cells are used), using at
   least the value of double number of scheduled cells (which is 8) as
   MAX_NUM_CELLS gives a good resolution on cell usage calculation.



   In case that a node booted or disappeared from the network, the cell
   reserved at the selected parent may be kept in the schedule forever.
   A clean-up mechanism MUST be provided to resolve this issue.  The
   clean-up mechanism is implementation-specific.  The goal is to
   confirm those negotiated cells are not used anymore by the associated
   neighbors and remove them from the schedule.




5.2. Switching Parent

   A node implementing MSF SHOULD implement the behavior described in
   this section.



   Part of its normal operation, the RPL routing protocol can have a
   node switch parent.  The procedure for switching from the old parent
   to the new parent is:



1.  the node counts the number of negotiated cells it has per
    slotframe to the old parent
2.  the node triggers one or more 6P ADD commands to schedule the
    same number of negotiated cells with same cell options to the new
    parent
3.  when that successfully completes, the node issues a 6P CLEAR
    command to its old parent



   For what type of negotiated cell should be installed first, it
   depends on which traffic has the higher priority, upstream or
   downstream, which is application-specific and out-of-scope of MSF.




5.3. Handling Schedule Collisions

   A node implementing MSF SHOULD implement the behavior described in
   this section.  Other schedule collisions handling algorithm can be an
   alternative of the algorithm proposed in this section.



   Since scheduling is entirely distributed, there is a non-zero
   probability that two pairs of nearby neighbor nodes schedule a
   negotiated cell at the same [slotOffset,channelOffset] location in
   the TSCH schedule.  In that case, data exchanged by the two pairs may
   collide on that cell.  We call this case a "schedule collision".



   The node MUST maintain the following counters for each negotiated Tx
   cell to the selected parent:



NumTx:  Counts the number of transmission attempts on that cell.
    Each time the node attempts to transmit a frame on that cell,
    NumTx is incremented by exactly 1.
NumTxAck:  Counts the number of successful transmission attempts on
    that cell.  Each time the node receives an acknowledgment for a
    transmission attempt, NumTxAck is incremented by exactly 1.



   Since both NumTx and NumTxAck are initialized to 0, we necessarily
   have NumTxAck <= NumTx.  We call Packet Delivery Ratio (PDR) the
   ratio NumTxAck/NumTx; and represent it as a percentage.  A cell with
   PDR=50% means that half of the frames transmitted are not
   acknowledged.



   Each time the node switches parent (or during the join process when
   the node selects a parent for the first time), both NumTx and
   NumTxAck MUST be reset to 0.  They increment over time, as the
   schedule is executed and the node sends frames to that parent.  When
   NumTx reaches MAX_NUMTX, both NumTx and NumTxAck MUST be divided by
   2.  MAX_NUMTX needs to be a power of two to avoid division error.
   For example, when MAX_NUMTX is set to 256, from NumTx=255 and
   NumTxAck=127, the counters become NumTx=128 and NumTxAck=64 if one
   frame is sent to the parent with an Acknowledgment received.  This
   operation does not change the value of the PDR, but allows the
   counters to keep incrementing.  The value of MAX_NUMTX is
   implementation-specific.



   The key for detecting a schedule collision is that, if a node has
   several cells to the selected parent, all cells should exhibit the
   same PDR.  A cell which exhibits a PDR significantly lower than the
   others indicates than there are collisions on that cell.



   Every HOUSEKEEPINGCOLLISION_PERIOD, the node executes the following
   steps:



1.  It computes, for each negotiated Tx cell with the parent (not for
    the autonomous cell), that cell's PDR.
2.  Any cell that hasn't yet had NumTx divided by 2 since it was last
    reset is skipped in steps 3 and 4.  This avoids triggering cell
    relocation when the values of NumTx and NumTxAck are not
    statistically significant yet.
3.  It identifies the cell with the highest PDR.



   4.  For any other cell, it compares its PDR against that of the cell
       with the highest PDR.  If the subtraction difference between the
       PDR of the cell and the highest PDR is larger than
       RELOCATE_PDRTHRES, it triggers the relocation of that cell using
       a 6P RELOCATE command.



   The RELOCATION for negotiated Rx cells is not supported by MSF.




6. 6P SIGNAL command

   The 6P SIGNAL command is not used by MSF.




7. Scheduling Function Identifier

   The Scheduling Function Identifier (SFID) of MSF is
   IANA_6TISCH_SFID_MSF.  How the value of IANA_6TISCH_SFID_MSF is
   chosen is described in Section 17.




8. Rules for CellList

   MSF uses 2-step 6P Transactions exclusively.  6P transactions are
   only initiated by a node towards its parent.  As a result, the cells
   to put in the CellList of a 6P ADD command, and in the candidate
   CellList of a RELOCATE command, are chosen by the node initiating the
   6P transaction.  In both cases, the same rules apply:



*  The CellList is RECOMMENDED to have 5 or more cells.
*  Each cell in the CellList MUST have a different slotOffset value.
*  For each cell in the CellList, the node MUST NOT have any
   scheduled cell on the same slotOffset.
*  The slotOffset value of any cell in the CellList MUST NOT be the
   same as the slotOffset of the minimal cell (slotOffset=0).
*  The slotOffset of a cell in the CellList SHOULD be randomly and
   uniformly chosen among all the slotOffset values that satisfy the
   restrictions above.
*  The channelOffset of a cell in the CellList SHOULD be randomly and
   uniformly chosen in [0..numFrequencies], where numFrequencies
   represents the number of frequencies a node can communicate on.



   As a consequence of randomly cell selection, there is a non-zero
   chance that nodes in the vicinity installed cells with same
   slotOffset and channelOffset.  An implementer MAY implement a
   strategy to monitor the candidate cells before adding them in
   CellList to avoid collision.  For example, a node MAY maintain a
   candidate cell pool for the CellList.  The candidate cells in the
   pool are pre-configured as Rx cells to promiscuously listen to detect
   transmissions on those cells.  If IEEE802.15.4 transmissions are
   observed on one cell over multiple iterations of the schedule, that
   cell is probably used by a TSCH neighbor.  It is moved out from the
   pool and a new cell is selected as a candidate cell.  The cells in
   CellList are picked from the candidate pool directly when required.




9. 6P Timeout Value

   The timeout value is calculated for the worst case that a 6P response
   is received, which means the 6P response is sent out successfully at
   the very latest retransmission.  And for each retransmission, it
   backs-off with largest value.  Hence the 6P timeout value is
   calculated as ((2^MAXBE)-1)*MAXRETRIES*SLOTFRAME_LENGTH, where:



*  MAXBE, defined in IEEE802.15.4, is the maximum backoff exponent
   used
*  MAXRETRIES, define din IEEE802.15.4, is the maximum retransmission
   times
*  SLOTFRAME_LENGTH represents the length of slotframe




10. Rule for Ordering Cells

   Cells are ordered slotOffset first, channelOffset second.



   The following sequence is correctly ordered (each element represents
   the [slottOffset,channelOffset] of a cell in the schedule):



   [1,3],[1,4],[2,0],[5,3],[6,0],[6,3],[7,9]




11. Meaning of the Metadata Field

   The Metadata field is not used by MSF.




12. 6P Error Handling

   Section 6.2.4 of [RFC8480] lists the 6P Return Codes.  Figure 1 lists
   the same error codes, and the behavior a node implementing MSF SHOULD
   follow.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Code            | RECOMMENDED behavior |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| RC_SUCCESS      | nothing              |
| RC_EOL          | nothing              |
| RC_ERR          | quarantine           |
| RC_RESET        | quarantine           |
| RC_ERR_VERSION  | quarantine           |
| RC_ERR_SFID     | quarantine           |
| RC_ERR_SEQNUM   | clear                |
| RC_ERR_CELLLIST | clear                |
| RC_ERR_BUSY     | waitretry            |
| RC_ERR_LOCKED   | waitretry            |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



           Figure 1: Recommended behavior for each 6P Error Code.



   The meaning of each behavior from Figure 1 is:



nothing:  Indicates that this Return Code is not an error.  No error
    handling behavior is triggered.
clear:  Abort the 6P Transaction.  Issue a 6P CLEAR command to that
    neighbor (this command may fail at the link layer).  Remove all
    cells scheduled with that neighbor from the local schedule.
quarantine:  Same behavior as for "clear".  In addition, remove the
    node from the neighbor and routing tables.  Place the node's
    identifier in a quarantine list for QUARANTINE_DURATION.  When in
    quarantine, drop all frames received from that node.
waitretry:  Abort the 6P Transaction.  Wait for a duration randomly
    and uniformly chosen in [WAIT_DURATION_MIN,WAIT_DURATION_MAX].
    Retry the same transaction.




13. Schedule Inconsistency Handling

   The behavior when schedule inconsistency is detected is explained in
   Figure 1, for 6P Return Code RC_ERR_SEQNUM.




14. MSF Constants

   Figure 2 lists MSF Constants and their RECOMMENDED values.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Name                         | RECOMMENDED value |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| SLOTFRAME_LENGTH             |      101 slots    |
| NUM_CH_OFFSET                |       16          |
| MAX_NUM_CELLS                |      100          |
| LIM_NUMCELLSUSED_HIGH        |       75          |
| LIM_NUMCELLSUSED_LOW         |       25          |
| MAX_NUMTX                    |      256          |
| HOUSEKEEPINGCOLLISION_PERIOD |        1 min      |
| RELOCATE_PDRTHRES            |       50 %        |
| QUARANTINE_DURATION          |        5 min      |
| WAIT_DURATION_MIN            |       30 s        |
| WAIT_DURATION_MAX            |       60 s        |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



           Figure 2: MSF Constants and their RECOMMENDED values.




15. MSF Statistics

   Figure 3 lists MSF Statistics and their RECOMMENDED width.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Name            | RECOMMENDED width |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| NumCellsElapsed |      1 byte       |
| NumCellsUsed    |      1 byte       |
| NumTx           |      1 byte       |
| NumTxAck        |      1 byte       |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



           Figure 3: MSF Statistics and their RECOMMENDED width.




16. Security Considerations

   MSF defines a series of "rules" for the node to follow.  It triggers
   several actions, that are carried out by the protocols defined in the
   following specifications: the Minimal IPv6 over the TSCH Mode of IEEE
   802.15.4e (6TiSCH) Configuration [RFC8180], the 6TiSCH Operation
   Sublayer Protocol (6P) [RFC8480], and the Constrained Join Protocol
   (CoJP) for 6TiSCH [I-D.ietf-6tisch-minimal-security].  The security
   considrations of the specifications continue to apply in the MSF
   scope.  In particular, MSF does not define a new protocol or packet
   format.



   MSF uses autonomous cells for initial bootstrap and the transport of
   join traffic.  Autonomous cells are computed as a hash of nodes'
   EUI64 addresses.  This makes the coordinates of autonomous cell an
   easy target for an attacker, as EUI64 addresses are visible on the
   wire and are not encrypted by the link-layer security mechanism.
   With the coordinates of autonomous cells available, the attacker can
   launch a selective jamming attack against any nodes' AutoRxCell.  If
   the attacker targets a node acting as a JP, it can prevent pledges
   from using that JP to join the network.  The pledge detects such a
   situation through the absence of a link-layer acknowledgment for its
   Join Request.  As it is expected that each pledge will have more than
   one JP available to join the network, one available countermeasure
   for the pledge is to pseudo-randomly select a new JP when the link to
   the previous JP appears bad.  Such strategy alleviates the issue of
   the attacker randomly jamming to disturb the network but does not
   help in case the attacker is targeting a particular pledge.  In that
   case, the attacker can jam the AutoRxCell of the pledge, in order to
   prevent it from receiving the join response.  This situation should
   be detected through the absence of a particular node from the network
   and handled by the network administrator through out-of-band means.



   MSF adapts to traffic containing packets from the IP layer.  It is
   possible that the IP packet has a non-zero DSCP (Diffserv Code Point
   [RFC2474]) value in its IPv6 header.  The decision how to hand that
   packet belongs to the upper layer and is out of scope of MSF.  As
   long as the decision is made to hand over to MAC layer to transmit,
   MSF will take that packet into account when adapting to traffic.



   Note that non-zero DSCP value may imply that the traffic is
   originated at unauthenticated pledges, referring to
   [I-D.ietf-6tisch-minimal-security].  The implementation at IPv6 layer
   SHOULD rate-limit this join traffic before it is passed to 6top
   sublayer where MSF can observe it.  In case there is no rate limit
   for join traffic, intermediate nodes in the 6TiSCH network may be
   prone to a resource exhaustion attack, with the attacker injecting
   unauthenticated traffic from the network edge.  The assumption is
   that the rate limiting function is aware of the available bandwidth
   in the 6top L3 bundle(s) towards a next hop, not directly from MSF,
   but from an interaction with the 6top sublayer that manages
   ultimately the bundles under MSF's guidance.  How this rate-limit is
   implemented is out of scope of MSF.




17. IANA Considerations


17.1. MSF Scheduling Function Identifiers

   This document adds the following number to the "6P Scheduling
   Function Identifiers" sub-registry, part of the "IPv6 over the TSCH
   mode of IEEE 802.15.4e (6TiSCH) parameters" registry, as defined by
   [RFC8480]:



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  SFID                | Name                        | Reference   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+
| IANA_6TISCH_SFID_MSF | Minimal Scheduling Function | RFC_THIS    |
|                      | (MSF)                       |             |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑+



   Figure 4: New SFID in 6P Scheduling Function Identifiers subregistry.



   IANA_6TISCH_SFID_MSF is chosen from range 0-127, which is used for
   IETF Review or IESG Approval.
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Appendix A. Example of Implementation of SAX hash function

   Considering the interoperability, this section provides an example of
   implemention SAX hash function [SAX-DASFAA].  The input parameters of
   the function are:



*  T, which is the hashing table length
*  c, which is the characters of string s, to be hashed



   In MSF, the T is replaced by the length of slotframe 1.  String s is
   replaced by the mote EUI64 address.  The characters of the string c0,
   c1, ..., c7 are the 8 bytes of EUI64 address.



   The SAX hash function requires shift operation which is defined as
   follow:



*  L_shift(v,b), which refers to left shift variable v by b bits
*  R_shift(v,b), which refers to right shift variable v by b bits



   The steps to calculate the hash value of SAX hash function are:



1.  initialize variable h to h0 and variable i to 0, where h is the
    intermediate hash value and i is the index of the bytes of EUI64
    address
2.  sum the value of L_shift(h,l_bit), R_shift(h,r_bit) and ci
3.  calculate the result of exclusive or between the sum value in
    Step 2 and h
4.  modulo the result of Step 3 by T
5.  assign the result of Step 4 to h
6.  increase i by 1
7.  repeat Step2 to Step 6 until i reaches to 8



   The value of variable h is the hash value of SAX hash function.



   The values of h0, l_bit and r_bit in Step 1 and 2 are configured as:



*  h0 = 0
*  l_bit = 0
*  r_bit = 1



   The appropriate values of l_bit and r_bit could vary depending on the
   the set of motes' EUI64 address.  How to find those values is out of
   the scope of this specification.
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Abstract

   Operational experience with DHCPv6 prefix delegation (PD) has shown
   that when the DHCPv6 relay function is not co-located with the DHCPv6
   server function, issues such as timer synchronization between the
   DHCP functional elements, rejection of client's messages by the
   relay, and other problems have been observed.  These problems can
   result in prefix delegation failing or traffic to/from clients
   addressed from the delegated prefix not being routed.  Although
   RFC8415 mentions this deployment scenario, it does not provide
   necessary detail on how the relay element should behave when used
   with PD.



   This document describes functional requirements for a DHCPv6 PD relay
   when used for relaying prefixes delegated by a separate DHCPv6
   server.
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   This Internet-Draft is submitted in full conformance with the
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1. Introduction

   For Internet service providers that offer native IPv6 access with
   prefix delegation to their customers, a common deployment
   architecture is to have a DHCPv6 relay agent function located in the
   ISP's Layer-3 customer edge device and separate, centralized DHCPv6
   server infrastructure.  [RFC8415] describes the functionality of a
   DHCPv6 relay and Section 19.1.3 mentions the deployment scenario, but
   does not provide detail for all of the functional requirements that
   the relay needs to fulfill to operate deterministically in this
   deployment scenario.



   A DHCPv6 relay agent for prefix delegation is a function commonly
   implemented in routing devices, but implementations vary in their
   functionality and client/server inter-working.  This can result in
   operational problems such as messages not being forwarded by the
   relay or unreachability of the delegated prefixes.  This document
   provides a set of requirements for devices implementing a relay
   function for use with prefix delegation.



   The mechanisms for a relay to inject routes (including aggregated
   ones), on its network-facing interface based on prefixes learnt from
   a server via DHCP-PD are out of scope of the document.



   Multi-hop relaying is also not considered as the functionality is
   solely required by a DHCP relay agent that is co-located with the
   first-hop router that the DHCPv6 client requesting the prefix is
   connected to.



   The behavior for handling unknown messages defined in Section 19. of
   [RFC8415] is also applicable for relay deployments.




2. Terminology


2.1. General

   This document uses the terminology defined in [RFC8415], however when
   defining the functional elements for prefix delegation [RFC8415],
   Section 4.2 defines the term 'delegating router' as:



      "The router that acts as a DHCP server and responds to requests
      for delegated prefixes."



   This document is concerned with deployment scenarios in which the
   DHCPv6 relay and DHCPv6 server functions are separated, so the term
   'delegating router' is not used.  Instead, a new term is introduced
   to describe the relaying function:



   Delegating relay A delegating relay acts as an intermediate device,

                    forwarding DHCPv6 messages containing IA_PD/IAPREFIX
                    options between the client and server.  The
                    delegating relay does not implement a DHCPv6 server
                    function.  The delegating relay is also responsible
                    for routing traffic for the delegated prefixes.



   Where the term 'relay' is used on its own within this document, it
   should be understood to be a delegating relay, unless specifically
   stated otherwise.



   In CableLabs DOCSIS environments, the Cable Modem Termination System
   (CMTS) would be considered a delegating relay with respect to
   Customer Premises Devices (CPEs).  A Broadband Network Gateway (BNG)
   in a DSL based access network may be a delegating relay if it does
   not implement a local DHCPv6 server function.



   [RFC8415] defines the 'DHCP server', (or 'server') as:



      "A node that responds to requests from clients.  It may or may not
      be on the same link as the client(s).  Depending on its
      capabilities, if it supports prefix delegation it may also feature
      the functionality of a delegating router."



   This document serves the deployment cases where a DHCPv6 server is
   not located on the same link as the client (necessitating the
   delegating relay).  The server supports prefix delegation and is
   capable of leasing prefixes to clients, but is not responsible for
   other functions required of a delegating router, such as managing
   routes for the delegated prefixes.



   The term 'requesting router' has previously been used to describe the
   DHCP client requesting prefixes for use.  This document adopts the
   [RFC8415] terminology and uses 'DHCP client' or 'client'
   interchangeably for this element.




2.2. Topology

   The following diagram shows the deployment topology relevant to this
   document.
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                                 Figure 1



   The client request prefixes via the client facing interface of the
   delegating relay.  The resulting prefixes will be used for addressing
   the client network.  The delegating relay is responsible for
   forwarding DHCP messages, including prefix delegation requests and
   responses between the client and server.  Messages are forwarded from
   the delegating relay to the server using multicast or unicast via the
   operator network facing interface.



   The delegating relay provides the operator's Layer-3 edge towards the
   client and is responsible for routing traffic to and from clients
   connected to the client network using addresses from the delegated
   prefixes.




2.3. Requirements Language

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.  This document uses these keywords not
   strictly for the purpose of interoperability, but rather for the
   purpose of establishing industry-common baseline functionality.  As
   such, the document points to several other specifications (preferably
   in RFC or stable form) to provide additional guidance to implementers
   regarding any protocol implementation required to produce a DHCP
   relaying router that functions successfully with prefix delegation.




3. Problems Observed with Existing Delegating Relay Implementations

   The following sections of the document describe problems that have
   been observed with delegating relay implementations in commercially
   available devices.




3.1. DHCP Messages not being Forwarded by the Delegating Relay

   Delegating relay implementations have been observed not to forward
   messages between the client and server.  This generally occurs if a
   client sends a message which is unexpected by the delegating relay.
   For example, the delegating router already has an active PD lease
   entry for an existing client on a port.  A new client is connected to
   this port and sends a Solicit message.  The delegating relay then
   drops the Solicit messages until it receives either a DHCP Release
   message from the original client, or the existing lease times out.
   This causes a particular problem when a client device needs to be
   replaced due to a failure.



   In addition to dropping messages, in some cases the delegating relay
   will generate error messages and send them to the client, e.g.
   'NoBinding' messages being sent in the event that the delegating
   relay does not have an active delegated prefix lease.




3.2. Delegating Relay Loss of State on Reboot

   For proper routing of client traffic, the delegating relay requires a
   corresponding routing table entry for each active prefix delegated to
   a connected client.  A delegating router which does not store this
   state persistently across reboots will not be able to forward traffic
   to client's delegated leases until the state is re-established
   through new DHCP messages.




3.3. Multiple Delegated Prefixes for a Single Client

   [RFC8415] allows for a client to include more than one instance of
   OPTION_IA_PD in messages in order to request multiple prefix
   delegations by the server.  If configured for this, the server
   supplies one (or more) instance of OPTION_IAPREFIX for each received
   instance of OPTION_IA_PD, each containing information for a different
   delegated prefix.



   In some delegating relay implementations, only a single delegated
   prefix per-DUID is supported.  In those cases only one IPv6 route for
   one of the delegated prefixes is installed; meaning that other
   prefixes delegated to a client are unreachable.



3.4.  Dropping Messages from Devices with Duplicate MAC addresses and
      DUIDs



   It is an unfortunate operational reality that client devices with
   duplicate MAC addresses and/or DUIDs exist and have been deployed.
   In this situation, the operational costs of locating and swapping out
   such devices are prohibitive.



   Delegating relays have been observed to restrict forwarding client
   messages originating from one client DUID to a single interface.  In
   this case if the same client DUID appears from a second client on
   another interface while there is already an active lease, messages
   originating from the second client are dropped causing the second
   client to be unable to obtain a prefix delegation.



   It should be noted that in some access networks, the MAC address and/
   or DUID are used as part of device identification and authentication.
   In such networks, enforcing MAC address/DUID uniqueness is a
   necessary function and not considered a problem.




4. Requirements for Delegating Relays

   To resolve the problems described in Section 3 the following section
   of the document describes a set of functional requirements for the
   delegating relay.




4.1. General Requirements

G‑1:    The delegating router MUST forward messages bidirectionally
        between the client and server without changing the contents
        of the message.

G‑2:    As described in Section 16 of [RFC8415], in the event that a
        received message contains a DHCPv6 option which the relay
        does not implement, the message MUST be forwarded.

G‑3:    The relay MUST allow for multiple prefixes to be delegated
        for the same client IA_PD.  These delegations may have
        different lifetimes.

G‑4:    The relay MUST allow for multiple prefixes (with or without
        separate IA_PDs) to be delegated to a single client connected
        to a single interface, identified by its DHCPv6 Client
        Identifier (DUID).

G‑5:    If a device has multiple interfaces that implement a
        delegating relay function, the device SHOULD allow the same
        client identifier (DUID) to have active delegated prefix
        leases on more than one interface simultaneously, unless
        client DUID uniqueness is necessary for the functioning or
        security of the network.  This is to allow client devices
        with duplicate DUIDs to function on separate broadcast
        domains.

G‑6:    The maximum number of simultaneous prefixes delegated to a
        single client MUST be configurable.

G‑7:    The relay MUST implement a mechanism to limit the maximum
        number of active prefix delegations on a single port for all
        client identifiers and IA_PDs.  This value MUST be
        configurable.

G‑8:    It is RECOMMENDED that delegating relays support at least 8
        active delegated leases per client device and use this as the
        default limit.

G‑9:    The delegating relay MUST update the lease lifetimes based on
        the Client Reply messages it forwards to the client and only
        expire the delegated prefixes when the valid lifetime has
        elapsed.

G‑10:   On receipt of a Release message from the client, the
        delegating relay MUST expire the active leases for each of
        the IA_PDs in the message.




4.2. Routing Requirements

R‑1:    The relay MUST maintain a local routing table that is
        dynamically updated with prefixes and the associated next‑
        hops as they are delegated to clients.  When a delegated
        prefix is Released or expires, the associated route MUST be
        removed from the relay's routing table.

R‑2:    The relay MUST provide a mechanism to dynamically update
        access control lists permitting ingress traffic sourced from
        client delegated prefixes.  This is to implement anti‑
        spoofing as described in [BCP38].

R‑3:    The relay MAY provide a mechanism to dynamically advertise
        delegated prefixes into an routing protocol as they are
        learnt.  When a delegated prefix is released or expires, the
        delegated route MUST be withdrawn from the routing protocol.
        The mechanism by which the routes are inserted and deleted is
        out of the scope of this document.

R‑4:    If the relay has an existing route for a delegated prefix via
        an interface, and receives ingress traffic on this interface
        with a destination address from the delegated prefix (not
        configured on the relay), then it MUST be dropped.




4.3. Service Continuity Requirements

S‑1:    In the event that the relay is restarted, active client
        prefix delegations will be lost.  This may result in clients
        becoming unreachable.  In order to mitigate this problem, it
        is RECOMMENDED that the relay implements either of the
        following:



           *  The relay MAY implement DHCPv6 bulk lease query as defined
              in [RFC5460].



           *  The relay SHOULD store active prefix delegations in
              persistent storage so they can be re-read after the
              reboot.



S‑2:    If a client's next‑hop link‑local address becomes unreachable
        (e.g., due to a link‑down event on the relevant physical
        interface), routes for the client's delegated prefixes MUST
        be retained by the delegating relay unless they are released
        or removed due to expiring DHCP timers.  This is to re‑
        establish routing for the delegated prefix if the client
        next‑hop becomes reachable without the delegated prefixes
        needing to be re‑learnt.

S‑3:    The relay MAY implement DHCPv6 active lease query as defined
        in [RFC7653] to keep the local lease database in sync with
        the DHCPv6 server.




4.4. Operational Requirements

O‑1:    The relay SHOULD implement an interface allowing the operator
        to view the active delegated prefixes.  This SHOULD provide
        information about the delegated lease and client details such
        as client identifier, next‑hop address, connected interface,
        and remaining lifetimes.

O‑2:    The relay SHOULD provide a method for the operator to clear
        active bindings for an individual lease, client or all
        bindings on a port.

O‑3:    To facilitate troubleshooting of operational problems between
        the delegating relay and other elements, it is RECOMMENDED
        that a time synchronization protocol is used by the
        delegating routers and DHCP servers.
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7. Security Considerations

   If the delegating relay implements [BCP38] filtering, then the
   filtering rules will need to be dynamically updated as delegated
   prefixes are leased.



   [RFC8213] describes a method for securing traffic between the relay
   agent and server by sending DHCP messages over an IPSec tunnel.  In
   this case the IPSec tunnel is functionally the server-facing
   interface and DHCPv6 message snooping can be carried out as
   described.  It is RECOMMENDED that this is implemented by the
   delegating relay.
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Abstract

   This document describes several YANG data modules for the
   configuration and management of DHCPv6 servers, relays, and clients.



Requirements Language



   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.




Status of This Memo

   This Internet-Draft is submitted in full conformance with the
   provisions of BCP 78 and BCP 79.



   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF).  Note that other groups may also distribute
   working documents as Internet-Drafts.  The list of current Internet-
   Drafts is at https://datatracker.ietf.org/drafts/current/.



   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
   time.  It is inappropriate to use Internet-Drafts as reference
   material or to cite them other than as "work in progress."



   This Internet-Draft will expire on 19 December 2020.
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   license-info) in effect on the date of publication of this document.
   Please review these documents carefully, as they describe your rights
   and restrictions with respect to this document.  Code Components
   extracted from this document must include Simplified BSD License text
   as described in Section 4.e of the Trust Legal Provisions and are
   provided without warranty as described in the Simplified BSD License.
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1. Introduction

   DHCPv6 [RFC8415] is widely used for supplying configuration and other
   relevant parameters to clients in IPv6 networks.  This document
   defines DHCPv6 YANG modules for the configuration and management of
   DHCPv6 servers, relays and clients.  Separate 'element' modules for
   each of these.



   Additionally, a 'common' module contains typedefs and groupings used
   by the element modules.  A further module contains an initial set of
   DHCPv6 option definitions.



   It is worth noting that as DHCPv6 is itself a client configuration
   protocol, it is not the intention of this document to describe a
   replacement for the allocation of DHCPv6 assigned addressing and
   parameters by using NETCONF/YANG.  The DHCPv6 client module is
   intended for the configuration and monitoring of the DHCPv6 client
   function and does not play a part in the normal DHCPv6 message flow.




1.1. Scope

   [RFC8415] describes the current version of the DHCPv6 base protocol
   specification.  A large number of additional specifications have also
   been published, extending DHCPv6 element functionality and adding new
   options.  The YANG modules contained in this document do not attempt
   to capture all of these extensions and additions, rather to model the
   DHCPv6 functions and options covered in [RFC8415].  A focus has also
   been given on the extensibility of the modules so that it is easy to
   augment in additional functionality as required by a particular
   implementation or deployment scenario.




1.2. Extensibility of the DHCPv6 Server YANG Module

   The modules in this document only attempt to model DHCPv6 specific
   behavior and do not cover the configuration and management of
   functionality relevant for specific server implementations.  The
   level of variance between implementations is too great to attempt to
   standardize in a way that is useful without being restrictive.



   However, it is recognized that implementation specific configuration
   and management is also an essential part of DHCP deployment and
   operations.  To resolve this, Appendix B contains an example YANG
   module for the configuration of implementation specific functions,
   illustrating how this functionality can be augmented into the main
   ietf-dhcpv6-server.yang module.



   In DHCPv6 the concept of 'class selection' for messages received by
   the server is common.  This is the identification and classification
   of messages based on a number of parameters so that the correct
   provisioning information can be supplied.  For example, allocating a
   prefix from the correct pool, or supplying a set of options relevant
   for a specific vendor's client implementation.  During the
   development of this document, research has been carried out into a
   number of vendor's class selection implementations and the findings
   were that while this function is common to all, the method for
   implementing this differs greatly.  Therefore, configuration of the
   class selection function has been omitted from the DHCPv6 server
   module to allow implementors to define their own suitable YANG
   module.  Appendix C provides an example of this, to demonstrate how
   this is can be integrated with the main "ietf-dhcpv6-server.yang"
   module.




1.2.1. DHCPv6 Option Definitions

   A large number of DHCPv6 options have been created in addition to
   those defined in [RFC8415].  As implementations differ widely in
   which DHCPv6 options that they support, the following approach has
   been taken to defining options: Only the relevant set of DHCPv6
   options defined in [RFC8415] are included in this document.  Further
   options definitions can be added by additional YANG modules via
   augmentation into the relevant element modules from this document.
   Appendix A contains an example module showing how the DHCPv6 option
   definitions can be extended in this manner and provides guidance on
   writing YANG modules for DHCPv6 options.




1.3. Terminology

   The reader should be familiar with the YANG data modelling language
   defined in [RFC7950].



   The YANG modules in this document adopt the Network Management
   Datastore Architecture (NMDA) [RFC8342].  The meanings of the symbols
   used in tree diagrams are defined in [RFC8340].



   The reader should be familiar with the terms defined in DHCPv6
   [RFC8415] and other relevant documents.




2. DHCPv6 Tree Diagrams


2.1. DHCPv6 Server Tree Diagram

   The tree diagram in Figure 1 provides an overview of the DHCPv6
   server module.  The tree also includes the augmentations of the
   relevant option definitions from Section 3.4 and the common functions
   module Section 3.5.



module: ietf‑dhcpv6‑server
  +‑‑rw dhcpv6‑node‑type?   identityref
  +‑‑rw dhcpv6‑server
     +‑‑rw server‑duid
     |  +‑‑rw type‑code?                           uint16
     |  +‑‑rw (duid‑type)?
     |  |  +‑‑:(duid‑llt)
     |  |  |  +‑‑rw duid‑llt‑hardware‑type?        uint16
     |  |  |  +‑‑rw duid‑llt‑time?                 yang:timeticks
     |  |  |  +‑‑rw duid‑llt‑link‑layer‑address?
     |  |  |          yang:mac‑address
     |  |  +‑‑:(duid‑en)
     |  |  |  +‑‑rw duid‑en‑enterprise‑number?     uint32
     |  |  |  +‑‑rw duid‑en‑identifier?            string
     |  |  +‑‑:(duid‑ll)
     |  |  |  +‑‑rw duid‑ll‑hardware‑type?         uint16
     |  |  |  +‑‑rw duid‑ll‑link‑layer‑address?
     |  |  |          yang:mac‑address
     |  |  +‑‑:(duid‑uuid)
     |  |  |  +‑‑rw uuid?                          yang:uuid
     |  |  +‑‑:(duid‑unstructured)
     |  |     +‑‑rw data?                          binary
     |  +‑‑ro active‑duid?                         binary
     +‑‑rw vendor‑config
     +‑‑rw option‑sets
     |  +‑‑rw option‑set* [option‑set‑id]
     |     +‑‑rw option‑set‑id
     |     |       uint32
     |     +‑‑rw description?
     |     |       string
     |     +‑‑rw rfc8415:preference‑option
     |     |  +‑‑rw rfc8415:pref‑value?   uint8
     |     +‑‑rw rfc8415:auth‑option
     |     |  +‑‑rw rfc8415:protocol?           uint8
     |     |  +‑‑rw rfc8415:algorithm?          uint8
     |     |  +‑‑rw rfc8415:rdm?                uint8
     |     |  +‑‑rw rfc8415:replay‑detection?   uint64
     |     |  +‑‑rw rfc8415:auth‑information?   string
     |     +‑‑rw rfc8415:server‑unicast‑option
     |     |  +‑‑rw rfc8415:server‑address?   inet:ipv6‑address
     |     +‑‑rw rfc8415:status‑code‑option

     |     |  +‑‑rw rfc8415:status‑code?      uint16
     |     |  +‑‑rw rfc8415:status‑message?   string
     |     +‑‑rw rfc8415:rapid‑commit‑option!
     |     +‑‑rw rfc8415:vendor‑specific‑information‑option
     |     |  +‑‑rw rfc8415:vendor‑specific‑information‑option‑
     |     |          instances* [enterprise‑number]
     |     |          [enterprise‑number]
     |     |     +‑‑rw rfc8415:enterprise‑number     uint32
     |     |     +‑‑rw rfc8415:vendor‑option‑data*
     |     |             [sub‑option‑code]
     |     |        +‑‑rw rfc8415:sub‑option‑code    uint16
     |     |        +‑‑rw rfc8415:sub‑option‑data?   string
     |     +‑‑rw rfc8415:reconfigure‑message‑option
     |     |  +‑‑rw rfc8415:msg‑type?   uint8
     |     +‑‑rw rfc8415:reconfigure‑accept‑option!
     |     +‑‑rw rfc8415:info‑refresh‑time‑option
     |     |  +‑‑rw rfc8415:info‑refresh‑time?
     |     |          dhcpv6‑common:timer‑seconds32
     |     +‑‑rw rfc8415:sol‑max‑rt‑option
     |     |  +‑‑rw rfc8415:sol‑max‑rt‑value?
     |     |          dhcpv6‑common:timer‑seconds32
     |     +‑‑rw rfc8415:inf‑max‑rt‑option
     |        +‑‑rw rfc8415:inf‑max‑rt‑value?
     |                dhcpv6‑common:timer‑seconds32
     +‑‑rw class‑selector
     +‑‑rw network‑ranges
        +‑‑rw option‑set‑id*               leafref
        +‑‑rw valid‑lifetime?
        |       dhcpv6‑common:timer‑seconds32
        +‑‑rw renew‑time?
        |       dhcpv6‑common:timer‑seconds32
        +‑‑rw rebind‑time?
        |       dhcpv6‑common:timer‑seconds32
        +‑‑rw preferred‑lifetime?
        |       dhcpv6‑common:timer‑seconds32
        +‑‑rw rapid‑commit?                boolean
        +‑‑rw network‑range* [network‑range‑id]
        |  +‑‑rw network‑range‑id       uint32
        |  +‑‑rw network‑description    string
        |  +‑‑rw network‑prefix         inet:ipv6‑prefix
        |  +‑‑rw option‑set‑id*         leafref
        |  +‑‑rw valid‑lifetime?
        |  |       dhcpv6‑common:timer‑seconds32
        |  +‑‑rw renew‑time?
        |  |       dhcpv6‑common:timer‑seconds32
        |  +‑‑rw rebind‑time?
        |  |       dhcpv6‑common:timer‑seconds32
        |  +‑‑rw preferred‑lifetime?

        |  |       dhcpv6‑common:timer‑seconds32
        |  +‑‑rw rapid‑commit?          boolean
        |  +‑‑rw address‑pools
        |  |  +‑‑rw address‑pool* [pool‑id]
        |  |     +‑‑rw pool‑id               uint32
        |  |     +‑‑rw pool‑prefix           inet:ipv6‑prefix
        |  |     +‑‑rw start‑address
        |  |     |       inet:ipv6‑address‑no‑zone
        |  |     +‑‑rw end‑address
        |  |     |       inet:ipv6‑address‑no‑zone
        |  |     +‑‑rw max‑address‑count
        |  |     |       dhcpv6‑common:threshold
        |  |     +‑‑rw option‑set‑id*        leafref
        |  |     +‑‑rw valid‑lifetime?
        |  |     |       dhcpv6‑common:timer‑seconds32
        |  |     +‑‑rw renew‑time?
        |  |     |       dhcpv6‑common:timer‑seconds32
        |  |     +‑‑rw rebind‑time?
        |  |     |       dhcpv6‑common:timer‑seconds32
        |  |     +‑‑rw preferred‑lifetime?
        |  |     |       dhcpv6‑common:timer‑seconds32
        |  |     +‑‑rw rapid‑commit?         boolean
        |  |     +‑‑rw host‑reservations
        |  |     |  +‑‑rw host‑reservation* [reserved‑addr]
        |  |     |     +‑‑rw client‑duid?          binary
        |  |     |     +‑‑rw reserved‑addr
        |  |     |     |       inet:ipv6‑address
        |  |     |     +‑‑rw option‑set‑id*        leafref
        |  |     |     +‑‑rw valid‑lifetime?
        |  |     |     |       dhcpv6‑common:timer‑seconds32
        |  |     |     +‑‑rw renew‑time?
        |  |     |     |       dhcpv6‑common:timer‑seconds32
        |  |     |     +‑‑rw rebind‑time?
        |  |     |     |       dhcpv6‑common:timer‑seconds32
        |  |     |     +‑‑rw preferred‑lifetime?
        |  |     |     |       dhcpv6‑common:timer‑seconds32
        |  |     |     +‑‑rw rapid‑commit?         boolean
        |  |     +‑‑ro active‑leases
        |  |        +‑‑ro total‑count        uint64
        |  |        +‑‑ro allocated‑count    uint64
        |  |        +‑‑ro active‑lease* [leased‑address]
        |  |           +‑‑ro leased‑address
        |  |           |       inet:ipv6‑address
        |  |           +‑‑ro client‑duid?          binary
        |  |           +‑‑ro iaid                  uint32
        |  |           +‑‑ro allocation‑time?
        |  |           |       yang:date‑and‑time
        |  |           +‑‑ro last‑renew‑rebind?

        |  |           |       yang:date‑and‑time
        |  |           +‑‑ro preferred‑lifetime?
        |  |           |       dhcpv6‑common:timer‑seconds32
        |  |           +‑‑ro valid‑lifetime?
        |  |           |       dhcpv6‑common:timer‑seconds32
        |  |           +‑‑ro lease‑t1?
        |  |           |       dhcpv6‑common:timer‑seconds32
        |  |           +‑‑ro lease‑t2?
        |  |                   dhcpv6‑common:timer‑seconds32
        |  +‑‑rw prefix‑pools {prefix‑delegation}?
        |     +‑‑rw prefix‑pool* [pool‑id]
        |        +‑‑rw pool‑id                     uint32
        |        +‑‑rw pool‑prefix
        |        |       inet:ipv6‑prefix
        |        +‑‑rw client‑prefix‑length        uint8
        |        +‑‑rw max‑pd‑space‑utilization
        |        |       dhcpv6‑common:threshold
        |        +‑‑rw option‑set‑id*              leafref
        |        +‑‑rw valid‑lifetime?
        |        |       dhcpv6‑common:timer‑seconds32
        |        +‑‑rw renew‑time?
        |        |       dhcpv6‑common:timer‑seconds32
        |        +‑‑rw rebind‑time?
        |        |       dhcpv6‑common:timer‑seconds32
        |        +‑‑rw preferred‑lifetime?
        |        |       dhcpv6‑common:timer‑seconds32
        |        +‑‑rw rapid‑commit?               boolean
        |        +‑‑rw host‑reservations
        |        |  +‑‑rw prefix‑reservation* [reserved‑prefix]
        |        |  |  +‑‑rw client‑duid?           binary
        |        |  |  +‑‑rw reserved‑prefix
        |        |  |  |       inet:ipv6‑prefix
        |        |  |  +‑‑rw reserved‑prefix‑len?   uint8
        |        |  +‑‑rw option‑set‑id*        leafref
        |        |  +‑‑rw valid‑lifetime?
        |        |  |       dhcpv6‑common:timer‑seconds32
        |        |  +‑‑rw renew‑time?
        |        |  |       dhcpv6‑common:timer‑seconds32
        |        |  +‑‑rw rebind‑time?
        |        |  |       dhcpv6‑common:timer‑seconds32
        |        |  +‑‑rw preferred‑lifetime?
        |        |  |       dhcpv6‑common:timer‑seconds32
        |        |  +‑‑rw rapid‑commit?         boolean
        |        +‑‑ro active‑leases
        |           +‑‑ro total‑count        uint64
        |           +‑‑ro allocated‑count    uint64
        |           +‑‑ro active‑lease* [leased‑prefix]
        |              +‑‑ro leased‑prefix

        |              |       inet:ipv6‑prefix
        |              +‑‑ro client‑duid?          binary
        |              +‑‑ro iaid                  uint32
        |              +‑‑ro allocation‑time?
        |              |       yang:date‑and‑time
        |              +‑‑ro last‑renew‑rebind?
        |              |       yang:date‑and‑time
        |              +‑‑ro preferred‑lifetime?
        |              |       dhcpv6‑common:timer‑seconds32
        |              +‑‑ro valid‑lifetime?
        |              |       dhcpv6‑common:timer‑seconds32
        |              +‑‑ro lease‑t1?
        |              |       dhcpv6‑common:timer‑seconds32
        |              +‑‑ro lease‑t2?
        |                      dhcpv6‑common:timer‑seconds32
        +‑‑ro solicit‑count?               uint32
        +‑‑ro advertise‑count?             uint32
        +‑‑ro request‑count?               uint32
        +‑‑ro confirm‑count?               uint32
        +‑‑ro renew‑count?                 uint32
        +‑‑ro rebind‑count?                uint32
        +‑‑ro reply‑count?                 uint32
        +‑‑rw release‑count?               uint32
        +‑‑ro decline‑count?               uint32
        +‑‑ro reconfigure‑count?           uint32
        +‑‑ro information‑request‑count?   uint32

  notifications:
    +‑‑‑n address‑pool‑utilization‑threshold‑exceeded
    |  +‑‑ro pool‑id?                   leafref
    |  +‑‑ro total‑address‑count        uint64
    |  +‑‑ro max‑address‑count          uint64
    |  +‑‑ro allocated‑address‑count    uint64
    +‑‑‑n prefix‑pool‑utilization‑threshold‑exceeded
    |       {prefix‑delegation}?
    |  +‑‑ro pool‑id                     leafref
    |  +‑‑ro max‑pd‑space‑utilization    leafref
    |  +‑‑ro pd‑space‑utilization?       uint64
    +‑‑‑n invalid‑client‑detected
    |  +‑‑ro duid?          binary
    |  +‑‑ro description?   string
    +‑‑‑n decline‑received
    |  +‑‑ro duid?                 binary
    |  +‑‑ro declined‑resources* []
    |     +‑‑ro (resource‑type)?
    |        +‑‑:(declined‑address)
    |        |  +‑‑ro address?   inet:ipv6‑address
    |        +‑‑:(declined‑prefix)

    |           +‑‑ro prefix?    inet:ipv6‑prefix
    +‑‑‑n non‑success‑code‑sent
       +‑‑ro status‑code    uint16
       +‑‑ro duid?          binary



               Figure 1: DHCPv6 Server Data Module Structure



   Descriptions of important nodes:



   *  dhcpv6-node-type: The different functional DHCPv6 elements each
      have their relevant identities.



   *  dhcpv6-server: This container holds the server's DHCPv6 specific
      configuration.



   *  server-duid: Each server must have a DUID (DHCP Unique Identifier)
      to identify itself to clients.  A DUID consists of a two-octet
      type field and an arbitrary length (of no more than 128-bytes)
      content field.  Currently there are four defined types of DUIDs in
      [RFC8415] and [RFC6355]: DUID-LLT, DUID-EN, DUID-LL, and DUID-
      UUID.  DUID-Unknown is used for arbitrary DUID formats which do
      not follow any of these defined types. 'active-duid' is a read-
      only field that the server's current DUID can be retrieved from.
      The DUID definitions are imported from the 'ietf-
      dhcpv6-common.yang' module as they are also used by the 'ietf-
      dhcpv6-client.yang' module.



   *  vendor-config: This container is provided as a location for
      additional implementation specific YANG nodes for the
      configuration of the device to be augmented.  See Appendix B for
      an example module.



   *  option-sets: The server can be configured with multiple option-
      sets.  These are groups of DHCPv6 options with common parameters
      which will be supplied to clients on request.  The 'option-set-id'
      field is used to reference an option-set elsewhere in the server's
      configuration.



   *  option-set: Holds configration parameters for DHCPv6 options.  The
      initial set of definitions are contained in the module 'ietf-
      dhcpv6-options-rfc8415.yang' and are augmented into the server
      module at this point.  Other DHCPv6 options can be augmented here
      as required.



   *  class-selector: This is provided as a location for additional
      implementation specific YANG nodes for vendor specific class
      selector nodes to be augmented.  See Appendix C for an example of
      this.



   *  network-ranges: This module uses a hierarchical model for the
      allocation of addresses and prefixes.  At the top level 'network-
      ranges' holds global configuration parameters.  Under this, a list
      of 'network-ranges' can be defined.  Inside 'network-rages',
      'address-pools' (for IA_NA and IA_TA allocations), and 'prefix-
      pools' (for IA_PD allocation) are defined.  Finally within the
      pools, specific host-reservations are held.



   *  prefix-pools: Defines pools to be used for prefix delegation to
      clients.  As prefix delegation is not supported by all DHCPv6
      server implementations, it is enabled by a feature statement.



   Information about notifications:



   *  address/prefix-pool-utilization-threshold-exceeded: Raised when
      number of leased addresses or prefixes exceeds the configurated
      usage threshold.



   *  invalid-client-detected: Raised when the server detects an invalid
      client.  A description of the error that has generated the
      notification can be included.



   *  decline-received: Raised when a DHCPv6 Decline message is received
      from a client.



   *  non-success-code-sent: Raised when a status message is raised for
      an error.




2.2. DHCPv6 Relay Tree Diagram

   The tree diagram in Figure 2 provides an overview of the DHCPv6 relay
   module.  The tree also includes the augmentations of the relevant
   option definitions from Section 3.4 and the common functions module
   Section 3.5.



module: ietf‑dhcpv6‑relay
  +‑‑rw dhcpv6‑node‑type?   identityref
  +‑‑rw dhcpv6‑relay
     +‑‑rw relay‑if* [if‑name]
     |  +‑‑rw if‑name
     |  |       if:interface‑ref
     |  +‑‑rw destination‑addresses*
     |  |       inet:ipv6‑address
     |  +‑‑rw link‑address?                         binary
     |  +‑‑rw relay‑options
     |  |  +‑‑rw rfc8415:auth‑option
     |  |  |  +‑‑rw rfc8415:protocol?           uint8
     |  |  |  +‑‑rw rfc8415:algorithm?          uint8

     |  |  |  +‑‑rw rfc8415:rdm?                uint8
     |  |  |  +‑‑rw rfc8415:replay‑detection?   uint64
     |  |  |  +‑‑rw rfc8415:auth‑information?   string
     |  |  +‑‑rw rfc8415:status‑code‑option
     |  |  |  +‑‑rw rfc8415:status‑code?      uint16
     |  |  |  +‑‑rw rfc8415:status‑message?   string
     |  |  +‑‑rw rfc8415:interface‑id‑option
     |  |     +‑‑rw rfc8415:interface‑id?   string
     |  +‑‑ro solicit‑received‑count?               uint32
     |  +‑‑ro advertise‑sent‑count?                 uint32
     |  +‑‑ro request‑received‑count?               uint32
     |  +‑‑ro confirm‑received‑count?               uint32
     |  +‑‑ro renew‑received‑count?                 uint32
     |  +‑‑ro rebind‑received‑count?                uint32
     |  +‑‑ro reply‑sent‑count?                     uint32
     |  +‑‑ro release‑received‑count?               uint32
     |  +‑‑ro decline‑received‑count?               uint32
     |  +‑‑ro reconfigure‑sent‑count?               uint32
     |  +‑‑ro information‑request‑received‑count?   uint32
     |  +‑‑ro unknown‑message‑received‑count?       uint32
     |  +‑‑ro unknown‑message‑sent‑count?           uint32
     |  +‑‑ro discarded‑message‑count?              uint32
     |  +‑‑rw prefix‑delegation! {prefix‑delegation}?
     |     +‑‑ro pd‑leases* [ia‑pd‑prefix]
     |        +‑‑ro ia‑pd‑prefix           inet:ipv6‑prefix
     |        +‑‑ro last‑renew?            yang:date‑and‑time
     |        +‑‑ro client‑peer‑address?   inet:ipv6‑address
     |        +‑‑ro client‑duid?           binary
     |        +‑‑ro server‑duid?           binary
     +‑‑ro relay‑forward‑sent‑count?               uint32
     +‑‑ro relay‑forward‑received‑count?           uint32
     +‑‑ro relay‑reply‑received‑count?             uint32
     +‑‑ro relay‑forward‑unknown‑sent‑count?       uint32
     +‑‑ro relay‑forward‑unknown‑received‑count?   uint32
     +‑‑ro discarded‑message‑count?                uint32

  notifications:
    +‑‑‑n relay‑event
       +‑‑ro topology‑change
          +‑‑ro relay‑if‑name?
          |       ‑> /dhcpv6‑relay/relay‑if/if‑name
          +‑‑ro last‑ipv6‑addr?   inet:ipv6‑address



                Figure 2: DHCPv6 Relay Data Module Structure



   Descriptions of important nodes:



   *  dhcpv6-node-type: The different functional DHCPv6 elements each
      have their relevant identities.



   *  dhcpv6-relay: This container holds the relay's DHCPv6 specific
      configuration.



   *  relay-if: As a relay may have multiple client-facing interfaces,
      they are configured in a list.  The if-name leaf is the key and is
      an interface-ref to the applicable interface defined by the 'ietf-
      interfaces' YANG module.



   *  destination-addresses: Defines a list of IPv6 addresses that
      client messages will be relayed to.  May include unicast or
      multicast addresses.



   *  link-address: Configures the value that the relay will put into
      the link-address field of Relay-Forward messages.



   *  prefix-delegation: As prefix delegation is not supported by all
      DHCPv6 relay implementations, it is enabled by this feature
      statement where required.



   *  pd-leases: Contains read-only nodes for holding information about
      active delegated prefix leases.



   *  relay-options: As with the Server module, DHCPv6 options that can
      be sent by the relay are augmented here.



   Information about notifications:



   *  topology-changed: Raised when the topology of the relay agent is
      changed, e.g. a client facing interface is reconfigured.




2.3. DHCPv6 Client Tree Diagram

   The tree diagram in Figure 3 provides an overview of the DHCPv6
   client module.  The tree also includes the augmentations of the
   relevant option definitions from Section 3.4 and the common functions
   module Section 3.5.



module: ietf‑dhcpv6‑client
  +‑‑rw dhcpv6‑node‑type?   identityref
  +‑‑rw dhcpv6‑client
     +‑‑rw client‑if* [if‑name]
        +‑‑rw if‑name
        |       if:interface‑ref
        +‑‑rw type‑code?                           uint16
        +‑‑rw (duid‑type)?

        |  +‑‑:(duid‑llt)
        |  |  +‑‑rw duid‑llt‑hardware‑type?        uint16
        |  |  +‑‑rw duid‑llt‑time?                 yang:timeticks
        |  |  +‑‑rw duid‑llt‑link‑layer‑address?
        |  |          yang:mac‑address
        |  +‑‑:(duid‑en)
        |  |  +‑‑rw duid‑en‑enterprise‑number?     uint32
        |  |  +‑‑rw duid‑en‑identifier?            string
        |  +‑‑:(duid‑ll)
        |  |  +‑‑rw duid‑ll‑hardware‑type?         uint16
        |  |  +‑‑rw duid‑ll‑link‑layer‑address?
        |  |          yang:mac‑address
        |  +‑‑:(duid‑uuid)
        |  |  +‑‑rw uuid?                          yang:uuid
        |  +‑‑:(duid‑unstructured)
        |     +‑‑rw data?                          binary
        +‑‑ro active‑duid?                         binary
        +‑‑rw client‑configured‑options
        |  +‑‑rw rfc8415:option‑request‑option
        |  |  +‑‑rw rfc8415:oro‑option*   uint16
        |  +‑‑rw rfc8415:status‑code‑option
        |  |  +‑‑rw rfc8415:status‑code?      uint16
        |  |  +‑‑rw rfc8415:status‑message?   string
        |  +‑‑rw rfc8415:rapid‑commit‑option!
        |  +‑‑rw rfc8415:user‑class‑option
        |  |  +‑‑rw rfc8415:user‑class‑data*
        |  |          [user‑class‑datum‑id]
        |  |     +‑‑rw rfc8415:user‑class‑datum‑id    uint8
        |  |     +‑‑rw rfc8415:user‑class‑datum?      string
        |  +‑‑rw rfc8415:vendor‑class‑option
        |  |  +‑‑rw rfc8415:vendor‑class‑option‑instances*
        |  |          [enterprise‑number]
        |  |     +‑‑rw rfc8415:enterprise‑number    uint32
        |  |     +‑‑rw rfc8415:vendor‑class*
        |  |             [vendor‑class‑datum‑id]
        |  |        +‑‑rw rfc8415:vendor‑class‑datum‑id    uint8
        |  |        +‑‑rw rfc8415:vendor‑class‑datum?      string
        |  +‑‑rw rfc8415:vendor‑specific‑information‑option
        |  |  +‑‑rw rfc8415:vendor‑specific‑information‑option‑
        |  |          instances*              [enterprise‑number]
        |  |          [enterprise‑number]
        |  |     +‑‑rw rfc8415:enterprise‑number     uint32
        |  |     +‑‑rw rfc8415:vendor‑option‑data*
        |  |             [sub‑option‑code]
        |  |        +‑‑rw rfc8415:sub‑option‑code    uint16
        |  |        +‑‑rw rfc8415:sub‑option‑data?   string
        |  +‑‑rw rfc8415:reconfigure‑accept‑option!
        +‑‑rw ia‑na* [iaid]

        |  +‑‑rw iaid             uint32
        |  +‑‑rw ia‑na‑options
        |  +‑‑ro lease‑state
        |     +‑‑ro ia‑na‑address?        inet:ipv6‑address
        |     +‑‑ro preferred‑lifetime?
        |     |       dhcpv6‑common:timer‑seconds32
        |     +‑‑ro valid‑lifetime?
        |     |       dhcpv6‑common:timer‑seconds32
        |     +‑‑ro lease‑t1?
        |     |       dhcpv6‑common:timer‑seconds32
        |     +‑‑ro lease‑t2?
        |     |       dhcpv6‑common:timer‑seconds32
        |     +‑‑ro allocation‑time?      yang:date‑and‑time
        |     +‑‑ro last‑renew‑rebind?    yang:date‑and‑time
        |     +‑‑ro server‑duid?          binary
        +‑‑rw ia‑ta* [iaid]
        |  +‑‑rw iaid             uint32
        |  +‑‑rw ia‑ta‑options
        |  +‑‑ro lease‑state
        |     +‑‑ro ia‑ta‑address?        inet:ipv6‑address
        |     +‑‑ro preferred‑lifetime?
        |     |       dhcpv6‑common:timer‑seconds32
        |     +‑‑ro valid‑lifetime?
        |     |       dhcpv6‑common:timer‑seconds32
        |     +‑‑ro allocation‑time?      yang:date‑and‑time
        |     +‑‑ro last‑renew‑rebind?    yang:date‑and‑time
        |     +‑‑ro server‑duid?          binary
        +‑‑rw ia‑pd* [iaid]
        |  +‑‑rw iaid             uint32
        |  +‑‑rw ia‑pd‑options
        |  +‑‑ro lease‑state
        |     +‑‑ro ia‑pd‑prefix?         inet:ipv6‑prefix
        |     +‑‑ro preferred‑lifetime?
        |     |       dhcpv6‑common:timer‑seconds32
        |     +‑‑ro valid‑lifetime?
        |     |       dhcpv6‑common:timer‑seconds32
        |     +‑‑ro lease‑t1?
        |     |       dhcpv6‑common:timer‑seconds32
        |     +‑‑ro lease‑t2?
        |     |       dhcpv6‑common:timer‑seconds32
        |     +‑‑ro allocation‑time?      yang:date‑and‑time
        |     +‑‑ro last‑renew‑rebind?    yang:date‑and‑time
        |     +‑‑ro server‑duid?          binary
        +‑‑ro solicit‑count?                       uint32
        +‑‑ro advertise‑count?                     uint32
        +‑‑ro request‑count?                       uint32
        +‑‑ro confirm‑count?                       uint32
        +‑‑ro renew‑count?                         uint32

        +‑‑ro rebind‑count?                        uint32
        +‑‑ro reply‑count?                         uint32
        +‑‑rw release‑count?                       uint32
        +‑‑ro decline‑count?                       uint32
        +‑‑ro reconfigure‑count?                   uint32
        +‑‑ro information‑request‑count?           uint32

  notifications:
    +‑‑‑n invalid‑ia‑detected
    |  +‑‑ro iaid           uint32
    |  +‑‑ro description?   string
    +‑‑‑n retransmission‑failed
    |  +‑‑ro failure‑type    enumeration
    +‑‑‑n unsuccessful‑status‑code
    |  +‑‑ro status‑code    uint16
    |  +‑‑ro server‑duid    binary
    +‑‑‑n server‑duid‑changed
       +‑‑ro new‑server‑duid         binary
       +‑‑ro previous‑server‑duid    binary
       +‑‑ro lease‑ia‑na?
       |       ‑> /dhcpv6‑client/client‑if/ia‑na/iaid
       +‑‑ro lease‑ia‑ta?
       |       ‑> /dhcpv6‑client/client‑if/ia‑ta/iaid
       +‑‑ro lease‑ia‑pd?
               ‑> /dhcpv6‑client/client‑if/ia‑pd/iaid



               Figure 3: DHCPv6 Client Data Module Structure



   Descriptions of important nodes:



   *  dhcpv6-node-type: The different functional DHCPv6 elements each
      have their relevant identities.



   *  dhcpv6-client: This container holds the client's DHCPv6 specific
      configuration.



   *  client-if: As a client may have multiple interfaces requesting
      configuration over DHCP, they are configured in a list.  The if-
      name leaf is the key and is an interface-ref to the applicable
      interface defined by the 'ietf-interfaces' YANG module.



   *  client-duid: Each DHCP client must have a DUID (DHCP Unique
      Identifier) to identify itself to clients.  A DUID consists of a
      two-octet type field and an arbitrary length (of no more than
      128-bytes) content field.  Currently there are four defined types
      of DUIDs in [RFC8415]: DUID-LLT, DUID-EN, DUID-LL, and DUID-UUID.
      DUID-Unknown is used for arbitrary DUID formats which do not
      follow any of these defined types. 'active-duid' is a read-only



      field that the client's current DUID can be retrieved from.  The
      DUID definitions are imported from the 'ietf-dhcpv6-common.yang'
      module.  DUID is configured under the 'client-if' to allow a
      client to have different DUIDs for each interface if required.



   *  ia-na, ia-ta, ia-pd: Contains configuration nodes relevant for
      requesting one or more of each of the lease types.  Also contains
      read only nodes related to active leases.



   Information about notifications:



   *  invalid-ia-detected: Raised when the identity association of the
      client can be proved to be invalid.  Possible condition includes
      duplicated address, illegal address, etc.



   *  retransmission-failed: Raised when the retransmission mechanism
      defined in [RFC8415] is failed.




3. DHCPv6 YANG Modules


3.1. DHCPv6 Server YANG Module

   This module imports typedefs from [RFC6991], [RFC8343].



   <CODE BEGINS> file ietf-dhcpv6-server.yang



module ietf‑dhcpv6‑server {
  yang‑version 1.1;
  namespace "urn:ietf:params:xml:ns:yang:ietf‑dhcpv6‑server";
  prefix "dhcpv6‑server";

  import ietf‑inet‑types {
    prefix inet;
  }

  import ietf‑yang‑types {
    prefix yang;
  }

  import ietf‑dhcpv6‑common {
    prefix dhcpv6‑common;
  }

  organization "DHC WG";
  contact
    "cuiyong@tsinghua.edu.cn
    lh.sunlinh@gmail.com
    ian.farrer@telekom.de

    sladjana.zechlin@telekom.de
    hezihao9512@gmail.com
    godfryd@isc.org";



     description "This YANG module defines components for the

       configuration and management of DHCPv6 servers.



       Copyright (c) 2018 IETF Trust and the persons identified as
       authors of the code.  All rights reserved.



  Redistribution and use in source and binary forms, with or
  without modification, is permitted pursuant to, and subject
  to the license terms contained in, the Simplified BSD License
  set forth in Section 4.c of the IETF Trust's Legal Provisions
  Relating to IETF Documents
  (http://trustee.ietf.org/license‑info).

  This version of this YANG module is part of RFC 8513; see
  the RFC itself for full legal notices.";

revision 2020‑05‑26 {
  description "Version update for draft ‑11 publication and
    to align revisions across the different modules.";
  reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang‑11";
}

revision 2019‑12‑02 {
  description "Major reworking of the module.";
  reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang‑10";
}

revision 2018‑09‑04 {
  description "";
  reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang";
}

revision 2018‑03‑04 {
  description "Resolved most issues on the DHC official
    github";
  reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang";
}

revision 2017‑12‑22 {
  description "Resolve most issues on Ian's github.";
  reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang";
}



     revision 2017-11-24 {



    description "First version of the separated server specific
      YANG model.";
    reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang";
  }

  /*
   * Identities
   */

  identity server {
    base "dhcpv6‑common:dhcpv6‑node";
    description "DHCPv6 server identity.";
  }

  leaf dhcpv6‑node‑type {
    description "Type for a DHCPv6 server.";
    type identityref {
      base "dhcpv6‑server:server";
    }
  }

  /*
   * Features
   */

  feature prefix‑delegation {
    description "Denotes that the server implements DHCPv6 prefix
      delegation.";
  }

  /*
   * Groupings
   */

  grouping resource‑config {
    description "Nodes that are reused at multiple levels in the
      DHCPv6 server's addressing hierarchy.";
    leaf‑list option‑set‑id {
      type leafref {
        path "/dhcpv6‑server/option‑sets/option‑set/option‑set‑id";
      }
      description "The ID field of relevant set of DHCPv6 options
        (option‑set) to be provisioned to clients of this
        network‑range.";
    }
    leaf valid‑lifetime {
      type dhcpv6‑common:timer‑seconds32;
      description "Valid lifetime for the Identity Association

        (IA).";
    }
    leaf renew‑time {
      type dhcpv6‑common:timer‑seconds32;
      description "Renew (T1) time.";
    }
    leaf rebind‑time {
      type dhcpv6‑common:timer‑seconds32;
      description "Rebind (T2) time.";
    }
    leaf preferred‑lifetime {
      type dhcpv6‑common:timer‑seconds32;
      description "Preferred lifetime for the Identity Association
        (IA).";
    }
    leaf rapid‑commit {
      type boolean;
      description "A value of 1 specifies that the pool supports
        client‑server exchanges involving two messages.";
    }
  }

  grouping lease‑information {
    description "Binding information for each client that has
      been allocated an IPv6 address or prefix.";
    leaf client‑duid {
      description "Client DUID.";
      type binary;
    }
    leaf iaid {
      type uint32;
      mandatory true;
      description "Client's IAID";
    }
    leaf allocation‑time {
      description "Time and date that the lease was made.";
      type yang:date‑and‑time;
    }
    leaf last‑renew‑rebind {
      description "Time of the last successful renew or
        rebind.";
      type yang:date‑and‑time;
    }
    leaf preferred‑lifetime {
      description "The preferred lifetime expressed in
        seconds.";
      type dhcpv6‑common:timer‑seconds32;
    }

    leaf valid‑lifetime {
      description "The valid lifetime for the leased prefix
        expressed in seconds.";
      type dhcpv6‑common:timer‑seconds32;
    }
    leaf lease‑t1 {
      description "The time interval after which the client
        should contact the server from which the addresses
        in the IA_NA were obtained to extend the lifetimes
        of the addresses assigned to the IA_PD.";
      type dhcpv6‑common:timer‑seconds32;
    }
    leaf lease‑t2 {
      description "The time interval after which the client
        should contact any available server to extend
        the lifetimes of the addresses assigned to the
        IA_PD.";
      type dhcpv6‑common:timer‑seconds32;
    }
  }

  grouping message‑stats {
    description "Counters for DHCPv6 messages.";
    leaf solicit‑count {
      config "false";
      type uint32;
      description "Number of Solicit (1) messages received.";
    }
    leaf advertise‑count {
      config "false";
      type uint32;
      description "Number of Advertise (2) messages sent.";
    }
    leaf request‑count {
      config "false";
      type uint32;
      description "Number of Request (3) messages received.";
    }
    leaf confirm‑count {
      config "false";
      type uint32;
      description "Number of Confirm (4) messages received.";
    }
    leaf renew‑count {
      config "false";
      type uint32;
      description "Number of Renew (5) messages received.";
    }

    leaf rebind‑count {
      config "false";
      type uint32;
      description "Number of Rebind (6) messages received.";
    }
    leaf reply‑count {
      config "false";
      type uint32;
      description "Number of Reply (7) messages sent.";
    }
    leaf release‑count {
      type uint32;
      description "Number of Release (8) messages received.";
    }
    leaf decline‑count {
      config "false";
      type uint32;
      description "Number of Decline (9) messages received.";
    }
    leaf reconfigure‑count {
      config "false";
      type uint32;
      description "Number of Reconfigure (10) messages sent.";
    }
    leaf information‑request‑count {
      config "false";
      type uint32;
      description "Number of Information‑request (11) messages
        received.";
    }
  }

  /*
   * Data Nodes
   */

  container dhcpv6‑server {
    container server‑duid {
      description "DUID of the server.";
      uses dhcpv6‑common:duid;
    }
    container vendor‑config {
      description "This container provides a location for
        augmenting vendor or implementation specific
        configuration nodes.";
    }
    container option‑sets {
      description "A server may allow different option sets

        to be configured for clients matching specific parameters
        such as topological location or client type. The
        'option‑set' list is a set of options and their
        contents that will be returned to clients.";
      list option‑set {
        key option‑set‑id;
        description "YANG definitions for DHCPv6 options are
          contained in separate YANG modules and augmented to this
          container as required.";
        leaf option‑set‑id {
          type uint32;
          description "Option set identifier.";
        }
        leaf description {
          type string;
          description "An optional field for storing additional
            information relevant to the option set.";
        }
      }
    }

    container class‑selector {
      description "DHCPv6 servers use a 'class‑selector' function
        in order to identify and classify incoming client messages
        so that they can be given the correct configuration.
        The mechanisms used for implementing this function vary
        greatly between different implementations such that they
        are not possible to include in this module. This container
        provides a location for server implementors to augment
        their own class‑selector YANG.";
    }

    container network‑ranges {
      description "This model is based on an address and parameter
        allocation hierarchy.  The top level is 'global' ‑ which
        is defined as the container for all network‑ranges. Under
        this are the individual network‑ranges.";
      uses resource‑config;
      list network‑range {
        key network‑range‑id;
        description "Network‑ranges are identified by the
          'network‑range‑id' key.";
        leaf network‑range‑id {
          type uint32;
          mandatory true;
          description "Equivalent to subnet ID.";
        }
        leaf network‑description {

          type string;
          mandatory true;
          description "Description for the network range.";
        }
        leaf network‑prefix {
          type inet:ipv6‑prefix;
          mandatory true;
          description "Network prefix.";
        }
        uses resource‑config;
        container address‑pools {
          description "Configuration for the DHCPv6 server's
            address pools.";
          list address‑pool {
            key pool‑id;
            description "List of address pools for allocation to
              clients, distinguished by 'pool‑id'.";
            leaf pool‑id {
              type uint32;
              mandatory true;
              description "Unique identifier for the pool.";
            }
            leaf pool‑prefix {
              type inet:ipv6‑prefix;
              mandatory true;
              description "IPv6 prefix for the pool.";
            }
            leaf start‑address {
              type inet:ipv6‑address‑no‑zone;
              mandatory true;
              description "Start IPv6 address for the pool.";
            }
            leaf end‑address {
              type inet:ipv6‑address‑no‑zone;
              mandatory true;
              description "End IPv6 address for the pool.";
            }
            leaf max‑address‑count {
              type dhcpv6‑common:threshold;
              mandatory true;
              description "Maximum number of addresses that can
                be simultaneously allocated from this pool.";
            }
            uses resource‑config;
            container host‑reservations {
              description "Configuration for host reservations from
                the address pool.";
              list host‑reservation {

                key reserved‑addr;
                leaf client‑duid {
                  type binary;
                  description "Client DUID for the reservation.";
                }
                leaf reserved‑addr {
                  type inet:ipv6‑address;
                  description "Reserved IPv6 address.";
                }
                uses resource‑config;
              }
            }
            container active‑leases {
              description "Holds state related to active client
                leases.";
              config false;
                  leaf total‑count {
              type uint64;
              mandatory true;
              description "The total number of addresses in the
                pool.";
              }
              leaf allocated‑count {
                type uint64;
                mandatory true;
                description "The number of addresses or prefixes in
                  the pool that are currently allocated.";
              }
              list active‑lease {
                key leased‑address;
                leaf leased‑address {
                  type inet:ipv6‑address;
                }
                uses lease‑information;
              }
            }
          }
        }
        container prefix‑pools {
          description "Configuration for the DHCPv6 server's
            prefix pools.";
          if‑feature prefix‑delegation;
          list prefix‑pool {
            key pool‑id;
            description "List of prefix pools for allocation to
              clients, distinguished by 'pool‑id'.";
            leaf pool‑id {

              type uint32;
              mandatory true;
              description "Unique identifier for the pool.";
            }
            leaf pool‑prefix {
              type inet:ipv6‑prefix;
              mandatory true;
              description "IPv6 prefix for the pool.";
            }
            leaf client‑prefix‑length {
              type uint8;
              mandatory true;
              description "Length of the prefixes that will be
                delegated to clients.";
            }
            leaf max‑pd‑space‑utilization {
              type dhcpv6‑common:threshold;
              mandatory true;
              description "Maximum percentage utilization of the
                prefix pool in this pool.";
            }
            uses resource‑config;
            container host‑reservations {
              description "Configuration for host reservations
                from the prefix pool.";
              list prefix‑reservation {
                description "reserved prefix reservation";
                key reserved‑prefix;
                leaf client‑duid {
                  type binary;
                  description "Client DUID for the reservation.";
                }
                leaf reserved‑prefix {
                  type inet:ipv6‑prefix;
                  description "Reserved IPv6 prefix";
                }
                leaf reserved‑prefix‑len {
                  type uint8;
                  description "Reserved IPv6 prefix length.";
                }
              }
              uses resource‑config;
            }
            container active‑leases {
              description "Holds state related to for active client
                prefix leases.";
              config false;
              leaf total‑count {

                type uint64;
                mandatory true;
                description "The total number of prefixes in
                  the pool.";
              }
              leaf allocated‑count {
                type uint64;
                mandatory true;
                description "The number of prefixes in the pool
                  that are currently allocated.";
              }
              list active‑lease {
                key leased‑prefix;
                leaf leased‑prefix {
                  type inet:ipv6‑prefix;
                }
                uses lease‑information;
              }
            }
          }
        }
      }
      uses message‑stats;
    }
  }

  /*
   * Notifications
   */

  notification address‑pool‑utilization‑threshold‑exceeded {
    description "Notification sent when the address pool
      utilization exceeds the configured threshold.";
    leaf pool‑id {
      type leafref {
        path "/dhcpv6‑server/network‑ranges/network‑range/
          address‑pools/address‑pool/pool‑id";
      }
    }
    leaf total‑address‑count {
      type uint64;
      mandatory true;
      description "Count of the total addresses in the pool.";
    }
    leaf max‑address‑count {
      type uint64;
      mandatory true;
      description "Maximum count of addresses that can be allocated

        in the pool. This value may be less than count of total
        addresses.";
    }
    leaf allocated‑address‑count {
      type uint64;
      mandatory true;
      description "Count of allocated addresses in the pool.";
    }
  }

  notification prefix‑pool‑utilization‑threshold‑exceeded {
    description "Notification sent when the prefix pool
      utilization exceeds the configured threshold.";
    if‑feature prefix‑delegation;
    leaf pool‑id {
      type leafref {
        path "/dhcpv6‑server/network‑ranges/network‑range/
          prefix‑pools/prefix‑pool/pool‑id";
      }
      mandatory true;
    }
    leaf max‑pd‑space‑utilization {
      description "PD space utilization threshold.";
      type leafref {
        path "/dhcpv6‑server/network‑ranges/network‑range/
          prefix‑pools/prefix‑pool/max‑pd‑space‑utilization";
      }
      mandatory true;
    }
    leaf pd‑space‑utilization {
      description "Current PD space utilization";
      type uint64;
    }
  }

  notification invalid‑client‑detected {
    description "Notification sent when the server detects an
      invalid client.";
    leaf duid {
      description "Client DUID.";
      type binary;
    }
    leaf description {
      type string;
      description "Description of the event (e.g. and error code or
        log message).";
    }
  }

  notification decline‑received {
    description "Notification sent when the server has received a
      Decline (9) message from a client.";
    leaf duid {
      description "Client DUID.";
      type binary;
    }
    list declined‑resources {
      description "List of declined addresses and/or prefixes.";
      choice resource‑type {
        case declined‑address {
          leaf address {
            type inet:ipv6‑address;
          }
        }
        case declined‑prefix {
          leaf prefix {
            type inet:ipv6‑prefix;
          }
        }
      }
    }
  }

  notification non‑success‑code‑sent {
    description "Notification sent when the server responded
      to a client with non‑success status code.";
    leaf status‑code {
      type uint16;
      mandatory true;
      description "Status code returned to the client.";
    }
    leaf duid {
      description "Client DUID.";
      type binary;
    }
  }
}
<CODE ENDS>




3.2. DHCPv6 Relay YANG Module

   This module imports typedefs from [RFC6991], [RFC8343].



   <CODE BEGINS> file ietf-dhcpv6-relay.yang



module ietf‑dhcpv6‑relay {
  yang‑version 1.1;
  namespace "urn:ietf:params:xml:ns:yang:ietf‑dhcpv6‑relay";
  prefix "dhcpv6‑relay";

  import ietf‑inet‑types {
    prefix inet;
  }

  import ietf‑yang‑types {
    prefix yang;
  }

  import ietf‑dhcpv6‑common {
    prefix dhcpv6‑common;
  }

  import ietf‑interfaces {
    prefix if;
  }



     organization

       "IETF DHC (Dynamic Host Configuration) Working group";



contact
  "cuiyong@tsinghua.edu.cn
  lh.sunlinh@gmail.com
  ian.farrer@telekom.de
  sladjana.zechlin@telekom.de
  hezihao9512@gmail.com
  godfryd@isc.org";



     description

       "This YANG module defines components necessary for the
       configuration and management of DHCPv6 relays.



       Copyright (c) 2018 IETF Trust and the persons identified as
       authors of the code.  All rights reserved.



  Redistribution and use in source and binary forms, with or
  without modification, is permitted pursuant to, and subject
  to the license terms contained in, the Simplified BSD License
  set forth in Section 4.c of the IETF Trust's Legal Provisions
  Relating to IETF Documents
  (http://trustee.ietf.org/license‑info).

  This version of this YANG module is part of RFC 8513; see
  the RFC itself for full legal notices.";

revision 2020‑05‑26 {
  description "Version update for draft ‑11 publication and
    to align revisions across the different modules.";
  reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang‑11";
}

revision 2019‑09‑20 {
  description "";
  reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang‑10";
}

revision 2018‑03‑04 {
  description "Resolved most issues on the DHC official
    github";
  reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang";
}

revision 2017‑12‑22 {
  description
    "Resolve most issues on Ians Github.";
  reference
    "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang";
}

revision 2017‑11‑24 {
  description
    "First version of the separated relay specific
    YANG model.";
  reference
    "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang";
}

/*
 * Indentities
 */

identity relay {
  base "dhcpv6‑common:dhcpv6‑node";
  description "DHCPv6 relay agent identity.";
}

leaf dhcpv6‑node‑type {
  description "Type for a DHCPv6 relay.";
  type identityref {
    base "dhcpv6‑relay:relay";

  }
}

/*
 * Features
 */

feature prefix‑delegation {
  description "Enable if the relay functions as a delegating router
    for DHCPv6 prefix delegation.";
}

/*
 * Groupings
 */

grouping pd‑lease‑state {
  description "State data for the relay.";
  list pd‑leases {
    config false;
    key ia‑pd‑prefix;
    description "Information about an active IA_PD prefix
      delegation.";
   leaf ia‑pd‑prefix {
      description "Prefix that is delegated.";
      type inet:ipv6‑prefix;
    }
    leaf last‑renew {
      description "Time of the last successful refresh or renew
        of the delegated prefix.";
      type yang:date‑and‑time;
    }
    leaf client‑peer‑address {
      description "Peer‑address of the client.";
      type inet:ipv6‑address;
    }
    leaf client‑duid {
      description "DUID of the leasing client.";
      type binary;
    }
    leaf server‑duid {
      description "DUID of the delegating server.";
      type binary;
    }
  }
}



     grouping message-statistics {



    description "Contains counters for the different DHCPv6
      message types.";
    leaf solicit‑received‑count {
      config "false";
      type uint32;
      description "Number of Solicit (1) messages received.";
    }
    leaf advertise‑sent‑count {
      config "false";
      type uint32;
      description "Number of Advertise (2) messages sent.";
    }
    leaf request‑received‑count {
      config "false";
      type uint32;
      description "Number of Request (3) messages received.";
    }
    leaf confirm‑received‑count {
      config "false";
      type uint32;
      description "Number of Confirm (4) messages received.";
    }
    leaf renew‑received‑count {
      config "false";
      type uint32;
      description "Number of Renew (5) messages received.";
    }
    leaf rebind‑received‑count {
      config "false";
      type uint32;
      description "Number of Rebind (6) messages received.";
    }
    leaf reply‑sent‑count {
      config "false";
      type uint32;
      description "Number of Reply (7) messages received.";
    }
    leaf release‑received‑count {
      config "false";
      type uint32;
      description "Number of Release (8) messages sent.";
    }
    leaf decline‑received‑count {
      config "false";
      type uint32;
      description "Number of Decline (9) messages sent.";
    }
    leaf reconfigure‑sent‑count {

      config "false";
      type uint32;
      description "Number of Reconfigure (10) messages sent.";
    }
    leaf information‑request‑received‑count {
      config "false";
      type uint32;
      description "Number of Information‑request (11) messages
        received.";
    }
    leaf unknown‑message‑received‑count {
      config "false";
      type uint32;
      description
        "Number of messages of unknown type that have been
           received.";
    }
    leaf unknown‑message‑sent‑count {
      config "false";
      type uint32;
      description
        "Number of messages of unknown type that have been sent.";
    }
    leaf discarded‑message‑count {
      config "false";
      type uint32;
      description
        "Number of messages that have been discarded for any
           reason.";
    }
  }

  grouping global‑statistics {
    leaf relay‑forward‑sent‑count {
      config "false";
      type uint32;
      description "Number of Relay‑forward (12) messages sent.";
    }
    leaf relay‑forward‑received‑count {
      config "false";
      type uint32;
      description "Number of Relay‑forward (12) messages received.";
    }
    leaf relay‑reply‑received‑count {
      config "false";
      type uint32;
      description "Number of Relay‑reply (13) messages received.";
    }

    leaf relay‑forward‑unknown‑sent‑count {
      config "false";
      type uint32;
      description "Number of Relay‑forward (12) messages containing
        a message of unknown type sent.";
    }
    leaf relay‑forward‑unknown‑received‑count {
      config "false";
      type uint32;
      description "Number of Relay‑forward (12) messages containing
        a message of unknown type received.";
    }
    leaf discarded‑message‑count {
      config "false";
      type uint32;
      description "Number of messages that have been discarded
        for any reason.";
    }
  }

  /*
   * Data Nodes
   */

  container dhcpv6‑relay {
    description
      "This container contains the configuration data nodes for
      the relay.";
    list relay‑if {
      key if‑name;
      leaf if‑name {
        type if:interface‑ref;
      }
      leaf‑list destination‑addresses {
        type inet:ipv6‑address;
        description "Each DHCPv6 relay agent may be configured with
          a list of destination addresses for relayed messages.
          The list may include unicast addresses, multicast addresses
          or other valid addresses.";
      }
      leaf link‑address {
        description "An address that may be used by the server
          to identify the link on which the client is located.";
        type binary {
          length "0..16";
        }
      }
      container relay‑options {

        description "Definitions for DHCPv6 options that can be sent
          by the relay are augmented to this location from other YANG
          modules as required.";
      }
      uses message‑statistics;
      container prefix‑delegation {
        description "Controls and holds state information for prefix
          delegation.";
        presence "Enables prefix delegation for this interface.";
        if‑feature prefix‑delegation;
        uses pd‑lease‑state;
      }
    }
    uses global‑statistics;
  }

  /*
   * Notifications
   */

  notification relay‑event {
    description
      "DHCPv6 relay event notifications.";
    container topology‑change {
      description "Raised if the entry for and interface with DHCPv6
        related configuration or state is removed from
        if:interface‑refs.";
      leaf relay‑if‑name {
        description "Name of the interface that has been removed.";
        type leafref {
          path "/dhcpv6‑relay/relay‑if/if‑name";
        }
      }
      leaf last‑ipv6‑addr {
        type inet:ipv6‑address;
        description "Last IPv6 address configured on the interface.";
      }
    }
  }
}
<CODE ENDS>




3.3. DHCPv6 Client YANG Module

   This module imports typedefs from [RFC6991], [RFC8343].



   <CODE BEGINS> file ietf-dhcpv6-client.yang



module ietf‑dhcpv6‑client {
  yang‑version 1.1;
  namespace "urn:ietf:params:xml:ns:yang:ietf‑dhcpv6‑client";
  prefix "dhcpv6‑client";

  import ietf‑inet‑types {
    prefix inet;
  }

  import ietf‑yang‑types {
    prefix yang;
  }

  import ietf‑dhcpv6‑common {
    prefix dhcpv6‑common;
  }

  import ietf‑interfaces {
    prefix if;
  }

  organization "DHC WG";
  contact
    "cuiyong@tsinghua.edu.cn
    wangh13@mails.tsinghua.edu.cn
    lh.sunlinh@gmail.com
    ian.farrer@telekom.de
    sladjana.zechlin@telekom.de
    hezihao9512@gmail.com
    godfryd@isc.org";



     description

       "This YANG module defines components necessary for the
       configuration and management of DHCPv6 clients.



       Copyright (c) 2018 IETF Trust and the persons identified as
       authors of the code.  All rights reserved.



Redistribution and use in source and binary forms, with or
without modification, is permitted pursuant to, and subject
to the license terms contained in, the Simplified BSD License
set forth in Section 4.c of the IETF Trust's Legal Provisions
Relating to IETF Documents
(http://trustee.ietf.org/license‑info).



       This version of this YANG module is part of RFC 8513; see



       the RFC itself for full legal notices.";



revision 2020‑05‑26 {
  description "Version update for draft ‑11 publication and
    to align revisions across the different modules.";
  reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang‑11";
}

revision 2019‑09‑20 {
  description "";
  reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang‑10";
}

revision 2018‑09‑04 {
  description "";
  reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang";
}

revision 2018‑03‑04 {
  description "Resolved most issues on the DHC official github";
  reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang";
}

revision 2017‑12‑22 {
  description "Resolve most issues on Ian's Github.";
  reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang";
}

revision 2017‑11‑24 {
  description "First version of the separated client specific
    YANG model.";
  reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang";
}

/*
 * Identities
 */

identity client {
  base "dhcpv6‑common:dhcpv6‑node";
  description "DHCPv6 client identity.";
}

leaf dhcpv6‑node‑type {
  description "Type for a DHCPv6 client.";
  type identityref {
    base "dhcpv6‑client:client";
  }



     }




  /*
   * Groupings
   */

  grouping message‑statistics {
    description "Counters for DHCPv6 messages.";
    leaf solicit‑count {
      config "false";
      type uint32;
      description "Number of Solicit (1) messages sent.";
    }
    leaf advertise‑count {
      config "false";
      type uint32;
      description "Number of Advertise (2) messages received.";
    }
    leaf request‑count {
      config "false";
      type uint32;
      description "Number of Request (3) messages sent.";
    }
    leaf confirm‑count {
      config "false";
      type uint32;
      description "Number of Confirm (4) messages sent.";
    }
    leaf renew‑count {
      config "false";
      type uint32;
      description "Number of Renew (5) messages sent.";
    }
    leaf rebind‑count {
      config "false";
      type uint32;
      description "Number of Rebind (6) messages sent.";
    }
    leaf reply‑count {
      config "false";
      type uint32;
      description "Number of Reply (7) messages received.";
    }
    leaf release‑count {
      type uint32;
      description "Number of Release (8) messages sent.";
    }

    leaf decline‑count {
      config "false";
      type uint32;
      description "Number of Decline (9) messages sent.";
    }
    leaf reconfigure‑count {
      config "false";
      type uint32;
      description "Number of Reconfigure (10) messages received.";
    }
    leaf information‑request‑count {
      config "false";
      type uint32;
      description "Number of Information‑request (11) messages
        sent.";
    }
  }

  /*
   * Data Nodes
   */

  container dhcpv6‑client {
    description "DHCPv6 client configuration and state.";
    list client‑if {
      key if‑name;
      description "The list of interfaces that the client will be
        requesting DHCPv6 configuration for.";
      leaf if‑name {
        type if:interface‑ref;
        mandatory true;
        description "Reference to the interface entry that
          the requested configuration is relevant to.";
      }
      uses dhcpv6‑common:duid;
      container client‑configured‑options {
        description "Definitions for DHCPv6 options that can be be
          sent by the client are augmented to this location from
          other YANG modules as required.";
      }
      list ia‑na {
        key iaid;
        description "Configuration relevant for an IA_NA.";
        reference "RFC8415: Dynamic Host Configuration Protocol
          for IPv6 (DHCPv6).";
        leaf iaid {
          type uint32;
          description "A unique identifier for this IA_NA.";

        }
        container ia‑na‑options {
          description "An augmentation point for additional options
            that the client will send in the IA_NA‑options field
            of OPTION_IA_NA.";
        }
        container lease‑state {
          config "false";
          description "Information about the active IA_NA lease.";
          leaf ia‑na‑address {
            description "Address that is currently leased.";
            type inet:ipv6‑address;
          }
          leaf preferred‑lifetime {
            description "The preferred lifetime for the leased
              address expressed in units of seconds.";
            type dhcpv6‑common:timer‑seconds32;
          }
          leaf valid‑lifetime {
            description "The valid lifetime for the leased address
              expressed in units of seconds.";
            type dhcpv6‑common:timer‑seconds32;
          }
          leaf lease‑t1 {
            description "The time interval after which the client
              should contact the server from which the addresses
              in the IA_NA were obtained to extend the lifetimes
              of the addresses assigned to the IA_NA.";
            type dhcpv6‑common:timer‑seconds32;
          }
          leaf lease‑t2 {
            description "The time interval after which the client
              should contact any available server to extend
              the lifetimes of the addresses assigned to the IA_NA.";
            type dhcpv6‑common:timer‑seconds32;
          }
          leaf allocation‑time {
            description "Time and date that the address was first
              leased.";
            type yang:date‑and‑time;
          }
          leaf last‑renew‑rebind {
            description "Time of the last successful renew or rebind
              of the leased address.";
            type yang:date‑and‑time;
          }
          leaf server‑duid {
            description "DUID of the leasing server.";

            type binary;
          }
        }
      }
      list ia‑ta {
        key iaid;
        description "Configuration relevant for an IA_TA.";
        reference "RFC8415: Dynamic Host Configuration Protocol for
          IPv6 (DHCPv6).";
          leaf iaid {
            type uint32;
            description "The unique identifier for this IA_TA.";
          }
        container ia‑ta‑options {
          description "An augmenation point for additional options
            that the client will send in the IA_TA‑options field
            of OPTION_IA_TA.";
        }
        container lease‑state {
          config "false";
          description "Information about an active IA_TA lease.";
          leaf ia‑ta‑address {
            description "Address that is currently leased.";
            type inet:ipv6‑address;
          }
          leaf preferred‑lifetime {
            description "The preferred lifetime for the leased
              address expressed in units of seconds.";
            type dhcpv6‑common:timer‑seconds32;
          }
          leaf valid‑lifetime {
            description "The valid lifetime for the leased address
              expressed in units of seconds.";
            type dhcpv6‑common:timer‑seconds32;
          }
          leaf allocation‑time {
            description "Time and date that the address was first
              leased.";
            type yang:date‑and‑time;
          }
          leaf last‑renew‑rebind {
            description "Time of the last successful renew or rebind
              of the address.";
            type yang:date‑and‑time;
          }
          leaf server‑duid {
            description "DUID of the leasing server.";
            type binary;

          }
        }
      }
      list ia‑pd {
        key iaid;
        reference "RFC8415: Dynamic Host Configuration Protocol for
          IPv6 (DHCPv6).";
        description "Configuration relevant for an IA_PD.";
        leaf iaid {
          type uint32;
          description "The unique identifier for this IA_PD.";
        }
        container ia‑pd‑options {
          description "An augmenation point for additional options
            that the client will send in the IA_PD‑options field
            of OPTION_IA_TA.";
        }
        container lease‑state {
          config "false";
          description "Information about an active IA_PD delegated
            prefix.";
          leaf ia‑pd‑prefix {
            description "Delegated prefix that is currently leased.";
            type inet:ipv6‑prefix;
          }
          leaf preferred‑lifetime {
            description "The preferred lifetime for the leased prefix
              expressed in units of seconds.";
            type dhcpv6‑common:timer‑seconds32;
          }
          leaf valid‑lifetime {
            description "The valid lifetime for the leased prefix
              expressed in units of seconds.";
            type dhcpv6‑common:timer‑seconds32;
          }
          leaf lease‑t1 {
            description "The time interval after which the client
              should contact the server from which the addresses
              in the IA_NA were obtained to extend the lifetimes
              of the addresses assigned to the IA_PD.";
            type dhcpv6‑common:timer‑seconds32;
          }
          leaf lease‑t2 {
            description "The time interval after which the client
              should contact any available server to extend
              the lifetimes of the addresses assigned to the IA_PD.";
            type dhcpv6‑common:timer‑seconds32;
          }

          leaf allocation‑time {
            description "Time and date that the prefix was first
              leased.";
            type yang:date‑and‑time;
          }
          leaf last‑renew‑rebind {
            description "Time of the last successful renew or rebind
              of the delegated prefix.";
            type yang:date‑and‑time;
          }
          leaf server‑duid {
            description "DUID of the delegating server.";
            type binary;
          }
        }
      }
      uses message‑statistics;
    }
  }

  /*
   * Notifications
   */

  notification invalid‑ia‑detected {
    description "Notification sent when the identity association
      of the client can be proved to be invalid. Possible conditions
      include a duplicate or otherwise illegal address.";
    leaf iaid {
      type uint32;
      mandatory true;
      description "IAID";
    }
    leaf description {
      type string;
      description "Description of the event.";
    }
  }

  notification retransmission‑failed {
    description "Notification sent when the retransmission mechanism
      defined in [RFC8415] is unsuccessful.";
    leaf failure‑type {
      type enumeration {
        enum "MRC‑exceeded" {
          description "Maximum retransmission count exceeded.";
        }
        enum "MRD‑exceeded" {

          description "Maximum retransmission duration exceeded.";
        }
      }
      mandatory true;
      description "Description of the failure.";
    }
  }

  notification unsuccessful‑status‑code {
    description "Notification sent when the client receives a message
      that includes an unsuccessful Status Code option.";
    leaf status‑code {
      type uint16;
      mandatory true;
      description "Unsuccessful status code received by a client.";
    }
    leaf server‑duid {
      description "DUID of the server sending the unsuccessful
        error code.";
      mandatory true;
      type binary;
    }
  }

  notification server‑duid‑changed {
    description "Notification sent when the client receives a lease
      from a server with different DUID to the one currently stored
      by the client.";
    leaf new‑server‑duid {
      description "DUID of the new server.";
      mandatory true;
      type binary;
    }
    leaf previous‑server‑duid {
      description "DUID of the previous server.";
      mandatory true;
      type binary;
    }
    leaf lease‑ia‑na {
      description "Reference to the IA_NA lease.";
      type leafref {
        path "/dhcpv6‑client/client‑if/ia‑na/iaid";
      }
    }
    leaf lease‑ia‑ta {
      description "Reference to the IA_TA lease.";
      type leafref {
        path "/dhcpv6‑client/client‑if/ia‑ta/iaid";

      }
    }
    leaf lease‑ia‑pd {
      description "Reference to the IA_PD lease.";
      type leafref {
        path "/dhcpv6‑client/client‑if/ia‑pd/iaid";
      }
    }
  }
}
<CODE ENDS>




3.4. DHCPv6 RFC8415 Options YANG Module

   This module imports typedefs from [RFC6991].



   <CODE BEGINS> file ietf-dhcpv6-options-rfc8415.yang



module ietf‑dhcpv6‑options‑rfc8415 {
  yang‑version 1.1;
  namespace "urn:ietf:params:xml:ns:yang:ietf‑dhcpv6‑options‑8415";
  prefix "rfc8415";

  import ietf‑inet‑types {
    prefix inet;
  }

  import ietf‑dhcpv6‑common {
    prefix dhcpv6‑common;
  }

  import ietf‑dhcpv6‑server {
    prefix dhcpv6‑server;
  }

  import ietf‑dhcpv6‑relay {
    prefix dhcpv6‑relay;
  }

  import ietf‑dhcpv6‑client {
    prefix dhcpv6‑client;
  }

  organization "DHC WG";
  contact
    "cuiyong@tsinghua.edu.cn
    wangh13@mails.tsinghua.edu.cn
    lh.sunlinh@gmail.com

    ian.farrer@telekom.de
    sladjana.zechlin@telekom.de
    hezihao9512@gmail.com";

  description "This YANG module contains DHCPv6 options defined
    in RFC8415 that can be used by DHCPv6 clients, relays
    and servers.";

  revision 2020‑05‑26 {
    description "Version update for draft ‑11 publication and
      to align revisions across the different modules.";
    reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang‑11";
  }

  revision 2019‑06‑07 {
    description "Major reworking to only contain RFC8415 options.
      if‑feature for each option removed. Removed groupings
      of features by device or combination of devices. Added ";
    reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang";
  }

  revision 2018‑09‑04 {
    description "";
    reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang";
  }

  revision 2018‑03‑04 {
    description "Resolved most issues on the DHC official
      github";
    reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang";
  }

  revision 2017‑12‑22 {
    description "Resolve most issues on Ian's github.";
    reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang";
  }

  revision 2017‑11‑24 {
    description "First version of the separated DHCPv6 options
      YANG model.";
    reference "I‑D:draft‑ietf‑dhc‑dhcpv6‑yang";
  }

  /*
   * Groupings
   */



     grouping option-iaaddr-option {



  description "OPTION_IAADDR (5) IA Address Option.";
  reference "RFC8415: Dynamic Host Configuration Protocol for IPv6
    (DHCPv6)";
  leaf IPv6‑address {
    type inet:ipv6‑address;
    description "An IPv6 address. A client MUST NOT form an
      implicit prefix with a length other than 128 for this
      address.";
  }
  leaf preferred‑lifetime {
    type uint32;
    description "The preferred lifetime for the address in the
      option, expressed in units of seconds.";
  }
  leaf valid‑lifetime {
    type uint32;
    description "The preferred lifetime for the address
      in the option, expressed in units of seconds.";
  }
  container iaaddr‑options {
    description "Definitions for DHCPv6 options that can be sent
      by the client are augmented to this location from other YANG
      modules as required.";
  }
}

grouping option‑request‑option‑group {
  container option‑request‑option {
    description "OPTION_ORO (6) Option Request Option. A client
      MUST include an Option Request option in a Solicit, Request,
      Renew, Rebind, or Information‑request message to inform
      the server about options the client wants the server to send
      to the client.";
    reference "RFC8415: Dynamic Host Configuration Protocol for
      IPv6 (DHCPv6)";
    leaf‑list oro‑option {
      description "List of options that the client is requesting,
        identified by option code";
      type uint16;
    }
  }
}

grouping preference‑option‑group {
  container preference‑option {
    description "OPTION_PREFERENCE (7) Preference Option";
    reference "RFC8415: Dynamic Host Configuration Protocol for
      IPv6 (DHCPv6)";

    leaf pref‑value {
      type uint8;
      description "The preference value for the server in this
        message. A 1‑octet unsigned integer.";
    }
  }
}

grouping auth‑option‑group {
  container auth‑option {
    description "OPTION_AUTH (11) Authentication Option";
    reference "RFC8415: Dynamic Host Configuration Protocol
      for IPv6 (DHCPv6)";
    leaf protocol {
      type uint8;
      description "The authentication protocol used in this
        Authentication option.";
    }
    leaf algorithm {
      type uint8;
      description "The algorithm used in the authentication
        protocol.";
    }
    leaf rdm {
      type uint8;
      description "The replay detection method used
        in this Authentication option.";
    }
    leaf replay‑detection {
      type uint64;
      description "The replay detection information for the RDM.";
    }
    leaf auth‑information {
      type string;
      description "The authentication information, as specified
        by the protocol and algorithm used in this Authentication
        option.";
    }
  }
}

grouping server‑unicast‑option‑group {
  container server‑unicast‑option {
    description "OPTION_UNICAST (12) Server Unicast Option";
    reference "RFC8415: Dynamic Host Configuration Protocol for
      IPv6 (DHCPv6)";
    leaf server‑address {
      type inet:ipv6‑address;

      description "The 128‑bit address to which the client
        should send messages delivered using unicast.";
    }
  }
}

grouping status‑code‑option‑group {
  container status‑code‑option {
    description "OPTION_STATUS_CODE (13) Status Code Option.";
    reference "RFC8415: Dynamic Host Configuration Protocol
      for IPv6 (DHCPv6)";
    leaf status‑code {
      type uint16;
      description "The numeric code for the status encoded
        in this option. See the Status Codes registry at
        <https://www.iana.org/assignments/dhcpv6‑parameters>
        for the current list of status codes.";
    }
    leaf status‑message {
      type string;
      description "A UTF‑8 encoded text string suitable for
        display to an end user. MUST NOT be null‑terminated.";
    }
  }
}

grouping rapid‑commit‑option‑group {
  container rapid‑commit‑option {
    presence "Enable sending of this option";
    description "OPTION_RAPID_COMMIT (14) Rapid Commit Option.
      The presence node is used to enable the option.";
    reference "RFC8415: Dynamic Host Configuration Protocol for
      IPv6 (DHCPv6)";
  }
}

grouping user‑class‑option‑group {
  container user‑class‑option {
    description "OPTION_USER_CLASS (15) User Class Option";
    reference "RFC8415: Dynamic Host Configuration Protocol
      for IPv6 (DHCPv6)";
    list user‑class‑data {
      key user‑class‑datum‑id;
      min‑elements 1;
      description "The user classes of which the client
        is a member.";
      leaf user‑class‑datum‑id {
        type uint8;

        description "User class datum ID";
      }
      leaf user‑class‑datum {
        type string;
        description "Opaque field representing a User Class
          of which the client is a member.";
      }
    }
  }
}

grouping vendor‑class‑option‑group {
  container vendor‑class‑option {
    description "OPTION_VENDOR_CLASS (16) Vendor Class Option";
    reference "RFC8415: Dynamic Host Configuration Protocol
      for IPv6 (DHCPv6)";
    list vendor‑class‑option‑instances {
      key enterprise‑number;
      description "The vendor class option allows for multiple
        instances in a single message. Each list entry defines
        the contents of an instance of the option.";
      leaf enterprise‑number {
        type uint32;
        description "The vendor's registered Enterprise Number
          as maintained by IANA.";
      }
      list vendor‑class {
        key vendor‑class‑datum‑id;
        description "The vendor classes of which the client is
          a member.";
        leaf vendor‑class‑datum‑id {
          type uint8;
          description "Vendor class datum ID";
        }
        leaf vendor‑class‑datum {
          type string;
          description "Opaque field representing a vendor class
            of which the client is a member.";
        }
      }
    }
  }
}

grouping vendor‑specific‑information‑option‑group {
  container vendor‑specific‑information‑option {
    description "OPTION_VENDOR_OPTS (17) Vendor‑specific
      Information Option";

    reference "RFC8415: Dynamic Host Configuration Protocol
      for IPv6 (DHCPv6)";
    list vendor‑specific‑information‑option‑instances {
      key enterprise‑number;
      description "The vendor specific information option allows
        for multiple instances in a single message. Each list entry
        defines the contents of an instance of the option.";
      leaf enterprise‑number {
        type uint32;
        description "The vendor's registered Enterprise Number,
          as maintained by IANA.";
      }
      list vendor‑option‑data {
        key sub‑option‑code;
        description "Vendor options, interpreted by vendor‑specific
          client/server functions.";
        leaf sub‑option‑code {
          type uint16;
          description "The code for the sub‑option.";
        }
        leaf sub‑option‑data {
          type string;
          description "The data area for the sub‑option.";
        }
      }
    }
  }
}

grouping interface‑id‑option‑group {
  container interface‑id‑option {
    description "OPTION_INTERFACE_ID (18) Interface‑Id Option";
    reference "RFC8415: Dynamic Host Configuration Protocol for
      IPv6 (DHCPv6)";
    leaf interface‑id {
      type string;
      description "An opaque value of arbitrary length generated
        by the relay agent to identify one of the relay agent's
        interfaces.";
    }
  }
}

grouping reconfigure‑message‑option‑group {
  container reconfigure‑message‑option {
    description "OPTION_RECONF_MSG (19) Reconfigure Message
      Option.";
    reference "RFC8415: Dynamic Host Configuration Protocol for

      IPv6 (DHCPv6)";
    leaf msg‑type {
      type uint8;
      description "5 for Renew message, 6 for Rebind message,
        11 for Information‑request message.";
    }
  }
}

grouping reconfigure‑accept‑option‑group {
  container reconfigure‑accept‑option {
    presence "Enable sending of this option";
    description "OPTION_RECONF_ACCEPT (20)  Rapid Commit Option.
      A client uses the Reconfigure Accept option to announce to
      the server whether the client is willing to accept
      Reconfigure messages, and a server uses this option to tell
      the client whether or not to accept Reconfigure messages.
      In the absence of this option, the default behavior is that
      the client is unwilling to accept Reconfigure messages.
      The presence node is used to enable the option.";
    reference "RFC8415: Dynamic Host Configuration Protocol
      for IPv6 (DHCPv6)";
  }
}

grouping option‑iaprefix‑option {
  description "OPTION_IAPREFIX (26) IA Address Option.";
  reference "RFC8415: Dynamic Host Configuration Protocol for IPv6
    (DHCPv6)";
  leaf preferred‑lifetime {
    type uint32;
    description "The preferred lifetime for the prefix in the
      option, expressed in units of seconds.";
  }
  leaf valid‑lifetime {
    type uint32;
    description "The preferred lifetime for the prefix in the
      option, expressed in units of seconds.";
  }
  leaf IPv6‑prefix {
    type inet:ipv6‑prefix;
    description "The IPv6 prefix delegated to the client.";
  }
  container iaprefix‑options {
    description "Definitions for DHCPv6 options that can be sent
      by the client are augmented to this location from other YANG
      modules as required.";
  }



     }



  grouping info‑refresh‑time‑option‑group {
    container info‑refresh‑time‑option {
      description "OPTION_INFORMATION_REFRESH_TIME (32)
        Information Refresh Time option.";
      reference "RFC8415: Dynamic Host Configuration Protocol for
        IPv6 (DHCPv6)";
      leaf info‑refresh‑time {
        type dhcpv6‑common:timer‑seconds32;
        description "Time duration relative to the current time,
          expressed in units of seconds.";
      }
    }
  }

  grouping sol‑max‑rt‑option‑group {
    container sol‑max‑rt‑option {
      description "OPTION_SOL_MAX_RT (82) sol max rt option";
      reference "RFC8415: Dynamic Host Configuration Protocol for
        IPv6 (DHCPv6)";
      leaf sol‑max‑rt‑value {
        type dhcpv6‑common:timer‑seconds32;
        description "sol max rt value";
      }
    }
  }

  grouping inf‑max‑rt‑option‑group {
    container inf‑max‑rt‑option {
      description "OPTION_INF_MAX_RT (83) inf max rt option";
      reference "RFC8415: Dynamic Host Configuration Protocol for
        IPv6 (DHCPv6)";
      leaf inf‑max‑rt‑value {
        type dhcpv6‑common:timer‑seconds32;
        description "inf max rt value";
      }
    }
  }

  /*
   * Augmentations
   */

  augment "/dhcpv6‑server:dhcpv6‑server/dhcpv6‑server:option‑sets/
      dhcpv6‑server:option‑set" {
    when "../../../dhcpv6‑server:dhcpv6‑node‑type=
      'dhcpv6‑server:server'";

    uses preference‑option‑group;
    uses auth‑option‑group;
    uses server‑unicast‑option‑group;
    uses status‑code‑option‑group;
    uses rapid‑commit‑option‑group;
    uses vendor‑specific‑information‑option‑group;
    uses reconfigure‑message‑option‑group;
    uses reconfigure‑accept‑option‑group;
    uses info‑refresh‑time‑option‑group;
    uses sol‑max‑rt‑option‑group;
    uses inf‑max‑rt‑option‑group;
  }
  augment "/dhcpv6‑relay:dhcpv6‑relay/dhcpv6‑relay:relay‑if/
      dhcpv6‑relay:relay‑options" {
    when "../../../dhcpv6‑relay:dhcpv6‑node‑type=
      'dhcpv6‑relay:relay'";
    uses auth‑option‑group;
    uses status‑code‑option‑group;
    uses interface‑id‑option‑group;
  }
  augment "/dhcpv6‑client:dhcpv6‑client/dhcpv6‑client:client‑if/
      dhcpv6‑client:client‑configured‑options" {
    when "../../../dhcpv6‑client:dhcpv6‑node‑type=
      'dhcpv6‑client:client'";
    uses option‑request‑option‑group;
    uses status‑code‑option‑group;
    uses rapid‑commit‑option‑group;
    uses user‑class‑option‑group;
    uses vendor‑class‑option‑group;
    uses vendor‑specific‑information‑option‑group;
    uses reconfigure‑accept‑option‑group;
  }
}
<CODE ENDS>




3.5. DHCPv6 Common YANG Module

   This module imports typedefs from [RFC6991].



   <CODE BEGINS> file ietf-dhcpv6-common.yang



module ietf‑dhcpv6‑common {
  yang‑version 1.1;
  namespace "urn:ietf:params:xml:ns:yang:ietf‑dhcpv6‑common";
  prefix "dhcpv6‑common";



     import ietf-yang-types {

       prefix yang;



     }



organization "DHC WG";
contact
  "yong@csnet1.cs.tsinghua.edu.cn
  lh.sunlinh@gmail.com
  ian.farrer@telekom.de
  sladjana.zechlin@telekom.de
  hezihao9512@gmail.com";



     description "This YANG module defines common components

       used for the configuration and management of DHCPv6.";



  revision 2020‑05‑26 {
    description "Version update for draft ‑11 publication and
      to align revisions across the different modules.";
    reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang‑11";
  }

  revision 2018‑09‑04 {
    description "";
    reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang";
  }

  revision 2018‑01‑30 {
    description "Initial revision";
    reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang";
  }

  typedef threshold {
    type union {
      type uint16 {
        range 0..100;
      }
      type enumeration {
        enum "disabled" {
          description "No threshold";
        }
      }
    }
    description "Threshold value in percent";
  }

  typedef timer‑seconds32 {
    type uint32 {
      range "1..4294967295";
    }
    units "seconds";

    description
      "Timer value type, in seconds (32‑bit range).";
  }

  identity dhcpv6‑node {
    description "Abstract base type for DHCPv6 functional nodes";
  }

  /*
   * Groupings
   */

  grouping duid {
    description "Each server and client has only one DUID (DHCP
      Unique Identifier). The DUID here identifies a unique
      DHCPv6 server for clients.  DUID consists of a two‑octet
      type field and an arbitrary length (no more than 128 bytes)
      content field.  Currently there are four defined types of
      DUIDs in RFC8415 and RFC6355 ‑ DUID‑LLT, DUID‑EN, DUID‑LL
      and DUID‑UUID.  DUID‑unstructured represents DUIDs which
      do not follow any of the defined formats.";
    reference "RFC8415: Section 11 and RFC6355: Section 4";
    leaf type‑code {
      type uint16;
      default 65535;
      description "Type code of this DUID.";
    }
    choice duid‑type {
      default duid‑unstructured;
      description "Selects the format of the DUID.";
      case duid‑llt {
        description "DUID Based on Link‑layer Address Plus Time
          (Type 1 ‑ DUID‑LLT).";
        reference "RFC8415 Section 11.2";
        leaf duid‑llt‑hardware‑type {
          type uint16;
          description "Hardware type as assigned by IANA (RFC826).";
        }
        leaf duid‑llt‑time {
          type yang:timeticks;
          description "The time that the DUID is generated
            represented in seconds since midnight (UTC),
            January 1, 2000, modulo 2^32.";
        }
        leaf duid‑llt‑link‑layer‑address {
          type yang:mac‑address;
          description "Link‑layer address as described in RFC2464.";
        }

      }
      case duid‑en {
        description "DUID Assigned by Vendor Based on Enterprise
          Number (Type 2 ‑ DUID‑EN).";
        reference "RFC8415 Section 11.3";
        leaf duid‑en‑enterprise‑number {
          type uint32;
          description "Vendor's registered Private Enterprise Number
            as maintained by IANA.";
        }
        leaf duid‑en‑identifier {
          type string;
          description "Indentifier, unique to the device.";
        }
      }
      case duid‑ll {
        description "DUID Based on Link‑layer Address
          (Type 3 ‑ DUID‑LL).";
        reference "RFC8415 Section 11.4";
        leaf duid‑ll‑hardware‑type {
          type uint16;
          description "Hardware type, as assigned by IANA (RFC826).";
        }
        leaf duid‑ll‑link‑layer‑address {
          type yang:mac‑address;
          description "Link‑layer address, as described in RFC2464";
        }
      }
      case duid‑uuid {
        description "DUID Based on Universally Unique Identifier
          (Type 4 ‑ DUID‑UUID).";
        reference "RFC6335 Defination of the UUID‑Based Unique
          Identifier";
        leaf uuid {
          type yang:uuid;
          description "A Universally Unique Identifier in the string
            representation, defined in RFC4122. The canonical
            representation uses lowercase characters.";
        }
      }
      case duid‑unstructured {
        description "DUID which does not follow any of the other
          structures, expressed as bytes.";
        leaf data {
          type binary;
          description "The bits to be used as the identifier.";
        }
      }

    }
    leaf active‑duid {
      config "false";
      description "The DUID which is currently in use.";
      type binary;
    }
  }
}
<CODE ENDS>




4. Security Considerations

   The YANG modules defined in this document are designed to be accessed
   via network management protocols such as NETCONF [RFC6241] or
   RESTCONF [RFC8040].  The lowest NETCONF layer is the secure transport
   layer, and the mandatory-to-implement secure transport is Secure
   Shell (SSH) [RFC6242].  The lowest RESTCONF layer is HTTPS, and the
   mandatory-to-implement secure transport is TLS [RFC8446].



   The Network Configuration Access Control Model (NACM) [RFC8341]
   provides the means to restrict access for particular NETCONF or
   RESTCONF users to a preconfigured subset of all available NETCONF or
   RESTCONF protocol operations and content.



   All data nodes defined in the YANG modules which can be created,
   modified, and deleted (i.e., config true, which is the default) are
   considered sensitive.  Write operations (e.g., edit-config) to these
   data nodes without proper protection can have a negative effect on
   network operations.



   An attacker who is able to access the DHCPv6 server can undertake
   various attacks, such as:



   *  Denial of service attacks, based on reconfiguring messages to a
      rogue DHCPv6 server.



   *  Various attacks based on reconfiguring the contents of DHCPv6
      options.  E.g., changing the address of a the DNS server supplied
      in a DHCP option to point to a rogue server.



   An attacker who is able to access the DHCPv6 relay can undertake
   various attacks, such as:



   *  Reconfiguring the relay's destination address to send messages to
      a rogue DHCPv6 server.



   *  Deleting information about a client's delegated prefix, causing a
      denial of service attack as traffic will no longer be routed to
      the client.



   Some of the readable data nodes in this YANG module may be considered
   sensitive or vulnerable in some network environments.  It is thus
   important to control read access (e.g., via get, get-config, or
   notification) to these data nodes.  These subtrees and data nodes can
   be misused to track the activity of a host:



   *  Reconfiguring the relay's destination address to send messages to
      a rogue DHCPv6 server.



   *  Information the server holds about clients with active leases:
      (dhcpv6-server/network-ranges/network-range/ address-pools/
      address-pool/active-leases)



   *  Information the relay holds about clients with active leases:
      (dhcpv6-relay/relay-if/prefix-delegation/)



   Security considerations related to DHCPv6 are discussed in [RFC8415].



   Security considerations given in [RFC7950] are also applicable here.




5. IANA Considerations

   This document registers the following YANG modules in the "YANG
   Module Names" registry [RFC6020].



name:           ietf‑dhcpv6
namespace:      urn:ietf:params:xml:ns:yang:ietf‑dhcpv6‑common
prefix:         dhcpv6
reference:      TBD

name:           ietf‑dhcpv6
namespace:      urn:ietf:params:xml:ns:yang:ietf‑dhcpv6‑server
prefix:         dhcpv6
reference:      TBD

name:           ietf‑dhcpv6
namespace:      urn:ietf:params:xml:ns:yang:ietf‑dhcpv6‑client
prefix:         dhcpv6
reference:      TBD

name:           ietf‑dhcpv6
namespace:      urn:ietf:params:xml:ns:yang:ietf‑dhcpv6‑relay
prefix:         dhcpv6
reference:      TBD

name:           ietf‑dhcpv6
namespace:
                urn:ietf:params:xml:ns:yang:ietf‑dhcpv6‑options‑
                rfc8415
prefix:         dhcpv6
reference:      TBD
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Appendix A. Example of Augmenting Additional DHCPv6 Option Definitions

   The following section provides a example of how the DHCPv6 option
   definitions can be extended for additional options.  It is expected
   that additional specficication documents will be published in the
   future for this.



   The example YANG models OPTION_SIP_SERVER_D (21) and
   OPTION_SIP_SERVER_D (21) defined in [RFC3319].  The overall structure
   is as follows:



   *  A separate grouping is used for each option.



   *  The name of the option is taken from the registered IANA name for
      the option, with an '-option' suffix added.



   *  The description field is taken from the relevant option code name
      and number.



   *  The reference section is the number and name of the RFC in which
      the DHCPv6 option is defined.



   *  The remaining fields match the fields in the DHCP option.  They
      are in the same order as defined in the DHCP option.  Where-ever
      possible, the format that is defined for the DHCP field should be
      matched by the relevant YANG type.



   *  Fields which can have multiple entries or instances are defined
      using list or leaf-list nodes.



   Below the groupings for option definitions, augment statements are
   used to add the option definitions for use in the relevant DHCP
   element's module (server, relay and/or client).  If an option is
   relevant to more than one element type, then an augment statement for
   each element is used.



   <CODE BEGINS> file example-dhcpv6-options-rfc3319.yang



module example‑dhcpv6‑options‑rfc3319 {
  yang‑version 1.1;
  namespace "urn:ietf:params:xml:ns:yang:example‑dhcpv6‑options‑rfc33
19";
  prefix "rfc3319";

  import ietf‑inet‑types {
    prefix inet;
  }

  import ietf‑dhcpv6‑server {
    prefix dhcpv6‑server;
  }

  organization "DHC WG";
  contact
    "ian.farrer@telekom.de
    godfryd@isc.org";



     description "This YANG module contains DHCPv6 options defined

       in RFC3319 that can be used by DHCPv6 servers.";



  revision 2020‑05‑26 {
    description "Version update for draft ‑11 publication and
      to align revisions across the different modules.";
    reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang‑11";
  }

  revision 2019‑10‑18 {
    description "Initial version.";
    reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang";
  }

  /*
   * Groupings
   */

  grouping sip‑server‑domain‑name‑list‑option‑group {
    container sip‑server‑domain‑name‑list‑option {
      description "OPTION_SIP_SERVER_D (21) SIP Servers Domain Name
        List";
      reference "RFC3319: Dynamic Host Configuration Protocol
        (DHCPv6) Options for Session Initiation Protocol (SIP)
        Servers";
      leaf sip‑serv‑domain‑name {
        type inet:domain‑name;
        description "sip server domain name";
      }
    }
  }

  grouping sip‑server‑address‑list‑option‑group {
    container sip‑server‑address‑list‑option {
      description "OPTION_SIP_SERVER_A (22) SIP Servers IPv6 Address
        List";
      reference "RFC3319: Dynamic Host Configuration Protocol
        (DHCPv6) Options for Session Initiation Protocol (SIP)
        Servers";
      list sip‑server {
        key sip‑serv‑id;
        description "sip server info";
        leaf sip‑serv‑id {
          type uint8;
          description "sip server id";
        }
        leaf sip‑serv‑addr {
          type inet:ipv6‑address;
          description "sip server addr";
        }
      }
    }
  }

  /*
   * Augmentations
   */

  augment "/dhcpv6‑server:dhcpv6‑server/dhcpv6‑server:option‑sets/
      dhcpv6‑server:option‑set" {
    when "../../../dhcpv6‑server:dhcpv6‑node‑type=
      'dhcpv6‑server:server'";
    uses sip‑server‑domain‑name‑list‑option‑group;
    uses sip‑server‑address‑list‑option‑group;
  }
}



   <CODE ENDS>




Appendix B. Example Vendor Specific Server Configuration Module

   This section shows how to extend the server YANG module defined in
   this document with vendor specific configuration nodes, e.g.,
   configuring access to a lease storage database.



   The example module defines additional server attributes such as name
   and description.  Storage for leases is configured using a lease-
   storage container.  It allows storing leases in one of three options:
   memory (memfile), MySQL and PosgreSQL.  For each case, the necessary
   configuration parameters are provided.



   At the end there is an augment statement which adds the vendor
   specific configuration defined in "dhcpv6-server-config:config" under
   "/dhcpv6-server:config/dhcpv6-server:vendor-config" mountpoint.



   <CODE BEGINS> file example-dhcpv6-server-config.yang



module example‑dhcpv6‑server‑config {
  yang‑version 1.1;
  namespace "urn:ietf:params:xml:ns:yang:example‑dhcpv6‑server‑config
";
  prefix "dhcpv6‑server‑config";

  import ietf‑inet‑types {
    prefix inet;
  }

  import ietf‑interfaces {
    prefix if;
  }

  import ietf‑dhcpv6‑server {
    prefix dhcpv6‑server;
  }

  organization "DHC WG";
  contact
    "cuiyong@tsinghua.edu.cn
    lh.sunlinh@gmail.com
    ian.farrer@telekom.de
    sladjana.zechlin@telekom.de
    hezihao9512@gmail.com";



     description "This YANG module defines components for the

       configuration and management of vendor/implementation specific



    DHCPv6 server functionality. As this functionality varies
    greatly between different implementations, the module
    provided as an example only.";

  revision 2020‑05‑26 {
    description "Version update for draft ‑11 publication and
      to align revisions across the different modules.";
    reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang‑11";
  }

  revision 2019‑06‑04 {
    description "";
    reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang";
  }

  /*
   * Groupings
   */

  grouping config {
    description "Parameters necessary for the configuration of a
      DHCPv6 server";
    container serv‑attributes {
      description "Contains basic attributes necessary for running a
        DHCPv6 server.";
      leaf name {
        type string;
        description "Name of the DHCPv6 server.";
      }
      leaf description {
        type string;
        description "Description of the DHCPv6 server.";
      }
      leaf ipv6‑listen‑port {
        type uint16;
        default 547;
        description "UDP port that the server will listen on.";
      }
      choice listening‑interfaces {
        default all‑interfaces;
        description "Configures which interface or addresses the
          server will listen for incoming messages on.";
        case all‑interfaces {
          container all‑interfaces {
          presence true;
          description "Configures the server to listen for
            incoming messages on all IPv6 addresses (unicats and
            multicast) on all of its network interfaces.";

          }
        }
        case interface‑list {
          leaf‑list interfaces {
            type if:interface‑ref;
            description "List of interfaces that the server will
              listen for incoming messages on. Messages addressed
              to any valid IPv6 address (unicast and multicast) will
              be received.";
          }
        }
        case address‑list {
          leaf‑list address‑list {
            type inet:ipv6‑address;
            description "List of IPv6 address(es) that the server
              will listen for incoming messages on.";
          }
        }
      }
      leaf‑list interfaces‑config {
        type if:interface‑ref;
        default "if:interfaces/if:interface/if:name";
        description "A leaf list to denote which one or more
          interfaces the server should listen on.";
      }
      container lease‑storage {
        description "Configures how the server will stores leases.";
        choice storage‑type {
          description "The type storage that will be used for lease
            information.";
          case memfile {
            description "Configuration for storing leases information
              in a CSV file.";
            leaf memfile‑name {
              type string;
              description "Specifies the absolute location
                of the lease file. The format of the string follow
                the semantics of the relevant operating system.";
            }
            leaf memfile‑lfc‑interval {
              type uint64;
              description "Specifies the interval in seconds,
                at which the server will perform a lease file cleanup
                (LFC).";
            }
          }
          case mysql {
            leaf mysql‑name {

              type string;
              description "Name of the database.";
            }
            choice mysql‑host {
              case mysql‑server‑hostname {
                leaf mysql‑hostname {
                  type inet:domain‑name;
                  default "localhost";
                  description "If the database is located on a
                    different system to the DHCPv6 server, the
                      domain name can be specified.";
                }
              }
              case mysql‑server‑address {
                leaf mysql‑address {
                  type inet:ip‑address;
                  default "::";
                  description "Configure the location of the
                    database using an IP (v6 or v6) literal
                    address";
                }
              }
            }
            leaf mysql‑username {
              type string;
              description "User name of the account under which the
                server will access the database.";
            }
            leaf mysql‑password {
              type string;
              description "Password of the account under which
                the server will access the database.";
            }
            leaf mysql‑port {
              type inet:port‑number;
              default 5432;
              description "If the database is located on a different
                system, the port number may be specified.";
            }
            leaf mysql‑lfc‑interval {
              type uint64;
              description "Specifies the interval in seconds,
                at which the server will perform a lease file cleanup
                (LFC).";
            }
            leaf mysql‑connect‑timeout {
              type uint64;
              description "Defines the timeout interval for

                connecting to the database. A longer interval can
                be specified if the database is remote.";
            }
          }
          case postgresql {
            choice postgresql‑host {
              case postgresql‑server‑hostname {
                leaf postgresql‑hostname {
                  type inet:domain‑name;
                  default "localhost";
                  description "If the database is located on a
                    different system to the DHCPv6 server, the
                    domain name can be specified.";
                }
              }
              case postgresql‑server‑address {
                leaf postgresql‑address {
                  type inet:ip‑address;
                  default "::";
                  description "Configure the location of the database
                    using an IP (v6 or v6) literal address";
                }
              }
            }
            leaf postgresql‑username {
              type string;
              description "User name of the account under which
                the server will access the database";
            }
            leaf postgresql‑password {
              type string;
              description "Password of the account under which
                the server will access the database";
            }
            leaf postgresql‑port {
              type inet:port‑number;
              default 5432;
              description "If the database is located on a different
                system, the port number may be specified";
            }
            leaf postgresql‑lfc‑interval {
              type uint64;
              description "Specifies the interval in seconds,
                at which the server will perform a lease file cleanup
                (LFC)";
            }
            leaf postgresql‑connect‑timeout {
              type uint64;

              description "Defines the timeout interval for
                connecting to the database. A longer interval can
                be specified if the database is remote.";
            }
          }
        }
      }
    }
  }

  /*
   * Augmentations
   */

  augment "/dhcpv6‑server:dhcpv6‑server/dhcpv6‑server:vendor‑config"
    {
    uses dhcpv6‑server‑config:config;
  }
}
<CODE ENDS>




Appendix C. Example definition of class selector configuration

   The module "example-dhcpv6-class-selector" provides an example of how
   vendor specific class selection configuration can be modeled and
   integrated with the "ietf-dhcpv6-server" module defined in this
   document.



   The example module defines "client-class-names" with associated
   matching rules.  A client can be classified based on "client-id",
   "interface-id" (ingress interface of the client's messages), packets
   source or destination address, relay link address, relay link
   interface-id and more.  Actually there is endless methods for
   classifying clients.  So this standard does not try to provide full
   specification for class selection, it only shows an example how it
   can be defined.



   At the end of the example augment statements are used to add the
   defined class selector rules into the overall DHCPv6 addressing
   hierarchy.  This is done in two main parts:



   *  The augmented class-selector configuration in the main DHCPv6
      Server configuration.



   *  client-class leafrefs augmented to "network-range", "address-pool"
      and "pd-pool", pointing to the "client-class-name" that is
      required.



   The mechanism is as follows: class is associated to client based on
   rules and then client is allowed to get address(es)/prefix(es) from
   given network-range/pool if the class name matches.



   <CODE BEGINS> file example-dhcpv6-class-selector.yang



module example‑dhcpv6‑class‑selector {
  yang‑version 1.1;
  namespace
    "urn:ietf:params:xml:ns:yang:example‑dhcpv6‑class‑selector";
  prefix "dhcpv6‑class‑selector";

  import ietf‑inet‑types {
    prefix inet;
  }

  import ietf‑interfaces {
    prefix if;
  }

  import ietf‑dhcpv6‑common {
    prefix dhcpv6‑common;
  }

  import ietf‑dhcpv6‑server {
    prefix dhcpv6‑server;
  }

  organization "DHC WG";
  contact
    "yong@csnet1.cs.tsinghua.edu.cn
    lh.sunlinh@gmail.com
    ian.farrer@telekom.de
    sladjana.zechlin@telekom.de
    hezihao9512@gmail.com";



     description "This YANG module defines components for the definition

       and configuration of the client class selector function for a
       DHCPv6 server.  As this functionality varies greatly between
       different implementations, the module provided as an example
       only.";



  revision 2020‑05‑26 {
    description "Version update for draft ‑11 publication and
      to align revisions across the different modules.";
    reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang‑11";
  }

  revision 2019‑06‑13 {
    description "";
    reference "I‑D: draft‑ietf‑dhc‑dhcpv6‑yang";
  }

  /*
   * Groupings
   */

  grouping client‑class‑id {
    description "Definitions of client message classification for
      authorization and assignment purposes.";
    leaf client‑class‑name {
      type string;
      description "Unique Identifier for client class identification
        list entries.";
    }
    choice id‑type {
      description "Definitions for different client identifier
        types.";
      mandatory true;
      case client‑id‑id {
        description "Client class selection based on a string literal
          client identifier.";
        leaf client‑id {
          description "String literal client identifier.";
          mandatory true;
          type string;
        }
      }
      case received‑interface‑id {
        description "Client class selection based on the incoming
          interface of the DHCPv6 message.";
        leaf received‑interface {
          description "Reference to the interface entry
            for the incoming DHCPv6 message.";
          type if:interface‑ref;
        }
      }
      case packet‑source‑address‑id {
        description "Client class selection based on the source
          address of the DHCPv6 message.";
        leaf packet‑source‑address {
          description "Source address of the DHCPv6 message.";
          mandatory true;
          type inet:ipv6‑address;
        }
      }

      case packet‑destination‑address‑id {
        description "Client class selection based on the destination
          address of the DHCPv6 message.";
        leaf packet‑destination‑address {
          description "Destination address of the DHCPv6 message.";
          mandatory true;
          type inet:ipv6‑address;
        }
      }
      case relay‑link‑address‑id {
        description "Client class selection based on the prefix
          of the link‑address field in the relay agent message
          header.";
        leaf relay‑link‑address {
          description "Prefix of the link‑address field in the relay
            agent message header.";
          mandatory true;
          type inet:ipv6‑prefix;
        }
      }
      case relay‑peer‑address‑id {
        description "Client class selection based on the value of the
          peer‑address field in the relay agent message header.";
        leaf relay‑peer‑address {
          description "Prefix of the peer‑address field
            in the relay agent message header.";
          mandatory true;
          type inet:ipv6‑prefix;
        }
      }
      case relay‑interface‑id {
        description "Client class selection based on the incoming
          interface‑id option.";
        leaf relay‑interface {
          description "Reference to the interface entry
            for the incoming DHCPv6 message.";
          type string;
        }
      }
      case user‑class‑option‑id {
        description "Client class selection based on the value of the
          OPTION_USER_CLASS(15) and its user‑class‑data field.";
        leaf user‑class‑data {
          description "Value of the enterprise‑number field.";
          mandatory true;
          type string;
        }
      }

      case vendor‑class‑present‑id {
        description "Client class selection based on the presence of
          OPTION_VENDOR_CLASS(16) in the received message.";
        leaf vendor‑class‑present {
          description "Presence of OPTION_VENDOR_CLASS(16)
            in the received message.";
          mandatory true;
          type boolean;
        }
      }
      case vendor‑class‑option‑enterprise‑number‑id {
        description "Client class selection based on the value of the
          enterprise‑number field in OPTION_VENDOR_CLASS(16).";
        leaf vendor‑class‑option‑enterprise‑number {
          description "Value of the enterprise‑number field.";
          mandatory true;
          type uint32;
        }
      }
      case vendor‑class‑option‑data‑id {
        description "Client class selection based on the value
          of a data field within a vendor‑class‑data entry
          for a matching enterprise‑number field
          in OPTION_VENDOR_CLASS(16).";
        container vendor‑class‑option‑data {
          leaf vendor‑class‑option‑enterprise‑number {
            description "Value of the enterprise‑number field
              for matching the data contents.";
            mandatory true;
            type uint32;
          }
          leaf vendor‑class‑data {
            description "Vendor class data to match.";
            mandatory true;
            type string;
          }
        }
      }
      case remote‑id {
        description "Client class selection based on the value
          of Remote‑ID .";
        container remote‑id {
          leaf vendor‑class‑option‑enterprise‑number {
            description "Value of the enterprise‑number field
              for matching the data contents.";
            mandatory true;
            type uint32;
          }

          leaf remote‑id {
            description "Remote‑ID data to match.";
            mandatory true;
            type string;
          }
        }
      }
      case client‑duid‑id {
        description "Client class selection based on the value
          of the received client DUID.";
        uses dhcpv6‑common:duid;
      }
    }
  }

  /*
   * Augmentations
   */

  augment
        "/dhcpv6‑server:dhcpv6‑server/dhcpv6‑server:class‑selector" {
    container client‑classes {
      list class {
        description "List of the client class identifiers applicable
          to clients served by this address pool";
        key client‑class‑name;
        uses dhcpv6‑class‑selector:client‑class‑id;
      }
    }
  }

  augment
      "/dhcpv6‑server:dhcpv6‑server/dhcpv6‑server:network‑ranges/
        dhcpv6‑server:network‑range" {
    leaf‑list client‑class {
      type leafref {
        path "/dhcpv6‑server:dhcpv6‑server/dhcpv6‑server:class‑select
          or/client‑classes/class/client‑class‑name";
      }
    }
  }

  augment
      "/dhcpv6‑server:dhcpv6‑server/dhcpv6‑server:network‑ranges/
      dhcpv6‑server:network‑range/dhcpv6‑server:address‑pools/
      dhcpv6‑server:address‑pool" {
    leaf‑list client‑class {
      type leafref {
        path "/dhcpv6‑server:dhcpv6‑server/dhcpv6‑server:
          class‑selector/client‑classes/class/client‑class‑name";

      }
    }
  }

  augment
      "/dhcpv6‑server:dhcpv6‑server/dhcpv6‑server:network‑ranges/
      dhcpv6‑server:network‑range/dhcpv6‑server:prefix‑pools/
      dhcpv6‑server:prefix‑pool" {
    leaf‑list client‑class {
      type leafref {
        path "/dhcpv6‑server:dhcpv6‑server/dhcpv6‑server:
          class‑selector/client‑classes/class/client‑class‑name";
      }
    }
  }
}
<CODE ENDS>
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1. Introduction

   There are several new deployment types that deal with a large number
   of devices that need to be initialized.  One of them is a scenario
   where virtual machines (VMs) are created on a massive scale.
   Typically the new VM instances are assigned a random link-layer (MAC)
   address, but that does not scale well due to the birthday paradox.
   Another use case is IoT (Internet of Things) devices (see [RFC7228]).
   The huge number of such devices would likely exhaust a vendor's OUI
   (Organizationally Unique Identifier) global address space, and while
   there is typically no need to provide global uniqueness for such
   devices, a link-layer assignment mechanism allows for conflicts to be
   avoided inside an administrative domain.  For those reasons, it is
   desired to have some form of authority that would be able to assign
   locally unique MAC addresses.



   This document proposes a new mechanism that extends DHCPv6 operation
   to handle link-layer address assignments.



   Since DHCPv6 ([RFC8415]) is a protocol that can allocate various
   types of resources (non-temporary addresses, temporary addresses,
   prefixes, as well as many options) and has the necessary
   infrastructure to maintain such allocations (numerous server and
   client implementations, large deployed relay infrastructure, and
   supportive solutions such as leasequery and failover), it is a good
   candidate to address the desired functionality.



   While this document presents a design that should be usable for any
   link-layer address type, some of the details are specific to Ethernet
   / IEEE 802 48-bit MAC addresses.  Future documents may provide
   specifics for other link-layer address types.



   The IEEE originally set aside half of the 48-bit MAC Address space
   for local use (where the U/L bit is set to 1).  In 2017, the IEEE
   published an optional specification ([IEEEStd802c-2017]) that divides
   this space into quadrants (Standards Assigned Identifier, Extended
   Local Identifier, Administratively Assigned Identifier, and a
   Reserved quadrant) - more details are in Appendix A.



   The IEEE is also working to specify protocols and procedures for
   assignment of locally unique addresses (IEEE 802.1cq).  This work may
   serve as one such protocol for assignment.  For additional
   background, see [IEEE-802-Tutorial].




2. Requirements

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.




3. Terminology

   The DHCP terminology relevant to this specification from [RFC8415]
   applies here.



address       Unless specified otherwise, an address means a link‑
              layer (or MAC) address, as defined in IEEE 802.  The
              address is typically 6 octets long, but some network
              architectures may use different lengths.



   address block A number of consecutive link-layer addresses.  An

                 address block is expressed as a first address plus a
                 number that designates the number of additional (extra)
                 addresses/ A single address can be represented by the
                 address itself and zero extra addresses.



client        A node that is interested in obtaining link‑layer
              addresses.  It implements the basic DHCP mechanisms
              needed by a DHCP client as described in [RFC8415] and
              supports the new options (IA_LL and LLADDR, see below)
              specified in this document.  The client may or may not
              support IPv6 address assignment and prefix delegation
              as specified in [RFC8415].

IA_LL         Identity Association for Link‑Layer Address: an
              identity association (IA) used to request or assign
              link‑layer addresses.  See Section 10.1 for details on
              the IA_LL option.

LLADDR        Link‑layer address option that is used to request or
              assign a block of link‑layer addresses.  See
              Section 10.2 for details on the LLADDR option.

server        A node that manages link‑layer address allocation and
              is able to respond to client queries.  It implements
              basic DHCP server functionality as described in
              [RFC8415] and supports the new options (IA_LL and
              LLADDR) specified in this document.  The server may or
              may not support IPv6 address assignment and prefix
              delegation as specified in [RFC8415].




4. Deployment scenarios and mechanism overview

   This mechanism is designed to be generic and usable in many
   deployments, but there are two scenarios it attempts to address in
   particular: (i) proxy client mode, and (ii) direct client mode.




4.1. Proxy client mode scenario

   This mode is used when an entity acts as a DHCP client and requests
   available DHCP servers to assign one or more addresses (an address
   block), to be then assigned for use by the final end-devices.  Large-
   scale virtualization is one application scenario for proxy client
   mode.  In such environments the governing entity is often called a
   hypervisor and is frequently required to spawn new VMs.  The
   hypervisor needs to assign new addresses to those machines.  The
   hypervisor does not use those addresses for itself, but rather uses
   them to create new VMs with appropriate addresses.  It is worth
   pointing out the cumulative nature of this scenario.  Over time, the
   hypervisor is likely to increase its address usage.  Some obsolete
   VMs will be deleted and their addresses will be eligible for reuse
   for new VMs.




4.2. Direct client mode scenario

   This mode can be used when an entity acts as a DHCP client and
   requests available DHCP servers to assign one or more addresses (an
   address block) for its use.  This usage scenario is related to IoT,
   as described earlier (see Section 1).  Upon first boot, the device
   uses a temporary address, as described in [IEEE-802.11-02-109r0], to
   send initial DHCP packets to available DHCP servers.  Then, such
   devices would typically request a single address for each available
   network interface, which typically means one address per device.
   Once the server assigns an address, the device abandons its temporary
   address and uses the assigned (leased) address.



   Note that a client that operates as above that does not have a
   globally unique link-layer address on any of its interfaces MUST NOT
   use a link-layer based DUID (DHCP Unique Identifier), i.e., DUID-LLT
   or DUID-LL, for its client identifier.  As of this writing, this
   means such a device MUST use a DUID-EN or DUID-UUID (though new DUID
   types may be defined in the future).  For more details, refer to
   Section 11 of [RFC8415].



   Also, a client that operates as above may run into issues if the
   switch it is connected to prohibits or restricts link-layer address
   changes.  This may limit where this capability can be used, or may
   require the administrator to adjust the configuration of the
   switch(es) to allow a change in address.




4.3. Mechanism Overview

   In all scenarios the protocol operates in fundamentally the same way.
   The device requesting an address, acting as a DHCP client, will send
   a Solicit message with a IA_LL option to all available DHCP servers.
   That IA_LL option MUST include a LLADDR option specifying the link-
   layer-type and link-layer-len and may specify a specific address or
   address block as a hint for the server.  Each available server
   responds with an Advertise message with offered address or addresses.
   The client then picks the best server, as governed by [RFC8415], and
   will send a Request message.  The target server will then assign the
   addresses and send a Reply message.  Upon reception, the client can
   start using those addresses.



   Normal DHCP mechanisms are in use.  The client is expected to
   periodically renew the addresses as governed by T1 and T2 timers.
   This mechanism can be administratively disabled by the server sending
   "infinity" as the T1 and T2 values (see Section 7.7 of [RFC8415]).



   The client can release addresses when they are no longer needed by
   sending a Release message (see Section 18.2.7 of [RFC8415]).



   Figure 1, taken from [RFC8415], shows a timeline diagram of the
   messages exchanged between a client and two servers for the typical
   lifecycle of one or more leases



           Server                          Server
       (not selected)      Client        (selected)

             v               v               v
             |               |               |
             |     Begins initialization     |
             |               |               |
start of     | _____________/|\_____________ |
4‑message    |/ Solicit      | Solicit      \|
exchange     |               |               |
         Determines          |          Determines
        configuration        |         configuration
             |               |               |
             |\              |  ____________/|
             | \________     | /Advertise    |
             | Advertise\    |/              |
             |           \   |               |
             |      Collects Advertises      |
             |             \ |               |
             |     Selects configuration     |
             |               |               |
             | _____________/|\_____________ |
             |/ Request      |  Request     \|
             |               |               |
             |               |     Commits configuration
             |               |               |
end of       |               | _____________/|
4‑message    |               |/ Reply        |
exchange     |               |               |
             |    Initialization complete    |
             |               |               |
             .               .               .
             .               .               .
             |   T1 (Renewal) Timer Expires  |
             |               |               |
2‑message    | _____________/|\_____________ |
exchange     |/ Renew        |  Renew       \|
             |               |               |

             |               | Commits extended lease(s)
             |               |               |
             |               | _____________/|
             |               |/ Reply        |
             .               .               .
             .               .               .
             |               |               |
             |      Graceful shutdown        |
             |               |               |
2‑message    | _____________/|\_____________ |
exchange     |/ Release      |  Release     \|
             |               |               |
             |               |         Discards lease(s)
             |               |               |
             |               | _____________/|
             |               |/ Reply        |
             |               |               |
             v               v               v



   Figure 1: Timeline diagram of the messages exchanged between a client

      and two servers for the typical lifecycle of one or more leases



   Confirm, Decline, and Information-Request messages are not used in
   link-layer address assignment.



   Clients implementing this mechanism SHOULD use the Rapid Commit
   option as specified in Section 5.1 and 18.2.1 of [RFC8415].



   An administrator may make the address assignment permanent by
   specifying use of infinite lifetimes, as defined in Section 7.7 of
   [RFC8415].



   Devices supporting this proposal MAY support the reconfigure
   mechanism, as defined in Section 18.2.11 of [RFC8415].  If supported
   by both server and client, this mechanism allows the administrator to
   immediately notify clients that the configuration has changed and
   triggers retrieval of relevant changes immediately, rather than after
   the T1 timer elapses.  Since this mechanism requires implementation
   of Reconfigure Key Authentication Protocol (See Section 20.4 of
   [RFC8415]), small-footprint devices may choose to not support it.




5. Design Assumptions

   One of the essential aspects of this mechanism is its cumulative
   nature, especially in the hypervisor scenario.  The server-client
   relationship does not look like other DHCP transactions.  This is
   especially true in the hypervisor scenario.  In a typical
   environment, there would be one server and a rather small number of
   hypervisors, possibly even only one.  However, over time the number
   of addresses requested by the hypervisor(s) will likely increase as
   new VMs are spawned.



   Another aspect crucial for efficient design is the observation that a
   single client acting as hypervisor will likely use thousands of
   addresses.  Therefore an approach similar to what is used for IPv6
   address or prefix assignment (IA container with all assigned
   addresses listed, one option for each address) would not work well.
   Therefore the mechanism should operate on address blocks, rather than
   single values.  A single address can be treated as an address block
   with just one address.



   The DHCP mechanisms are reused to large degree, including message and
   option formats, transmission mechanisms, relay infrastructure and
   others.  However, a device wishing to support only link-layer address
   assignment is not required to support full DHCP.  In other words, the
   device may support only assignment of link-layer addresses, but not
   IPv6 addresses or prefixes.




6. Information Encoding

   A client MUST send a LLADDR option encapsulated in an IA_LL option to
   specify the link-layer-type and link-layer-len values.  For link-
   layer-type 1 (Ethernet / IEEE 802 48-bit MAC addresses), a client
   sets the link-layer-address field to:



   1.  00:00:00:00:00:00 (all zeroes) if the client has no hint as to
       the starting address of the unicast address block.  This address
       has the IEEE 802 individual/group bit set to 0 (individual).



   2.  Any other value to request a specific block of address starting
       with the specified address



   A client sets the extra-addresses field to either 0 for a single
   address or the size of the requested address block minus 1.



   A client SHOULD set the valid-lifetime field to 0 (this field MUST be
   ignored by the server).




7. Requesting Addresses

   The addresses are assigned in blocks.  The smallest block is a single
   address.  To request an assignment, the client sends a Solicit
   message with an IA_LL option in the message.  The IA_LL option MUST
   contain a LLADDR option as specified in Section 6.



   The server, upon receiving an IA_LL option, inspects its content and
   may offer an address or addresses for each LLADDR option according to
   its policy.  The server MAY take into consideration the address block
   requested by the client in the LLADDR option.  However, the server
   MAY chose to ignore some or all parameters of the requested address
   block.  In particular, the server may send a different starting
   address than requested, or grant a smaller number of addresses than
   requested.  The server sends back an Advertise message an IA_LL
   option containing an LLADDR option that specifies the addresses being
   offered.  If the server is unable to provide any addresses it MUST
   return the IA_LL option containing a Status Code option (see
   Section 21.13 of [RFC8415]) with status set to NoAddrsAvail.



   The client MUST be able to handle an Advertise message containing a
   smaller number of addresses, or an address or addresses different
   from those requested.



   The client waits for available servers to send Advertise responses
   and picks one server as defined in Section 18.2.9 of [RFC8415].  The
   client then sends a Request message that includes the IA_LL container
   option with the LLADDR option copied from the Advertise message sent
   by the chosen server.



   Upon reception of a Request message with IA_LL container option, the
   server assigns requested addresses.  The server allocates block of
   addresses according to its configured policy.  The server MAY assign
   a different block than requested in the Request message.  It then
   generates and sends a Reply message back to the client.



   Upon receiving a Reply message, the client parses the IA_LL container
   option and may start using all provided addresses.  It MUST restart
   its T1 and T2 timers using the values specified in the IA_LL option.



   The client MUST be able to handle a Reply message containing a
   smaller number of addresses, or an address or addresses different
   from those requested.



   A client that has included a Rapid Commit option in the Solicit, may
   receive a Reply in response to the Solicit and skip the Advertise and
   Request steps above (see Section 18.2.1 of [RFC8415]).



   A client that changes its link-layer address on an interface SHOULD
   follow the recommendations in Section 7.2.6 of [RFC4861] to inform
   its neighbors of the new link-layer address quickly.




8. Renewing Addresses

   Address renewals follow the normal DHCP renewals processing described
   in Section 18.2.4 of [RFC8415].  Once the T1 timer elapses, the
   client starts sending Renew messages with the IA_LL option containing
   a LLADDR option for the address block being renewed.  The server
   responds with a Reply message that contains the renewed address
   block.  The server MUST NOT shrink or expand the address block - once
   a block is assigned and has a non-zero valid lifetime, its size,
   starting address, and ending address MUST NOT change.



   If the requesting client needs additional addresses -- e.g., in the
   hypervisor scenario because addresses need to be assigned to new VMs
   -- the simpler approach is for the requesting device to keep the
   address blocks as atomic once "leased".  Therefore, if a client wants
   more addresses at a later stage, it SHOULD send an IA_LL option with
   a different IAID to create another "container" for more addresses.



   If the client is unable to Renew before the T2 timer elapses, it
   starts sending Rebind messages as described in 18.2.5 of [RFC8415].




9. Releasing Addresses

   The client may decide to release a leased address block.  A client
   MUST release the whole block in its entirety.  A client releases an
   address block by sending a Release message that includes the IA_LL
   option containing the LLADDR option for the address block to release.
   The Release transmission mechanism is described in Section 18.2.7 of
   [RFC8415].




10. Option Definitions

   This mechanism uses an approach similar to the existing mechanisms in
   DHCP.  There is one container option (the IA_LL option) that contains
   the actual address or addresses, represented by an LLADDR option.
   Each such option represents an address block, which is expressed as a
   first address with a number that specifies how many additional
   addresses are included.




10.1. Identity Association for Link-Layer Addresses Option

   The Identity Association for Link-Layer Addresses option (IA_LL
   option) is used to carry one or more IA_LL options, the parameters
   associated with the IA_LL, and the address blocks associated with the
   IA_LL.



   The format of the IA_LL option is:



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|          OPTION_IA_LL         |          option‑len           |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                        IAID (4 octets)                        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                          T1 (4 octets)                        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                          T2 (4 octets)                        |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
.                                                               .
.                         IA_LL‑options                         .
.                                                               .
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                       Figure 2: IA_LL Option Format



option‑code     OPTION_IA_LL (tbd1).

option‑len      12 + length of IA_LL‑options field.

IAID            The unique identifier for this IA_LL; the IAID must
                be unique among the identifiers for all of this
                client's IA_LLs.  The number space for IA_LL IAIDs is
                separate from the number space for other IA option
                types (i.e., IA_NA, IA_TA, and IA_PD).  A 4‑octet
                field containing an unsigned integer.

T1              The time at which the client should contact the
                server from which the addresses in the IA_LL were
                obtained to extend the valid lifetime of the
                addresses assigned to the IA_LL; T1 is a time
                duration relative to the current time expressed in
                units of seconds.  A 4‑octet field containing an
                unsigned integer.

T2              The time at which the client should contact any
                available server to extend the valid lifetime of the
                addresses assigned to the IA_LL; T2 is a time
                duration relative to the current time expressed in
                units of seconds.  A 4‑octet field containing an
                unsigned integer.

IA_LL‑options   Options associated with this IA_LL.  A variable
                length field (12 octets less than the value in the
                option‑len field).



   An IA_LL option may only appear in the options area of a DHCP
   message.  A DHCP message may contain multiple IA_LL options (though
   each must have a unique IAID).



   The status of any operations involving this IA_LL is indicated in a
   Status Code option (see Section 21.13 of [RFC8415]) in the IA_LL-
   options field.



   Note that an IA_LL has no explicit "lifetime" or "lease length" of
   its own.  When the valid lifetimes of all of the addresses in an
   IA_LL have expired, the IA_LL can be considered as having expired.
   T1 and T2 are included to give servers explicit control over when a
   client recontacts the server about a specific IA_LL.



   In a message sent by a client to a server, the T1 and T2 fields
   SHOULD be set to 0.  The server MUST ignore any values in these
   fields in messages received from a client.



   In a message sent by a server to a client, the client MUST use the
   values in the T1 and T2 fields for the T1 and T2 times, unless those
   values in those fields are 0.  The values in the T1 and T2 fields are
   the number of seconds until T1 and T2.



   As per Section 7.7 of [RFC8415]), the value 0xffffffff is taken to
   mean "infinity" and should be used carefully.



   The server selects the T1 and T2 times to allow the client to extend
   the lifetimes of any address block in the IA_LL before the lifetimes
   expire, even if the server is unavailable for some short period of
   time.  Recommended values for T1 and T2 are .5 and .8 times the
   shortest valid lifetime of the address blocks in the IA that the
   server is willing to extend, respectively.  If the "shortest" valid
   lifetime is 0xffffffff ("infinity"), the recommended T1 and T2 values
   are also 0xffffffff.  If the time at which the addresses in an IA_LL
   are to be renewed is to be left to the discretion of the client, the
   server sets T1 and T2 to 0.  The client MUST follow the rules defined
   in Section 14.2 in [RFC8415].



   If a client receives an IA_LL with T1 greater than T2, and both T1
   and T2 are greater than 0, the client discards the IA_LL option and
   processes the remainder of the message as though the server had not
   included the invalid IA_LL option.




10.2. Link-Layer Addresses Option

   The Link-Layer Addresses option is used to specify an address block
   associated with a IA_LL.  The option must be encapsulated in the
   IA_LL-options field of an IA_LL option.  The LLaddr-options fields
   encapsulates those options that are specific to this address block.



   The format of the Link-Layer Addresses option is:



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|          OPTION_LLADDR        |          option‑len           |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|       link‑layer‑type         |        link‑layer‑len         |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
.                                                               .
.                     link‑layer‑address                        .
.                                                               .
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                      extra‑addresses                          |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                      valid‑lifetime                           |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
.                                                               .
.                      LLaddr‑options                           .
.                                                               .
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                      Figure 3: LLADDR Option Format



option‑code     OPTION_LLADDR (tbd2).

option‑len      12 + link‑layer‑len field (typically 6) + length of
                LLaddr‑options field.  Assuming a typical link‑layer
                address of 6 is used and there are no extra options,
                length should be equal to 18.



   link-layer-type The link-layer type MUST be a valid hardware type

                   assigned by the IANA, as described in [RFC5494] and
                   in the "Hardware Types" table at
                   https://www.iana.org/assignments/arp-parameters.  A
                   2-octet field containing an unsigned integer.



link‑layer‑len  Specifies the length, in octets, of the link‑layer‑
                address field (typically 6, for a link‑layer‑type of
                1 (Ethernet)).  A 2‑octet field containing an
                unsigned integer.

link‑layer‑address  Specifies the link‑layer address that is being
                requested or renewed, or a special value to request
                any address.  For a link‑layer type of 1 (Ethernet /



                   IEEE 802 48-bit MAC addresses), see Section 6 for
                   details on these values.  In responses from a server,
                   this value specifies the first address allocated.



   extra-addresses Number of additional addresses that follow the

                   address specified in link-layer-address.  For a
                   single address, 0 is used.  For example: link-layer-
                   address: 02:04:06:08:0a and extra-addresses 3
                   designates a block of 4 addresses, starting from
                   02:04:06:08:0a and ending with 02:04:06:08:0d
                   (inclusive).  In responses from a server, this value
                   specifies the number of additional addresses
                   allocated.  A 4-octet field containing an unsigned
                   integer.



valid‑lifetime  The valid lifetime for the address(es) in the option,
                expressed in units of seconds.  A 4‑octet field
                containing an unsigned integer.

LLaddr‑options  Any encapsulated options that are specific to this
                particular address block.  Currently there are no
                such options defined, but there may be in the future.



   In a message sent by a client to a server, the valid lifetime field
   SHOULD be set to 0.  The server MUST ignore any received value.



   In a message sent by a server to a client, the client MUST use the
   value in the valid lifetime field for the valid lifetime for the
   address block.  The value in the valid lifetime field is the number
   of seconds remaining in the lifetime.



   As per Section 7.7 of [RFC8415], the valid lifetime of 0xffffffff is
   taken to mean "infinity" and should be used carefully.



   More than one LLADDR option can appear in an IA_LL option.




11. Selecting Link-Layer Addresses for Assignment to an IA_LL

   A server selects link-layer addresses to be assigned to an IA_LL
   according to the assignment policies determined by the server
   administrator.



   Link-layer addresses are typically specific to a link and the server
   SHOULD follow the steps in Section 13.1 of [RFC8415] to determine the
   client's link.



   For Ethernet / IEEE 802 MAC addresses, a server MAY use additional
   options supplied by a relay agent or client to select the quadrant
   (see Appendix A) from which addresses are to be assigned.  This MAY
   include new options, such as those specified in
   [I-D.ietf-dhc-slap-quadrant].




12. IANA Considerations

   IANA is requested to assign the OPTION_IA_LL (tbd1) option code from
   the DHCPv6 "Option Codes" registry maintained at
   http://www.iana.org/assignments/dhcpv6-parameters and use the
   following data when adding the option to the registry:




Value:             tbd1
Description:       OPTION_IA_LL
Client ORO:        No
Singleton Option:  No
Reference:         this document




   IANA is requested to assign the OPTION_LLADDR (tbd2) option code from
   the DHCPv6 "Option Codes" registry maintained at
   http://www.iana.org/assignments/dhcpv6-parameters and use the
   following data when adding the option to the registry:




Value:             tbd2
Description:       OPTION_LLADDR
Client ORO:        No
Singleton Option:  No
Reference:         this document





13. Security Considerations

   See [RFC8415] and [RFC7227] for the DHCP security considerations.
   See [RFC8200] for the IPv6 security considerations.



   There is a possibility of the same link-layer address being used by
   more than one device if not all parties on a link use this mechanism
   to obtain an address from the space assigned to the DHCP server.
   Note that this issue would exist on these networks even if DHCP were
   not used to obtain the address.  See [IEEE-802.11-02-109r0] for
   techniques that can be used on 802.11 networks to probe for and avoid
   collisions.



   Server implementations SHOULD consider configuration options to limit
   the maximum number of addresses to allocate (both in a single request
   and in total) to a client.  However, note that this does not prevent
   a bad client actor from pretending to be many different clients and
   consuming all available addresses.




14. Privacy Considerations

   See [RFC8415] for the DHCP privacy considerations.



   For a client requesting a link-layer address directly from a server,
   as the address assigned to a client will likely be used by the client
   to communicate on the link, the address will be exposed to those able
   to listen in on this communication.  For those peers on the link that
   are able to listen in on the DHCP exchange, they would also be able
   to correlate the client's identity (based on the DUID used) with the
   assigned address.  Additional mechanisms, such as the ones described
   in [RFC7844] can also be used.
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Appendix A. IEEE 802c Summary

   This appendix provides a brief summary of IEEE 802c from
   [IEEEStd802c-2017].



   The original IEEE 802 specifications assigned half of the 48-bit MAC
   address space to local use -- these addresses have the U/L bit set to
   1 and are locally administered with no imposed structure.



   In 2017, the IEEE issued the 802c specification which defines a new
   "optional Structured Local Address Plan (SLAP) that specifies
   different assignment approaches in four specified regions of the
   local MAC address space."  Under this plan, there are 4 SLAP
   quadrants that use different assignment policies.



   The first octet of the MAC address Z and Y bits define the quadrant
   for locally assigned addresses (X-bit is 1).  In IEEE representation,
   these bits are as follows:



LSB                MSB
M  X  Y  Z  ‑  ‑  ‑  ‑
|  |  |  |
|  |  |  +‑‑‑‑‑‑‑‑‑‑‑‑ SLAP Z‑bit
|  |  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ SLAP Y‑bit
|  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ X‑bit (U/L) = 1 for locally assigned
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ M‑bit (I/G) (unicast/group)



                            Figure 4: SLAP Bits



   The SLAP quadrants are:



+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Quadrant | Y‑bit | Z‑bit | Local Identifier Type | Local          |
|          |       |       |                       | Identifier     |
+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|       01 | 0     | 1     | Extended Local        | ELI            |
|       11 | 1     | 1     | Standard Assigned     | SAI            |
|       00 | 0     | 0     | Administratively      | AAI            |
|          |       |       | Assigned              |                |
|       10 | 1     | 0     | Reserved              | Reserved       |
+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                              SLAP Quadrants



   Extended Local Identifier (ELI) derived MAC addresses are based on an
   assigned Company ID (CID), which is 24-bits (including the M, X, Y,
   and Z bits) for 48-bit MAC addresses.  This leaves 24-bits for the
   locally assigned address for each CID for unicast (M-bit = 0) and
   also for multicast (M-bit = 1).  The CID is assigned by the IEEE RA.



   Standard Assigned Identifier (SAI) derived MAC addresses are assigned
   by a protocol specified in an IEEE 802 standard.  For 48-bit MAC
   addresses, 44 bits are available.  Multiple protocols for assigning
   SAIs may be specified in IEEE standards.  Coexistence of multiple
   protocols may be supported by limiting the subspace available for
   assignment by each protocol.



   Administratively Assigned Identifier (AAI) derived MAC addresses are
   assigned locally.  Administrators manage the space as needed.  Note
   that multicast IPv6 packets ([RFC2464]) use a destination address
   starting in 33-33 and this falls within this space and therefore
   should not be used to avoid conflict with IPv6 multicast addresses.
   For 48-bit MAC addresses, 44 bits are available.



   The last quadrant is reserved for future use.  While this quadrant
   may also be used for AAI space, administrators should be aware that
   future specifications may define alternate uses that could be
   incompatible.
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1. Introduction

   The IP address plays a significant role in the communication of the
   Internet.  IP address generation is also closely related to the
   manageability, security, privacy protection, and traceability of
   networks.  Dynamic Host Configuration Protocol for IPv6 (DHCPv6)
   [RFC8415] is a critical network protocol that can be used to
   dynamically provide IPv6 addresses and other network configuration
   parameters to IPv6 nodes.  DHCPv6 continues to be extended and
   improved through new options, protocols, and message processing
   mechanisms.



   Although DHCPv6 provides more and more comprehensive functionalities
   and DHCPv6 server softwares also provide extension interfaces to
   allow administrators to alter and customize the way how they handle
   and respond to DHCPv6 messages, there is still a lack of
   comprehensive insight into where and how to conduct extensions in
   DHCPv6 effectively.  The extensions to DHCPv6 can be various
   according to multiple and varied requirements.  The goal of multi-
   requirement extensions for DHCPv6 is to use simple interfaces to
   define and support more extensions without changing the basic design
   of DHCPv6.  Therefore, a detailed analysis is required to clarify the
   problems, design principles, and extract and unify the design
   specifications to help better solve the multi-requirement extension
   problems.



   In summary, multi-requirement extensions for DHCPv6 can be conducted
   to support the administrator's self-defined functionalities.  As
   DHCPv6 is an essential and useful protocol related to IPv6 addresses
   generation, it can provide more extended and flexible features to
   meet administrators' requirements.  According to well-designed
   principles, extended interfaces can be defined to support more self-
   defined multi-requirement extensions without sacrificing the
   stability of DHCPv6.



   Some people would suggest administrators modify the open-source
   DHCPv6 servers to solve their problems.  However, a considerable
   amount of time will be taken to understand the open-source DHCPv6
   server codes, not to say the consuming time debugging the bugs,
   failures or system crash caused by modifying the complicated modules.
   Another problem is that as the open-source software evolves, the
   source codes of the server softwares may change (new functionalities
   or fixing bugs).  Users may need to re-write their codes once the
   latest version of open-source server softwares come out
   [kea_dhcp_hook_developers_guide].  Hence, the multi-requirement
   extensions for DHCPv6 to solve administrators' specific problems are
   essential and significant.



   This document provides a survey of current extension practices and
   typical DHCPv6 server softwares on extensions and gives DHCPv6
   extension considerations by defining a DHCPv6 general model,
   discussing the extension problems, and presenting extension cases.




2. Terminology

   Familiarity with DHCPv6 and its terminology, as defined in [RFC8415],
   is assumed.




3. Current Extension Practices


3.1. Standardized and Non-standardized DHCPv6 Extension Cases

   Many documents attempt to extend DHCPv6.  They can be classified into
   three categories.



Extended options    Most extensions for DHCPv6 are implemented in
                    this way.  New‑defined options carry specific
                    parameters in DHCPv6 messages, which helps DHCPv6
                    clients or servers know the detailed situation
                    with each other.

Extended messages   Some documents define new protocols that aim to
                    achieve specific goals, e.g., active leasequery
                    [RFC7653], General Address Generation and
                    Management System [GAGMS].

Extended entities   Some documents introduce third‑party entities
                    into the communications of DHCPv6 to achieve
                    specific goals and provide better services, e.g.,
                    authentication [RFC7037].




3.2. Current DHCPv6 Server Software Cases

   A lot of commercial and open source DHCPv6 servers exist, including
   Cisco Prime Network Registrar (CPNR) DHCP [CPNR], DHCP Broadband
   [DHCP_Broadband], FreeRADIUS DHCP [FreeRADIUS_DHCP], ISC DHCP
   [ISC_DHCP], Kea DHCP [Kea_DHCP], Microsoft DHCP [Microsoft_DHCP],
   Nominum DHCP [Nominum_DHCP], VitalQIP [VitalQIP], and WIDE DHCPv6
   [WIDE_DHCPv6].  Commercial and open-source DHCPv6 software often
   considers the extensions of DHCPv6 servers because they cannot always
   meet the requirements that the administrators want.  For example,
   CPNR DHCP server provides extension APIs and allows administrators to
   write extensions and functions to alter and customize how it handles
   and responds to DHCP requests.  A network operator usually decides
   what packet process to modify, how to modify, and which extension
   point to attach the extension.  Then the network operator writes the
   extension and adds the well-written extension to the extension point
   of the DHCP server.  Finally, the network operator reloads the DHCP
   server and debugs whether the server runs as it expects.  Similarly,
   Kea DHCP provides hook mechanisms, a well-designed interface for
   third-party code, to solve the problem that the DHCP server does not
   quite do what a network operator require.




4. Extension Discussion

   This section elaborates multi-requirement extensions for DHCPv6.
   Section 4.1 describes the general model of DHCPv6, while Section 4.2
   analyzes the extension points and requirements.




4.1. DHCPv6 General Model

   Figure 1 summarizes the DHCPv6 general model and its possible
   extensions: messages, options, message processing functions, and
   address generation mechanisms.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+                  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  DHCPv6 client  | DHCPv6 messages  |  DHCPv6 relay  |
| +‑‑‑‑‑‑‑‑‑‑‑‑‑+ |   with options   | +‑‑‑‑‑‑‑‑‑‑‑‑+ | External inputs
| |  Message    | |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>| |  Message   | |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
| | processing  | |                  | | relaying   | | e.g., RADIUS
| | functions   | |                  | | functions  | | option [RFC7037]
| +‑‑‑‑‑‑‑‑‑‑‑‑‑+ |                  | +‑‑‑‑‑‑‑‑‑‑‑‑+ |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+                  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
                                              ^
                              DHCPv6 messages |
                                with options  |
                                              |
                                              V
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+               +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|                 |   Extended    |        DHCPv6 server       |
|                 |   messages    | +‑‑‑‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑‑+ |
|External entities|<‑‑‑‑‑‑‑‑‑‑‑‑‑>| |  Address  | | Message  | |
|                 |  e.g., Active | | generation| |processing| |
|                 |  leasequery   | | mechanisms| |functions | |
|                 |  [RFC7653]    | +‑‑‑‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑‑+ |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+               +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



        Figure 1: DHCPv6 general model and its possible extensions.




4.2. Extension Points


4.2.1. Messages

   On the one hand, new messages can be designed and added to the DHCPv6
   protocol to enrich its functionalities.  For example, [RFC5007]
   defines new leasequery messages to allow a requestor to retrieve
   information on the bindings for a client from one or more servers.
   [RFC5460] expands on the Leasequery protocol by defines new messages
   and allowing for bulk transfer of DHCPv6 binding data via TCP.
   [RFC7653] defines active leasequery messages to keep the requestor up
   to date with DHCPv6 bindings.  [RFC8156] defines failover messages to
   provide a mechanism for running two servers with the capability for
   either server to take over clients' leases in case of server failure
   or network partition.



   On the other hand, people are concerned about the security and
   privacy issues of the DHCPv6 protocol.  [RFC7824] describes the
   privacy issues associated with the use of DHCPv6, respectively.
   DHCPv6 does not provide privacy protection on messages and options.
   Other nodes can see the options transmitted in DHCPv6 messages
   between DHCPv6 clients and servers.  Extended messages can be
   designed to secure exchanges between DHCPv6 entities.




4.2.2. Options

   DHCPv6 allows defining options to transmit parameters between DHCPv6
   entities for common requirements, e.g., DNS configurations [RFC3646],
   NIS configurations [RFC3898], SNTP configurations [RFC4075], relay
   agent subscriber-id [RFC4580], relay agent remote-id [RFC4649], FQDN
   configurations [RFC4704], relay agent echo request [RFC4994], network
   boot [RFC5970], Relay-Supplied Options [RFC6422], virtual subnet
   selection [RFC6607], client link-layer address [RFC6939], and
   softwire source binding prefix hint [RFC8539].  Also, these
   parameters may come from external entities.  For example, [RFC7037]
   defines RADIUS option to exchange authorization and identification
   information between the DHCPv6 relay agent and DHCPv6 server.



   In other cases, network operators may require DHCPv6 messages to
   transmit some self-defined options between clients and servers.
   Currently, the vendor-specific information option allows clients and
   servers to exchange vendor-specific information.  Therefore,
   administrative domains can define and use the sub-options of the
   vendor-specific information option to serve their private purposes.
   The content of the self-defined options may come from two sources:
   devices and users.  If the content of self-defined options comes from
   users, two methods can be used to solve the problem.  The first one
   is that the clients provide related interfaces to receive such
   information, which is currently merely supported.  The second one is
   that DHCPv6 relays obtain such information and add it to the clients'
   requests.  But this always depends on other protocols to allow DHCPv6
   relays to get the information first.




4.2.3. Message Processing Functions

   Although current commercial or open-source DHCPv6 server softwares
   provide comprehensive functionalities, they still cannot meet all
   customers' requirements of processing DHCPv6 requests.  Therefore,
   they will offer interfaces that customers can use to write their
   specific extensions to affect the way how DHCPv6 servers handle and
   respond to DHCP requests.  For example, a network operator may want
   his DHCPv6 server to communicate with external servers.  Thus, he may
   alter his DHCPv6 server through the given extensions to achieve such
   a goal.  However, not all DHCPv6 software considers this extension.




4.2.4. Address Generation Mechanisms

   Currently, the DHCPv6 servers assign addresses, prefixes and other
   configuration options according to their configured policies.
   Generally, different networks may prefer different address generation
   mechanisms.  Several address generation mechanisms for SLAAC
   [RFC4862] (e.g., IEEE 64-bit EUI-64 [RFC2464], Constant, semantically
   opaque [Microsoft], Temporary [RFC4941], and Stable, semantically
   opaque [RFC7217]) proposed for different requirements can be utilized
   in DHCPv6 protocol as well.  Note that [RFC7943] is the DHCPv6
   version of Stable, semantically opaque [RFC7217].  The many types of
   IPv6 address generation mechanisms available have brought about
   flexibility and diversity.  Therefore, corresponding interfaces could
   be open and defined to allow other address generation mechanisms to
   be configured.




5. Extension Cases

   Administrative domains may enforce local policies according to their
   requirements, e.g., authentication, accountability.  Several kinds of
   multi-requirement extensions are presented in this section, including
   configurations in current DHCPv6 software, option definition and
   server modification, and message definition between DHCPv6 entities
   and third-party entities.



   Currently, many DHCPv6 servers provide administrative mechanisms,
   e.g., host reservation and client classification.  Host reservation
   is often used to assign certain parameters (e.g., IP addresses) to
   specific devices.  Client classification is often used to
   differentiate between different types of clients and treat them
   accordingly in certain cases.



   More complicated extensions of DHCPv6 are needed to meet specific
   requirements.  For example, considering such a requirement that
   DHCPv6 servers assign IPv6 addresses generated by user identifiers to
   the clients in a network to hold users accountable, two extensions
   should be fulfilled to meet this requirement.  The first one is that
   clients send their user identifiers to servers.  This can be achieved
   by defining and using sub-options of vendor-specific information
   option.  The second one is that servers use user identifiers to
   generate IP addresses.  To achieve this goal, extension mechanisms
   provided by the server software such as extension points in CPNR
   [CPNR] and hook mechanisms in Kea DHCP [Kea_DHCP] can be used.



   Some extensions for DHCPv6 may need the support of third-party
   entities.  For example, [RFC7037] introduces RADIUS entities into the
   message exchanges between DHCPv6 entities for better service
   provision.  The authentication in [RFC7037] can also be used to meet
   the accountability requirement mentioned above because it is
   important to authenticate users first before assigning IP addresses
   generated from user identifiers.  Usually, this kind of extension
   requires the definition of messages communicated between DHCPv6
   entities and third-party entities, e.g., active leasequery [RFC7653].
   IPv6 addresses are related to manageability, security, traceability,
   and accountability of networks.  As DHCPv6 assigns IPv6 addresses to
   IPv6 nodes, it is important that DHCPv6 provides interfaces to allow
   administrative domains to conduct extensions to meet their multi-
   requirements.




6. Security Considerations

   Security issues related with DHCPv6 are described in Section 22 of
   [RFC8415].




7. IANA Considerations

   This document does not include an IANA request.
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Abstract

   The IEEE originally structured the 48-bit MAC address space in such a
   way that half of it was reserved for local use.  Recently, the IEEE
   has been working on a new specification (IEEE 802c) which defines a
   new optional "Structured Local Address Plan" (SLAP) that specifies
   different assignment approaches in four specified regions of the
   local MAC address space.



   The IEEE is working on mechanisms to allocate addresses in the one of
   these quadrants (IEEE 802.1CQ).  There is work also in the IETF on
   specifying a new mechanism that extends DHCPv6 operation to handle
   the local MAC address assignments.  We complement this work by
   defining a mechanism to allow choosing the SLAP quadrant to use in
   the allocation of the MAC address to the requesting device/client.



   This document proposes extensions to DHCPv6 protocols to enable a
   DHCPv6 client or a DHCPv6 relay to indicate a preferred SLAP quadrant
   to the server, so that the server allocates the MAC addresses to the
   given client out of the quadrant requested by relay or client.  A new
   DHCPv6 option (OPTION_SLAP_QUAD, or QUAD) is defined for this
   purpose.
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1. Introduction

   The IEEE originally structured the 48-bit MAC address space in such a
   way that half of it was reserved for local use (where the Universal/
   Local -- U/L -- bit is set to 1).  Recently, the IEEE has been
   working on a new specification (IEEE 802c [IEEEStd802c-2017]) which
   defines a new "optional Structured Local Address Plan" (SLAP) that
   specifies different assignment approaches in four specified regions
   of the local MAC address space.  These four regions, called SLAP
   quadrants, are briefly described below (see Figure 1 and Figure 2 for
   details):



   o  Quadrant "Extended Local Identifier" (ELI) MAC addresses are
      assigned based on a Company ID (CID), which takes 24-bits, leaving
      the remaining 24-bits for the locally assigned address for each
      CID for unicast (M-bit = 0) and also for multicast (M-bit = 1).
      The CID is assigned by the IEEE Registration Authority (RA).



   o  Quadrant "Standard Assigned Identifier" (SAI) MAC addresses are
      assigned based on a protocol specified in an IEEE 802 standard.
      For 48-bit MAC addresses, 44 bits are available.  Multiple
      protocols for assigning SAIs may be specified in IEEE standards.
      Coexistence of multiple protocols may be supported by limiting the
      subspace available for assignment by each protocol.



   o  Quadrant "Administratively Assigned Identifier" (AAI) MAC
      addresses are assigned locally by an administrator.  Multicast
      IPv6 packets use a destination address starting in 33-33 and this
      falls within this space and therefore should not be used to avoid
      conflict with the MAC addresses used for use with IPv6 multicast
      addresses.  For 48-bit MAC addresses, 44 bits are available.



   o  Quadrant "Reserved for future use" where MAC addresses may be
      assigned using new methods yet to be defined, or by an
      administrator like in the AAI quadrant.  For 48-bit MAC addresses,
      44 bits would be available.



LSB                MSB
M  X  Y  Z  ‑  ‑  ‑  ‑
|  |  |  |
|  |  |  +‑‑‑‑‑‑‑‑‑‑‑‑ SLAP Z‑bit
|  |  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ SLAP Y‑bit
|  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ X‑bit (U/L) = 1 for locally assigned
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑ M‑bit (I/G) (unicast/group)



                Figure 1: IEEE 48-bit MAC address structure



+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Quadrant | Y‑bit | Z‑bit | Local Identifier Type | Local          |
|          |       |       |                       | Identifier     |
+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|    01    |   0   |   1   | Extended Local        | ELI            |
|    11    |   1   |   1   | Standard Assigned     | SAI            |
|    00    |   0   |   0   | Administratively      | AAI            |
|          |       |       | Assigned              |                |
|    10    |   1   |   0   | Reserved              | Reserved       |
+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                         Figure 2: SLAP quadrants




1.1. Problem statement

   The IEEE is working on mechanisms to allocate addresses in the SAI
   quadrant (IEEE 802.1CQ project).  There is also ongoing work in the
   IETF [I-D.ietf-dhc-mac-assign] specifying a new mechanism that
   extends DHCPv6 operation to handle the local MAC address assignments.
   We complement this work by defining a mechanism to allow choosing the
   SLAP quadrant to use in the allocation of the MAC address to the
   requesting device/client.  This document proposes extensions to
   DHCPv6 protocols to enable a DHCPv6 client or a DHCPv6 relay to
   indicate a preferred SLAP quadrant to the server, so that the server
   allocates the MAC address to the given client out of the quadrant
   requested by relay or client.



   In the following, we describe two application scenarios where a need
   arises to assign local MAC addresses according to preferred SLAP
   quadrants.




1.1.1. WiFi devices

   Today, most WiFi devices come with interfaces that have a "burned in"
   MAC address, allocated from the universal address space using a
   24-bit Organizationally Unique Identifier (OUI, assigned to IEEE 802
   interface vendors).  However, recently, the need to assign local
   (instead of universal) MAC addresses has emerged in particular in the
   following two scenarios:



   o  IoT (Internet of Things): where there are a lot of cheap,
      sometimes short lived and disposable devices.  Examples of this
      include: sensors and actuators for health or home automation
      applications.  In this scenario, it is common that upon a first
      boot, the device uses a temporary MAC address, to send initial
      DHCP packets to available DHCP servers.  IoT devices typically
      request a single MAC address for each available network interface.
      Once the server assigns a MAC address, the device abandons its



      temporary MAC address.  This type of device is typically not
      moving.  In general, any type of SLAP quadrant would be good for
      assigning addresses from, but ELI/SAI quadrants might be more
      suitable in some scenarios, such as if the addresses need to
      belong to the CID assigned to the IoT communication device vendor.



   o  Privacy: Today, MAC addresses allow the exposure of users'
      locations making it relatively easy to track users' movement.  One
      of the mechanisms considered to mitigate this problem is the use
      of local random MAC addresses, changing them every time the user
      connects to a different network.  In this scenario, devices are
      typically mobile.  Here, AAI is probably the best SLAP quadrant to
      assign addresses from, as it is the best fit for randomization of
      addresses, and it is not required for the addresses to survive
      when changing networks.




1.1.2. Hypervisor: migratable vs non-migratable functions

   In large scale virtualization environments, thousands of virtual
   machines (VMs) are active.  These VMs are typically managed by a
   hypervisor, in charge of spawning and stopping VMs as needed.  The
   hypervisor is also typically in charge of assigning new MAC addresses
   to the VMs.  If a DHCP solution is in place for that, the hypervisor
   acts as a DHCP client and requests available DHCP servers to assign
   one or more MAC addresses (an address block).  The hypervisor does
   not use those addresses for itself, but rather uses them to create
   new VMs with appropriate MAC addresses.  If we assume very large data
   center environments, such as the ones that are typically used
   nowadays, it is expected that the data center is divided in different
   network regions, each one managing its own local address space.  In
   this scenario, there are two possible situations that need to be
   tackled:



   o  Migratable functions.  If a VM (providing a given function) needs
      to be migrated to another region of the data center (e.g., for
      maintenance, resilience, end-user mobility, etc.), the VM's
      networking context needs to migrate with the VM.  This includes
      the VM's MAC address(es).  Therefore, for this case, it is better
      to allocate addresses from the ELI/SAI SLAP quadrant, which can be
      centrally allocated by the DHCP server.



   o  Non-migratable functions.  If a VM will not be migrated to
      another region of the data center, there are no requirements
      associated with its MAC address.  In this case, it is more
      efficient to allocate it from the AAI SLAP quadrant, that does not
      need to be unique across multiple data centers (i.e., each region
      can manage its own MAC address assignment, without checking for
      duplicates globally).




2. Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.



   Where relevant, the DHCPv6 terminology from the DHCPv6 Protocol
   [RFC8415] also applies here.  Additionally, the following definitions
   are updated for this document.



client        A device that is interested in obtaining link‑layer
              addresses.  It implements the basic DHCPv6 mechanisms
              needed by a DHCPv6 client as described in [RFC8415] and
              supports the new options (IA_LL and LLADDR) specified
              in [I‑D.ietf‑dhc‑mac‑assign].  The client may or may
              not support address assignment and prefix delegation as
              specified in [RFC8415].

server        Software that manages link‑layer address allocation and
              is able to respond to client queries.  It implements
              basic DHCPv6 server functionality as described in
              [RFC8415] and supports the new options (IA_LL and
              LLADDR) specified in [I‑D.ietf‑dhc‑mac‑assign].  The
              server may or may not support address assignment and
              prefix delegation as specified in [RFC8415].

relay         A node that acts as an intermediary to deliver DHCP
              messages between clients and servers.  A relay, based
              on local knowledge and policies, may include the
              preferred SLAP quadrant in a QUAD option sent to the
              server.  The relay implements basic DHCPv6 relay agent
              functionality as described in [RFC8415].

address       Unless specified otherwise, an address means a link‑
              layer (or MAC) address, as defined in IEEE802.  The
              address is typically 6 bytes long, but some network
              architectures may use different lengths.



   address block A number of consecutive link-layer addresses.  An

                 address block is expressed as a first address plus a
                 number that designates the number of additional (extra)
                 addresses.  A single address can be represented by the
                 address itself and zero extra addresses.




3. Quadrant Selection Mechanisms examples

   The following section describes some examples of how the quadrant
   preference mechanisms could be used.



   Let's take first an IoT scenario as an example.  An IoT device might
   decide on its own the SLAP quadrant it wants to use to obtain a local
   MAC address, using the following information to take the decision:



   o  Type of IoT deployment: e.g., industrial, domestic, rural, etc.
      For small deployments, such as domestic ones, the IoT itself can
      decide to use the AAI quadrant (this might not even involve the
      use of DHCP, by the device just configuring a random address
      computed by the device itself).  For large deployments, such as
      industrial or rural ones, where thousands of devices might co-
      exist, the IoT can decide to use the ELI or SAI quadrants.



   o  Mobility: if the IoT device can move, then it might prefer to
      select the SAI or AAI quadrants to minimize address collisions
      when moving to another network.  If the device is known to remain
      fixed, then the ELI is probably the most suitable one to use.



   o  Managed/unmanaged: depending on whether the IoT device is managed
      during its lifetime or cannot be re-configured, the selected
      quadrant might be different.  For example, if it can be managed,
      this means that network topology changes might occur during its
      lifetime (e.g., due to changes on the deployment, such as
      extensions involving additional devices), and this might have an
      impact on the preferred quadrant (e.g., to avoid potential
      collisions in the future).



   o  Operation/battery lifetime: depending on the expected lifetime of
      the device a different quadrant might be preferred (as before, to
      minimize potential address collisions in the future).



The previous parameters are considerations that the device vendor/
administrator may wish to use when defining the IoT device's
MAC address request policy (i.e., how to select a given SLAP
quadrant).  IoT devices are typically very resource constrained, so
there may only be simple decision making process based on pre‑
configured preferences.



   If we now take the WiFi device scenario, considering for example that
   a laptop or smartphone connects to a network using its built in MAC
   address.  Due to privacy/security concerns, the device might want to
   configure a local MAC address.  The device might use different
   parameters and context information to decide, not only which SLAP
   quadrant to use for the local MAC address configuration, but also
   when to perform a change of address (e.g., it might be needed to
   change address several times).  This information includes, but it is
   not limited to:



   o  Type of network the device is connected: public, work, home.



   o  Trusted network?  Y/N.



   o  First time visited network?  Y/N.



   o  Network geographical location.



   o  Mobility?  Y/N.



   o  Operating System (OS) network profile, including security/trust
      related parameters.  Most modern OSs keep metadata associated to
      the networks they can attach to, as for example the level of trust
      the user or administrator assigns to the network.  This
      information is used to configure how the device behaves in terms
      of advertising itself on the network, firewall settings, etc.  But
      this information can also be used to decide whether to configure a
      local MAC address or not, from which SLAP quadrant and how often.



   o  Triggers coming from applications regarding location privacy.  An
      app might request to the OS to maximize location privacy (due to
      the nature of the application) and this might require that the OS
      forces the use of a local MAC address, or that the local MAC
      address is changed.



   This information can be used by the device to select the SLAP
   quadrant.  For example, if the device is moving around (e.g., while
   connected to a public network in an airport), it is likely that it
   might change access point several times, and therefore it is best to
   minimize the chances of address collision, using the SAI or AAI
   quadrants.  If the device is not moving and attached to a trusted
   network (e.g. at work), then it is probably best to select the ELI
   quadrant.  These are just some examples of how to use this
   information to select the quadrant.



   Additionally, the information can also be used to trigger subsequent
   changes of MAC address, to enhance location privacy.  Besides,
   changing the SLAP quadrant used might also be used as an additional
   enhancement to make it harder to track the user location.



   Last, if we consider the data center scenario, a hypervisor might
   request local MAC addresses to be assigned to virtual machines.  As
   in the previous scenarios, the hypervisor might select the preferred
   SLAP quadrant using information provided by the cloud management
   system (CMS) or virtualization infrastructure manager (VIM) running
   on top of the hypervisor.  This information might include, but is not
   limited to:



   o  Migratable VM.  If the function implemented by the VM is subject
      to be moved to another physical server or not.  This has an impact
      on the preference for the SLAP quadrant, as some quadrants are
      better suited (e.g., ELI/SAI) for supporting migration in a large
      data center.



   o  VM connectivity characteristics , e.g.,: standalone, part of a
      pool, part of a service graph/chain.  If the connectivity
      characteristics of the VM are known, this can be used by the
      hypervisor to select the best SLAP quadrant.




4. DHCPv6 Extensions

4.1.  Address Assignment from the Preferred SLAP Quadrant Indicated by
      the Client



   Next, we describe the protocol operations for a client to select a
   preferred SLAP quadrant using the DHCPv6 signaling procedures
   described in [I-D.ietf-dhc-mac-assign].  The signaling flow is shown
   in Figure 3.



+‑‑‑‑‑‑‑‑+                            +‑‑‑‑‑‑‑‑+
| DHCPv6 |                            | DHCPv6 |
| client |                            | server |
+‑‑‑‑‑‑‑‑+                            +‑‑‑‑‑‑‑‑+
    |                                      |
    +‑‑‑‑‑‑‑1. Solicit(IA_LL(QUAD))‑‑‑‑‑‑‑>|
    |                                      |
    |<‑‑2. Advertise(IA_LL(LLADDR,QUAD))‑‑+|
    |                                      |
    +‑‑‑3. Request(IA_LL(LLADDR,QUAD))‑‑‑‑>|
    |                                      |
    |<‑‑‑‑‑‑4. Reply(IA_LL(LLADDR))‑‑‑‑‑‑‑‑+
    |                                      |
    .                                      .
    .          (timer expiring)            .
    .                                      .
    |                                      |
    +‑‑‑5. Renew(IA_LL(LLADDR,QUAD))‑‑‑‑‑‑>|
    |                                      |
    |<‑‑‑‑‑6. Reply(IA_LL(LLADDR))‑‑‑‑‑‑‑‑‑+
    |                                      |



              Figure 3: DHCPv6 signaling flow (client-server)



   1.  Link-layer addresses (i.e., MAC addresses) are assigned in
       blocks.  The smallest block is a single address.  To request an
       assignment, the client sends a Solicit message with an IA_LL
       option in the message.  The IA_LL option MUST contain a LLADDR
       option.  In order to indicate the preferred SLAP quadrant(s), the
       IA_LL option includes the new OPTION_SLAP_QUAD option in the
       IA_LL-option field (with the LLAADR option).



   2.  The server, upon receiving an IA_LL option, inspects its
       contents.  For each of the entries in OPTION_SLAP_QUAD, in order
       of the preference field (highest to lowest), the server checks if
       it has a configured MAC address pool matching the requested
       quadrant identifier, and an available range of addresses of the
       requested size.  If suitable addresses are found, the server
       sends back an Advertise message with an IA_LL option containing
       an LLADDR option that specifies the addresses being offered.  If
       the server supports the new QUAD IA_LL-option, and manages a
       block of addresses belonging to the requested quadrant(s), the
       addresses being offered MUST belong to the requested quadrant(s).
       If the server does not have a configured address pool matching
       the client's request, it MUST return the IA_LL option containing
       a Status Code option with status set to NoQuadAvail (IANA-2).  If
       the client specified more than one SLAP quadrant, the server MUST
       only return a NoQuadAvail status code if no address pool(s)
       configured at the server match any of the specified SLAP
       quadrants.  If the server has a configured address pool of the
       correct quadrant, but no available addresses, it MUST return the
       IA_LL option containing a Status Code option with status set to
       NoAddrsAvail.



   3.  The client waits for available servers to send Advertise
       responses and picks one server as defined in Section 18.2.9 of
       [RFC8415].  The client SHOULD NOT pick a server that does not
       advertise an address in the requested quadrant.  The client then
       sends a Request message that includes the IA_LL container option
       with the LLADDR option copied from the Advertise message sent by
       the chosen server.  It includes the preferred SLAP quadrant(s) in
       the new QUAD IA_LL-option.



   4.  Upon reception of a Request message with IA_LL container option,
       the server assigns requested addresses.  The server MAY alter the
       allocation at this time.  It then generates and sends a Reply
       message back to the client.  Upon receiving a Reply message, the
       client parses the IA_LL container option and may start using all
       provided addresses.  Note that a client that has included a Rapid
       Commit option in the Solicit, may receive a Reply in response to
       the Solicit and skip the Advertise and Request steps above
       (following standard DHCPv6 procedures).



   5.  The client is expected to periodically renew the link-layer
       addresses as governed by T1 and T2 timers.  This mechanism can be
       administratively disabled by the server sending "infinity" as the
       T1 and T2 values (see Section 7.7 of [RFC8415]).  When the
       assigned addresses are about to expire, the client sends a Renew
       message.  It includes the preferred SLAP quadrant(s) in the new
       QUAD IA_LL-option, so in case the server is unable to extend the
       lifetime on the existing address(es), the preferred quadrants are
       known for the allocation of any "new" (i.e., different)
       addresses.



   6.  The server responds with a Reply message, including an LLADDR
       option with extended lifetime.



   The client SHOULD check if the received MAC address comes from one of
   the requested quadrants.  Otherwise, the client SHOULD NOT configure
   the obtained address.  It MAY repeat the process selecting a
   different DHCP server.




4.2. Address Assignment from the SLAP Quadrant Indicated by the Relay

   Next, we describe the protocol operations for a relay to select a
   preferred SLAP quadrant using the DHCPv6 signaling procedures
   described in [I-D.ietf-dhc-mac-assign].  This is useful when a DHCPv6
   server is operating over a large infrastructure split in different
   network regions, where each region might have different requirements.
   The signaling flow is shown in Figure 4.



+‑‑‑‑‑‑‑‑+                  +‑‑‑‑‑‑‑‑+                     +‑‑‑‑‑‑‑‑+
| DHCPv6 |                  | DHCPv6 |                     | DHCPv6 |
| client |                  | relay  |                     | server |
+‑‑‑‑‑‑‑‑+                  +‑‑‑‑‑‑‑‑+                     +‑‑‑‑‑‑‑‑+
   |                            |                                |
   +‑‑‑‑‑1. Solicit(IA_LL)‑‑‑‑‑>|                                |
   |                            +‑‑‑‑2. Relay‑forward            |
   |                            |    (Solicit(IA_LL),QUAD)‑‑‑‑‑‑>|
   |                            |                                |
   |                            |<‑‑‑3. Relay‑reply              |
   |                            |    (Advertise(IA_LL(LLADDR)))‑‑+
   |<4. Advertise(IA_LL(LLADDR))+                                |
   |‑5. Request(IA_LL(LLADDR))‑>|                                |
   |                            +‑6. Relay‑forward               |
   |                            | (Request(IA_LL(LLADDR)),QUAD)‑>|
   |                            |                                |
   |                            |<‑‑7. Relay‑reply               |
   |                            |   (Reply(IA_LL(LLADDR)))‑‑‑‑‑‑‑+
   |<‑‑8. Reply(IA_LL(LLADDR))‑‑+                                |
   |                            |                                |
   .                            .                                .
   .                    (timer expiring)                         .
   .                            .                                .
   |                            |                                |
   +‑‑9. Renew(IA_LL(LLADDR))‑‑>|                                |
   |                            |‑‑10. Relay‑forward             |
   |                            |  (Renew(IA_LL(LLADDR)),QUAD)‑‑>|
   |                            |                                |
   |                            |<‑‑‑11. Relay‑reply             |
   |                            |     (Reply(IA_LL(LLADDR)))‑‑‑‑‑+
   |<‑‑12. Reply(IA_LL(LLADDR)‑‑+                                |
   |                            |                                |



           Figure 4: DHCPv6 signaling flow (client-relay-server)



   1.   Link-layer addresses (i.e., MAC addresses) are assigned in
        blocks.  The smallest block is a single address.  To request an
        assignment, the client sends a Solicit message with an IA_LL
        option in the message.  The IA_LL option MUST contain a LLADDR
        option.



   2.   The DHCP relay receives the Solicit message and encapsulates it
        in a Relay-forward message.  The relay, based on local knowledge
        and policies, includes in the Relay-forward message the QUAD
        option with the preferred quadrant.  The relay might know which
        quadrant to request based on local configuration (e.g., the
        served network contains IoT devices only, thus requiring ELI/
        SAI) or other means.  Note that if a client sends multiple
        instances of the IA_LL option in the same message, the DHCP
        relay MUST only add a single instance of the QUAD option.



   3.   Upon receiving a relayed message containing an IA_LL option, the
        server inspects the contents for instances of OPTION_SLAP_QUAD
        in both the Relay Forward message and the client's message
        payload.  Depending on the server's policy, the instance(s) of
        the option to process is selected.  For each of the entries in
        OPTION_SLAP_QUAD, in order of the preference field (highest to
        lowest), the server checks if it has a configured MAC address
        pool matching the requested quadrant identifier, and an
        available range of addresses of the requested size.  If suitable
        addresses are found, the server sends back an Advertise message
        with an IA_LL option containing an LLADDR option that specifies
        the addresses being offered.  This message is sent to the Relay
        in a Relay-reply message.  If the server supports the semantics
        of the preferred quadrant included in the QUAD option, and
        manages a block of addresses belonging to the requested
        quadrant(s), then the addresses being offered MUST belong to the
        requested quadrant(s).  The server SHOULD apply the contents of
        the relay's supplied QUAD option for all of the client's IA_LLs,
        unless configured to do otherwise.



   4.   The relay sends the received Advertise message to the client.



   5.   The client waits for available servers to send Advertise
        responses and picks one server as defined in Section 18.2.9 of
        [RFC8415].  The client then sends a Request message that
        includes the IA_LL container option with the LLADDR option
        copied from the Advertise message sent by the chosen server.



   6.   The relay forwards the received Request in a Relay-forward
        message.  It adds in the Relay-forward a QUAD IA_LL-option with
        the preferred quadrant.



   7.   Upon reception of the forwarded Request message with IA_LL
        container option, the server assigns requested addresses.  The
        server MAY alter the allocation at this time.  It then generates
        and sends a Reply message, in a Relay-reply back to the relay.



   8.   Upon receiving a Reply message, the client parses the IA_LL
        container option and may start using all provided addresses.



   9.   The client is expected to periodically renew the link-layer
        addresses as governed by T1 and T2 timers.  This mechanism can
        be administratively disabled by the server sending "infinity" as
        the T1 and T2 values (see Section 7.7 of [RFC8415]).  When the
        assigned addresses are about to expire, the client sends a Renew
        message.



   10.  This message is forwarded by the Relay in a Relay-forward
        message, including a QUAD IA_LL-option with the preferred
        quadrant.



   11.  The server responds with a Reply message, including an LLADDR
        option with extended lifetime.  This message is sent in a Relay-
        reply message.



   12.  The relay sends the Reply message back to the client.



The server SHOULD implement a configuration parameter to deal
with the case where the client's DHCP message contains an instance of
OPTION_SLAP_QUAD, and the relay adds a second instance in its relay‑
forward message.  This parameter configures the server to process
either the client's, or the relay's instance of option QUAD.  It is
RECOMMENDED that the default for such a parameter is to process the
client's instance of the option.



   The client MAY check if the received MAC address belongs to a
   quadrant it is willing to use/configure, and MAY decide based on that
   whether to use configure the received address.




5. DHCPv6 Options Definitions


5.1. Quad (IA_LL) option

   The QUAD option is used to specify the preferences for the selected
   quadrants within an IA_LL.  The option MUST either be encapsulated in
   the IA_LL-options field of an IA_LL option or in a Relay-forward
   message.



   The format of the QUAD option is:



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|       OPTION_SLAP_QUAD        |          option‑len           |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   quadrant‑1  |    pref‑1     |   quadrant‑2  |    pref‑2     |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
.                                                               .
.                                                               .
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



                       Figure 5: Quad Option Format



option‑code     OPTION_SLAP_QUAD (IANA‑1).

option‑len      2 * number of included (quadrant, preference).  A
                2‑byte field containing the total length of all
                (quadrant, preference) pairs included in the option.

quadrant‑n      Identifier of the quadrant (0: AAI, 1: ELI, 2:
                Reserved, 3: SAI).  Each quadrant MUST only appear
                once at most in the option.  A 1‑byte field.

pref‑n          Preference associated to quadrant‑n.  A higher value
                means a more preferred quadrant.  A 1‑byte field.



   A quadrant identifier value MUST only appear at most once in the
   option. If an option includes more than one occurrence of the same
   quadrant identifier, only the first occurence is processed and the
   rest MUST be ignored by the server.



   If the same preference value is used for more than one quadrant, the
   server MAY select which quadrant should be preferred (if the server
   can assign addresses from all or some of the quadrants with the same
   assigned preference).  Note that a quadrant - preference tuple is
   used in this option (instead of using a list of quadrants ordered by
   preference) to support the case whereby a client really has no
   preference between two or three quadrants, leaving the decision to
   the server.



   If the client or relay agent provide the OPTION_SLAP_QUAD, the server
   MUST use the quadrant-n/pref-n values to order the selection of the
   quadrants.  If the server can provide an assignment from one of the
   specified quadrants, it SHOULD proceed with the assignment.  If the
   server cannot provide an assignment from one of the specified
   quadrant-n fields, it MUST NOT assign any addresses and return a
   status of NoQuadAvail (IANA-2) in the IA_LL Option.



   There is no requirement that the client or relay agent order the
   quadrant/pref values in any specific order; hence servers MUST NOT
   assume that quadrant-1/pref-1 have the highest preference (except if
   there is only 1 set of values).




6. IANA Considerations

   IANA is requested to assign the QUAD (IANA-1) option code from the
   DHCPv6 "Option Codes" registry maintained at
   http://www.iana.org/assignments/dhcpv6-parameters and use the
   following data when adding the option to the registry:



Value: IANA‑1
Description: OPTION_SLAP_QUAD
Client ORO: No
Singleton Option: No
Reference: this document




   IANA is requested to assign the NoQuadAvail (IANA-2) code from the
   DHCPv6 "Status Codes" registry maintained
   athttp://www.iana.org/assignments/dhcpv6-parameters and use the
   following data when adding the option to the registry:




Value: IANA‑2
Description: NoQuadAvail
Reference: this document





7. Security Considerations

   See [RFC8415] for the DHCPv6 security considerations.  See [RFC8200]
   for the IPv6 security considerations.



   See also [I-D.ietf-dhc-mac-assign] for security considerations
   regarding link-layer address assignments using DHCP.
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1. Introduction

   One of the biggest challenges of deploying IPv6-only LANs is that
   such networks might contain rather heterogeneous collection of hosts.
   While some hosts are capable of operating in IPv6-only mode (either
   because the OS and all applications are IPv6-only capable or because
   the host has some form of 464XLAT [RFC6877] deployed), others might
   still have IPv4 dependencies and need IPv4 addresses to operate
   properly.  To incrementally rollout IPv6-only, network operators
   might need to provide IPv4 on demand whereby a host receives an IPv4
   address if it needs it, while IPv6-only capable hosts (such as modern
   mobile devices) are not allocated IPv4 addresses.  Traditionally that
   goal is achieved by placing IPv6-only capable devices into a
   dedicated IPv6-only network segment or WiFi SSID, while dual-stack
   devices reside in another network with IPv4 and DHCPv4 enabled.
   However such approach has a number of drawbacks, including but not
   limited to:



   o  Doubling the number of network segments leads to operational
      complexity and performance impact, for instance due to high memory
      utilization caused by an increased number of ACL entries.



   o  Placing a host into the correct network segment is problematic.
      For example, in the case of 802.11 Wi-Fi the user might select the
      wrong SSID.  In the case of wired 802.1x authentication the
      authentication server might not have all the information required
      to make the correct decision and choose between an IPv6-only and a
      dual-stack VLAN.



   It would be beneficial for IPv6 deployment if operators could
   implement IPv6-mostly (or IPv4-on-demand) segments where IPv6-only
   hosts co-exist with legacy dual-stack devices.  The trivial solution
   of disabling IPv4 stack on IPv6-only capable hosts is not feasible as
   those clients must be able to operate on IPv4-only networks as well.
   While IPv6-only capable devices might use a heuristic approach to
   learning if the network provides IPv6-only functionality and stop
   using IPv4 if it does, such approach might be practically
   undesirable.  One important reason is that when a host connects to a
   network, it does not know if the network is IPv4-only, dual-stack or
   IPv6-only.  To ensure that the connectivity over whatever protocol is
   present becomes available as soon as possible the host usually starts
   configuring both IPv4 and IPv6 immediately.  If hosts were to delay
   requesting IPv4 until IPv6 reachability is confirmed, that would
   penalize IPv4-only and dual-stack networks, which does not seem
   practical.  Requesting IPv4 and then releasing it later, after IPv6
   reachability is confirmed, might cause user-visible errors as it
   would be disruptive for applications which have started using the
   assigned IPv4 address already.  Instead it would be useful to have a
   mechanism which would allow a host to indicate that its request for
   an IPv4 address is optional and a network to signal that IPv6-only
   functionality (such as NAT64, [RFC6146]) is available.  The proposed
   solution is to introduce a new DHCPv4 option which a client uses to
   indicate that it does not need an IPv4 address if the network
   provides IPv6-only connectivity (as NAT64 and DNS64).  If the
   particular network segment provides IPv4-on-demand such clients would
   not be supplied with IPv4 addresses, while on IPv4-only or dual-stack
   segments without NAT64 services IPv4 addresses will be provided.



   [RFC2563] introduces the Auto-Configure DHCPv4 option and describes
   DHCPv4 servers behavior if no address is chosen for a host.  This
   document updates [RFC2563] to modify the server behavior if the
   DHCPOFFER contains the IPv6-only Preferred option.




1.1. Requirements Language

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.




1.2. Terminology

   IPv6-only capable host: a host which does not require an IPv4 address
   and can operate on IPv6-only networks.  Strictly speaking IPv6-only
   capability is specific to a given interface of the host: if some
   application on a host require IPv4 and 464XLAT CLAT [RFC6877] is only
   enabled on one interface, the host is IPv6-only capable if connected
   to a NAT64 network via that interface.  This document currently
   implies that IPv6-only capable hosts reach IPv4-only destinations via
   NAT64 service provided by the network.  Section 4 discusses
   hypothetical scenarios of other transition technologies being used.



   IPv4-requiring host: a host which is not IPv6-only capable and can
   not operate in IPv6-only network providing NAT64 service.



   IPv4-on-demand: a deployment scenario when end hosts are expected to
   operate in IPv6-only mode by default and IPv4 addresses can be
   assigned to some hosts if those hosts explicitly opt-in to receiving
   IPv4 addresses.



   IPv6-mostly network: a network which provides NAT64 (possibly with
   DNS64) service as well as IPv4 connectivity and allows coexistence of
   IPv6-only, dual-stack and IPv4-only hosts on the same segment.  Such
   deployment scenario allows operators to incrementally turn off IPv4
   on end hosts, while still providing IPv4 to devices which require
   IPv4 to operate.  But, IPv6-only capable devices need not be assigned
   IPv4 addresses.



   IPv6-only mode: a mode of operation when a host acts as an IPv6-only
   capable host and does not have IPv4 addresses assigned (except that
   IPv4 link-local addresses [RFC3927] may have been configured).



   IPv6-Only network: a network which does not provide routing
   functionality for IPv4 packets.  Such networks may or may not allow
   intra-LAN IPv4 connectivity.  IPv6-Only network usually provides
   access to IPv4-only resources via NAT64 [RFC6146].



   NAT64: Network Address and Protocol Translation from IPv6 Clients to
   IPv4 Servers [RFC6146].



   RA: Router Advertisement, a message used by IPv6 routers to advertise
   their presence together with various link and Internet parameters
   [RFC4861].



   DNS64: a mechanism for synthesizing AAAA records from A records
   [RFC6147].




2. Reasons to Signal IPv6-Only Support in DHCPv4 Packets

   For networks which contain a mix of both IPv6-only capable hosts and
   IPv4-requiring hosts, and which utilize DHCPv4 for configuring the
   IPv4 network stack on hosts, it seems natural to leverage the same
   protocol to signal that IPv4 is discretional on a given segment.  An
   ability to remotely disable IPv4 on a host can be seen as a new
   denial-of-service attack vector.  The proposed approach limits the
   attack surface to DHCPv4-related attacks without introducing new
   vulnerable elements.



   Another benefit of using DHCPv4 for signaling is that IPv4 will be
   disabled only if both the client and the server indicate IPv6-only
   capability.  It allows IPv6-only capable hosts to turn off IPv4 only
   upon receiving an explicit signal from the network and operate in
   dual-stack or IPv4-only mode otherwise.  In addition, the proposed
   mechanism does not introduce any additional delays to the process of
   configuring IP stack on hosts.  If the network does not support IPv6-
   only/IPv4-on-demand mode, an IPv6-only capable host would configure
   an IPv4 address as quickly as on any other host.



   Being a client/server protocol, DHCPv4 allows IPv4 to be selectively
   disabled on a per-host basis on a given network segment.  Coexistence
   of IPv6-only, dual-stack and even IPv4-only hosts on the same LAN
   would not only allow network administrators to preserve scarce IPv4
   addresses but would also drastically simplify incremental deployment
   of IPv6-only networks, positively impacting IPv6 adoption.




3. IPv6-Only Preferred Option


3.1. Option format

 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|     Code      |   Length      |           Value               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|         Value (contd)         |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+




                Figure 1: IPv6-Only Preferred Option Format



   Fields:



Code:    8‑bit identifier of the IPv6‑Only Preferred option code as
        assigned by IANA: TBD
Length:  8‑bit unsigned integer.  The length of the option excluding
        the Code and Length Fields.  The server MUST set the length
        field to 4. The client MUST ignore the IPv6‑Only Preferred
        option if the length field value is not 4.
Value:   32‑bit unsigned integer.
        The number of seconds the client should disable DHCPv4 for
        (V6ONLY_WAIT configuration variable).
        If the server pool is explicitly configured with a
        V6ONLY_WAIT timer the server MUST set the field to that
        configured value. Otherwise the server MUST set it to zero.
        The client MUST process that field as described in
        Section 3.2.




3.2. DHCPv4 Client Behavior

   A DHCPv4 client SHOULD allow a device administrator to configure
   IPv6-only preferred mode either for a specific interface (to indicate
   that the device is IPv6-only capable if connected to a NAT64 network
   via that interface) or for all interfaces.  If only a specific
   interface is configured as IPv6-only capable the DHCPv4 client MUST
   NOT consider the host to be an IPv6-only capable for the purpose of
   sending/receiving DHCPv4 packets over any other interfaces.



   The DHCPv4 client on an IPv4-requiring host MUST NOT include the
   IPv6-only Preferred option in the Parameter Request List of any
   DHCPv4 packets and MUST ignore that option in packets received from
   DHCPv4 servers.



   DHCPv4 clients running on IPv6-only capable hosts SHOULD include the
   IPv6-only Preferred option code in the Parameter Request List in
   DHCPDISCOVER and DHCPREQUEST messages for interfaces so enabled and
   follow the processing as described below on a per interface enabled
   basis.



   If the client did not include the IPv6-only Preferred option code in
   the Parameter Request List option in the DHCPDISCOVER or DHCPREQUEST
   message it MUST ignore the IPv6-only Preferred option in any messages
   received from the server.



   If the client includes the IPv6-only Preferred option in the
   Parameter Request List and the DHCPOFFER message from the server
   contains a valid IPv6-only Preferred option, the client SHOULD NOT
   request the IPv4 address provided in the DHCPOFFER.  If the IPv6-only
   Preferred option returned by the server contains a value greater or
   equal to MIN_V6ONLY_WAIT, the client SHOULD set the V6ONLY_WAIT timer
   to that value.  Otherwise, the client SHOULD set the V6ONLY_WAIT
   timer to MIN_V6ONLY_WAIT.  The client SHOULD stop the DHCPv4
   configuration process for at least V6ONLY_WAIT seconds or until a
   network attachment event happens.  The host MAY disable the IPv4
   stack completely for V6ONLY_WAIT seconds or until the network
   disconnection event happens.



   The IPv6-only Preferred option SHOULD be included in the Parameter
   Request List option in DHCPREQUEST messages (after receiving a
   DHCPOFFER without this option, for a INIT-REBOOT, or when renewing or
   rebinding a leased address).  If the DHCPv4 server responds with a
   DHCPACK that includes the IPv6-only Preferred option, the client MAY
   send a DHCPRELEASE message and MAY either stop the DHCPv4
   configuration process or disable IPv4 stack completely for
   V6ONLY_WAIT seconds or until the network disconnection event happens.
   Alternatively the client MAY continue to use the assigned IPv4
   address until further DHCPv4 reconfiguration events.



   If the client includes the IPv6-only Preferred option in the
   Parameter Request List and the server responds with DHCPOFFER message
   without a valid IPv6-only Preferred option, the client MUST proceed
   as normal with a DHCPREQUEST.



   If the client waits for multiple DHCPOFFER responses and selects one
   of them, it MUST follow the processing for the IPv6-only Preferred
   option based on the selected response.  A client MAY use the presence
   of the IPv6-only Preferred option as a selection criteria.



   When an IPv6-only capable client receives the IPv6-Only Preferred
   option from the server, the client MAY configure IPv4 link-local
   address [RFC3927].  In that case IPv6-Only capable devices might
   still be able to communicate over IPv4 to other devices on the link.
   The Auto-Configure Option [RFC2563] can be used to control IPv4 link-
   local addresses autoconfiguration.  Section 3.3.1 discusses the
   interaction between the IPv6-only Preferred and the Auto-Configure
   options.




3.3. DHCPv4 Server Behavior

   The DHCPv4 server SHOULD be able to configure certain pools to
   include the IPv6-only preferred option in DHCPv4 responses if the
   client included the option code in the Parameter Request List option.
   The DHCPv4 server MAY have a configuration option to specify
   V6ONLY_WAIT timer for all or individual IPv6-mostly pools.



   The server MUST NOT include the IPv6-only Preferred option in the
   DHCPOFFER or DHCPACK message if the YIADDR field in the message does
   not belong to a pool configured as IPv6-mostly.  The server MUST NOT
   include the IPv6-only Preferred option in the DHCPOFFER or DHCPACK
   message if the option was not present in the Parameter Request List
   sent by the client.



   If the IPv6-only Preferred option is present in the Parameter Request
   List received from the client and the corresponding DHCPv4 pool is
   explicitly configured as belonging to an IPv6-mostly network segment,
   the server MUST include the IPv6-only Preferred option when
   responding with the DHCPOFFER or DHCPACK message.  If the server
   responds with the IPv6-only Preferred option and the V6ONLY_WAIT
   timer is configured for the pool, the server MUST copy the configured
   value to the IPv6-only Preferred option value field.  Otherwise it
   MUST set the field to zero.  The server SHOULD NOT assign an address
   for the pool.  Instead it SHOULD return 0.0.0.0 as the offered
   address.  Alternatively, the server MAY include an available IPv4
   address from the pool into the DHCPOFFER as per recommendations in
   [RFC2131].  In this case, the offered address MUST be a valid address
   that is not committed to any other client.  Because the client is not
   expected ever to request this address, the server SHOULD NOT reserve
   the address and SHOULD NOT verify its uniqueness.  If the client then
   issues a DHCPREQUEST for the address, the server MUST process it per
   [RFC2131], including replying with a DHCPACK for the address if in
   the meantime it has not been committed to another client.



   If a client includes both a Rapid-Commit option [RFC4039] and
   IPv6-Only Preferred option in the DHCPDISCOVER message the server
   SHOULD NOT honor the Rapid-Commit option if the response would
   contain the IPv6-only Preferred option to the client.  It SHOULD
   instead respond with a DHCPOFFER as indicated above.




3.3.1. Interaction with RFC2563


   [RFC2563]
 defines an Auto-Configure DHCPv4 option to disable IPv4
   link-local address configuration for IPv4 clients.  Clients can
   support both, neither or just one of IPv6-Only Preferred and Auto-
   Configure options.  If a client sends both IPv6-Only Preferred and
   Auto-Configure options the network administrator can prevent the host
   from configuring an IPv4 link-local address on IPv6-mostly network.
   To achieve this the server needs to send DHCPOFFER which contains a
   'yiaddr' of 0x00000000, and the Auto-Configure flag saying
   "DoNotAutoConfigure".



   However special care should be taken in a situation when a server
   supports both options and receives just IPv6-Only Preferred option
   from a client.  Section 2.3 of [RFC2563] states that if no address is
   chosen for the host (which would be the case for IPv6-only capable
   clients on IPv6-mostly network) then: "If the DHCPDISCOVER does not
   contain the Auto-Configure option, it is not answered."  Such
   behavior would be undesirable for clients supporting the IPv6-Only
   Preferred option w/o supporting the Auto-Configure option as they
   would not receive any response from the server and would keep asking,
   instead of disabling DHCPv4 for V6ONLY_WAIT seconds.  Therefore the
   following update is proposed to Section 2.3 of [RFC2563]"



   OLD TEXT:



   ---



   However, if no address is chosen for the host, a few additional steps
   MUST be taken.



   If the DHCPDISCOVER does not contain the Auto-Configure option, it is
   not answered.



   ---



   NEW TEXT:



   ---



   However, if no address is chosen for the host, a few additional steps
   MUST be taken.



   If the DHCPDISCOVER does not contain the Auto-Configure option and
   the IPv6-Only Preferred option is not present, it is not answered.
   If the DHCPDISCOVER does not contain the Auto-Configure option but
   contains the IPv6-Only Preferred option, the processing rules for the
   IPv6-Only Preferred option apply.



   ---




3.4. Constants and Configuration Variables

V6ONLY_WAIT     The minimum time the client SHOULD stop the DHCPv4
                configuration process for. The value MUST NOT be less
                than MIN_V6ONLY_WAIT seconds. Default: 1800 seconds
MIN_V6ONLY_WAIT The lower boundary for V6ONLY_WAIT. Value: 300
                seconds




4. IPv6-Only Transition Technologies Considerations

   Until IPv6 adoption in the Internet reaches 100%, communication
   between an IPv6-only host and IPv4-only destination requires some
   form of transition mechanism deployed in the network.  At the time of
   writing, the only such mechanism that is widely supported by end
   hosts is NAT64 [RFC6146] (either with or without 464XLAT).  Therefore
   the IPv6-only Preferred option is only sent by hosts capable of
   operating on NAT64 networks.  In a typical deployment scenario, a
   network administrator would not configure the DHCPv4 server to return
   the IPv6-only Preferred option unless the network provides NAT64
   service.



   Hypothetically it is possible for multiple transition technologies to
   coexist.  In such scenario some form of negotiation would be required
   between a client and a server to ensure that the transition
   technology supported by the client is the one the network provides.
   However it seems unlikely that any new transition technology would
   arise and be widely adopted in any foreseeable future.  Therefore
   adding support for non-existing technologies seems to be suboptimal
   and the proposed mechanism implies that NAT64 is used to facilitate
   connectivity between IPv6 and IPv4.  In the unlikely event that a new
   transition mechanism becomes widely deployed, the applicability of
   the IPv6-Only-Preferred option to that mechanism will depend on the
   nature of the new mechanism.  If the new mechanism is designed in
   such a way that it's fully transparent for hosts that support NAT64
   and the IPv6-Only-Preferred option, then the option can continue to
   be used with the new mechanism.  If the new mechanism is not
   compatible with NAT64, and implementation on the host side is
   required to support it, then a new DHCPv4 option needs to be defined.



   It should be also noted that declaring a host or (strictly speaking,
   a host interface) IPv6-only capable is a policy decision.  For
   example,



   o  An operating system vendor may make such decision and configure
      their DHCPv4 clients to send the IPv6-Only Preferred option by
      default if the OS has 464XLAT CLAT [RFC6877] enabled.



   o  An enterprise network administrator may provision the corporate
      hosts as IPv6-only capable if all applications users are supposed
      to run have been tested in IPv6-only environment (or if 464XLAT
      CLAT is enabled on the devices).



   o  IoT devices may be shipped in IPv6-only capable mode if they are
      designed to connect to IPv6-enabled cloud destination only.




5. IANA Considerations

   The IANA is requested to assign a new DHCPv4 Option code for the
   IPv6-Only Preferred option from the BOOTP Vendor Extensions and
   DHCPv4 Options registry, located at https://www.iana.org/assignments/
   bootp-dhcp-parameters/bootp-dhcp-parameters.xhtml#options .  If
   possible, please assign option code 108.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+
| Option Name                | Code  |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+
| IPv6‑only Preferred option | (TBD) |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+



                                  Table 1




6. Security Considerations

   The proposed mechanism is not introducing any new security
   implications.  While clients using the IPv6-only Preferred option are
   vulnerable to attacks related to a rogue DHCPv4 server, enabling
   IPv6-only Preferred option does not provide an attacker with any
   additional mechanisms.



   It should be noted that disabling IPv4 on a host upon receiving the
   IPv6-only Preferred option from the DHCPv4 server protects the host
   from IPv4-related attacks and therefore could be considered a
   security feature.
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Abstract

   This document defines distributed mobility anchoring in terms of the
   different configurations and functions to provide IP mobility
   support.  A network may be configured with distributed mobility
   anchoring functions for both network-based or host-based mobility
   support according to the needs of mobility support.  In a distributed
   mobility anchoring environment, multiple anchors are available for
   mid-session switching of an IP prefix anchor.  To start a new flow or
   to handle a flow not requiring IP session continuity as a mobile node
   moves to a new network, the flow can be started or re-started using
   an IP address configured from the new IP prefix anchored to the new
   network.  If the flow needs to survive the change of network, there
   are solutions that can be used to enable IP address mobility.  This
   document describes different anchoring approaches, depending on the
   IP mobility needs, and how this IP address mobility is handled by the
   network.
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   This Internet-Draft is submitted in full conformance with the
   provisions of BCP 78 and BCP 79.



   Internet-Drafts are working documents of the Internet Engineering
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   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
   time.  It is inappropriate to use Internet-Drafts as reference
   material or to cite them other than as "work in progress."
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1. Introduction

   A key requirement in distributed mobility management [RFC7333] is to
   enable traffic to avoid traversing a single mobility anchor far from
   an optimal route.  This document defines different configurations,
   functional operations and parameters for distributed mobility
   anchoring and explains how to use them to avoid unnecessarily long
   routes when a mobile node moves.



   Companion distributed mobility management documents are already
   addressing source address selection [RFC8653], and control-plane
   data-plane signaling [I-D.ietf-dmm-fpc-cpdp].  A number of
   distributed mobility solutions have also been proposed, for example,
   in [I-D.seite-dmm-dma], [I-D.ietf-dmm-pmipv6-dlif],
   [I-D.sarikaya-dmm-for-wifi], [I-D.yhkim-dmm-enhanced-anchoring], and
   [I-D.matsushima-stateless-uplane-vepc].



   Distributed mobility anchoring employs multiple anchors in the data
   plane.  In general, control plane functions may be separated from
   data plane functions and be centralized but may also be co-located
   with the data plane functions at the distributed anchors.  Different
   configurations of distributed mobility anchoring are described in
   Section 3.1.



   As a Mobile Node (MN) attaches to an access router and establishes a
   link between them, a /64 IPv6 prefix anchored to the router may be
   assigned to the link for exclusive use by the MN [RFC6459].  The MN
   may then configure a global IPv6 address from this prefix and use it
   as the source IP address in a flow to communicate with its
   Correspondent Node (CN).  When there are multiple mobility anchors
   assigned to the same MN, an address selection for a given flow is
   first required before the flow is initiated.  Using an anchor in a
   MN's network of attachment has the advantage that the packets can
   simply be forwarded according to the forwarding table.  However,
   after the flow has been initiated, the MN may later move to another
   network which assigns a new mobility anchor to the MN.  Since the new
   anchor is located in a different network, the MN's assigned prefix
   does not belong to the network where the MN is currently attached.



   When the MN wants to continue using its assigned prefix to complete
   ongoing data sessions after it has moved to a new network, the
   network needs to provide support for the MN's IP address and session
   continuity, since routing packets to the MN through the new network
   deviates from applying default routes.  The IP session continuity
   needs of a flow (application) determines how the IP address used by
   this flow has to be anchored.  If the ongoing IP flow can cope with
   an IP prefix/address change, the flow can be reinitiated with a new
   IP address anchored in the new network.  On the other hand, if the
   ongoing IP flow cannot cope with such change, mobility support is
   needed.  A network supporting a mix of flows both requiring and not
   requiring IP mobility support will need to distinguish these flows.




2. Conventions and Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.



   All general mobility-related terms and their acronyms used in this
   document are to be interpreted as defined in the Mobile IPv6 (MIPv6)
   base specification [RFC6275], the Proxy Mobile IPv6 (PMIPv6)
   specification [RFC5213], the "Mobility Related Terminologies"
   [RFC3753], and the DMM current practices and gap analysis [RFC7429].
   These include terms such as Mobile Node (MN), Correspondent Node
   (CN), Home Agent (HA), Home Address (HoA), Care-of-Address (CoA),
   Local Mobility Anchor (LMA), and Mobile Access Gateway (MAG).



   In addition, this document uses the following terms and definitions:



IP session continuity:  The ability to maintain an ongoing transport
   interaction by keeping the same local endpoint IP address
   throughout the lifetime of the IP socket despite the mobile host
   changing its point of attachment within the IP network topology.
   The IP address of the host may change after closing the IP socket
   and before opening a new one, but that does not jeopardize the
   ability of applications using these IP sockets to work flawlessly.
   Session continuity is essential for mobile hosts to maintain
   ongoing flows without any interruption [RFC8653].


Higher layer session continuity:  The ability to maintain an ongoing
   transport or higher layer (e.g., application) interaction by
   keeping the session indentifiers throughout the lifetime of the
   session despite the mobile host changing its point of attachment
   within the IP network topology.  This can be achieved by using
   mechanisms at the transport or higher layers.


IP address reachability:  The ability to maintain the same IP address
   for an extended period of time.  The IP address stays the same
   across independent sessions, even in the absence of any session.
   The IP address may be published in a long‑term registry (e.g.,
   DNS) and is made available for serving incoming (e.g., TCP)
   connections.  IP address reachability is essential for mobile
   hosts to use specific/published IP addresses [RFC8653].


IP mobility:  Combination of IP address reachability and session
   continuity.


Home network of a home address:  the network that has assigned the
   HoA used as the session identifier by the application running in



      an MN.  The MN may be running multiple application sessions, and
      each of these sessions can have a different home network.




Anchoring (of an IP prefix/address):  An IP prefix, i.e., Home
   Network Prefix (HNP), or address, i.e., HoA, assigned for use by
   an MN is topologically anchored to an anchor node when the anchor
   node is able to advertise a route into the routing infrastructure
   for the assigned IP prefix.  The traffic using the assigned IP
   address/prefix must traverse the anchor node.  We can refer to the
   function performed by IP anchor node as anchoring, which is a data
   plane function.


Location Management (LM) function:  control plane function that keeps
   and manages the network location information of an MN.  The
   location information may be a binding of the advertised IP
   address/prefix, e.g., HoA or HNP, to the IP routing address of the
   MN or of a node that can forward packets destined to the MN.



      When the MN is a Mobile Router (MR), the location information will
      also include the Mobile Network Prefix (MNP), which is the
      aggregate IP prefix delegated to the MR to assign IP prefixes for
      use by the Mobile Network Nodes (MNNs) in the mobile network.



      In a client-server protocol model, secure (i.e., authenticated and
      authorized) location query and update messages may be exchanged
      between a Location Management client (LMc) and a Location
      Management server (LMs), where the location information can be
      updated or queried from the LMc.  Optionally, there may be a
      Location Management proxy (LMp) between LMc and LMs.



      With separation of control plane and data plane, the LM function
      is in the control plane.  It may be a logical function at the
      control plane node, control plane anchor, or mobility controller.



      It may be distributed or centralized.




Forwarding Management (FM) function:  packet interception and
   forwarding to/from the IP address/prefix assigned for use by the
   MN, based on the internetwork location information, either to the
   destination or to some other network element that knows how to
   forward the packets to their destination.



      This function may be used to achieve traffic indirection.  With
      separation of control plane and data plane, the FM function may
      split into a FM function in the data plane (FM-DP) and a FM
      function in the control plane (FM-CP).



      FM-DP may be distributed with distributed mobility management.  It
      may be a function in a data plane anchor or data plane node.



      FM-CP may be distributed or centralized.  It may be a function in
      a control plane node, control plane anchor or mobility controller.




Home Control‑Plane Anchor (Home‑CPA or H‑CPA):  The Home‑CPA function
   hosts the mobile node (MN)'s mobility session.  There can be more
   than one mobility session for a mobile node and those sessions may
   be anchored on the same or different Home‑CPA's.  The home‑CPA
   will interface with the home‑DPA for managing the forwarding
   state.


Home Data Plane Anchor (Home‑DPA or H‑DPA):  The Home‑DPA is the
   topological anchor for the MN's IP address/ prefix(es).  The Home‑
   DPA is chosen by the Home‑CPA on a session‑ basis.  The Home‑DPA
   is in the forwarding path for all the mobile node's IP traffic.


Access Control Plane Node (Access‑CPN or A‑CPN):  The Access‑CPN is
   responsible for interfacing with the mobile node's Home‑CPA and
   with the Access‑DPN.  The Access‑CPN has a protocol interface to
   the Home‑CPA.


Access Data Plane Node (Access‑DPN or A‑DPN):  The Access‑DPN
   function is hosted on the first‑hop router where the mobile node
   is attached.  This function is not hosted on a layer‑2 bridging
   device such as a eNode(B) or Access Point.






3. Distributed Mobility Anchoring


3.1. Configurations for Different Networks

   We next describe some configurations with multiple distributed
   anchors.  To cover the widest possible spectrum of scenarios, we
   consider architectures in which the control and data planes are
   separated.  We analyze where LM and FM functions -- which are
   specific sub-functions involved in mobility management -- can be
   placed when looking at the different scenarios with distributed
   anchors.




3.1.1. Network-based DMM

   Figure 1 shows a general scenario for network-based distributed
   mobility management.



   The main characteristics of a network-based DMM solution are:



o  There are multiple data plane anchors, each with a FM‑DP function.
o  The control plane may either be distributed (not shown in the
   figure) or centralized (as shown in the figure).
o  The control plane and the data plane (Control Plane Anchor ‑‑ CPA
   ‑‑ and Data Plane Anchor ‑‑ DPA) may be co‑located or not.  If the
   CPA is co‑located with the distributed DPAs, then there are
   multiple co‑located CPA‑DPA instances (not shown in the figure).
o  An IP prefix/address IP1 (anchored to the DPA with IP address
   IPa1) is assigned for use to a MN.  The MN uses this IP1 address
   to communicate with CNs (not shown in the figure).
o  The location management (LM) function may be co‑located or split
   (as shown in the figure) into a separate server (LMs) and a client
   (LMc).  In this case, the LMs may be centralized whereas the LMc
   may be distributed or centralized.

           ____________  Network
       ___/            \___________
      /      +‑‑‑‑‑+                \___
     (       |LMs  |    Control         \
    /        +‑.‑‑‑+    plane            \
   /  +‑‑‑‑‑‑‑‑.‑‑‑+    functions         \
  (   |CPA:    .   |    in the             )
  (   |FM‑CP, LMc  |    network            )
  (   +‑‑‑‑‑‑‑‑‑‑‑‑+                        \
 /          . .                              \
(           .     .                           )
(           .         .                       )
(           .             .                   \
 \    +‑‑‑‑‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑‑‑‑+Distributed )
  (   |DPA(IPa1):  | |DPA(IPa2):  |DPAs        )
  (   |anchors IP1 | |anchors IP2 |          _/
   \  |FM‑DP       | |FM‑DP       | etc.    /
    \ +‑‑‑‑‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑‑‑‑+        /
     \___                Data plane  _____/
         \______         functions  /
                \__________________/

      +‑‑‑‑‑‑‑‑‑‑‑‑+
      |MN(IP1)     | Mobile node attached
      |flow(IP1,..)| to the network
      +‑‑‑‑‑‑‑‑‑‑‑‑+



                 Figure 1: Network-based DMM configuration




3.1.2. Client-based DMM

   Figure 2 shows a general scenario for client-based distributed
   mobility management.  In this configuration, the mobile node performs
   Control Plane Node (CPN) and Data Plane Node (DPN) mobility
   functions, namely the forwarding management and location management
   (client) roles.



       +‑‑‑‑‑+
       |LMs  |
       +‑.‑‑‑+
+‑‑‑‑‑‑‑‑.‑‑‑+
|CPA:    .   |
|FM‑CP, LMp  |
+‑‑‑‑‑‑‑‑‑‑‑‑+
      . .
      .     .
      .         .
      .             .
+‑‑‑‑‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑‑‑‑+ Distributed
|DPA(IPa1):  | |DPA(IPa2):  | DPAs
|anchors IP1 | |anchors IP2 |
|FM‑DP       | |FM‑DP       |  etc.
+‑‑‑‑‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑‑‑‑+

+‑‑‑‑‑‑‑‑‑‑‑‑+
|MN(IP1)     |Mobile node
|flow(IP1,..)|using IP1
|FM,    LMc  |anchored to
+‑‑‑‑‑‑‑‑‑‑‑‑+DPA(IPa1)



                 Figure 2: Client-based DMM configuration



4.  IP Mobility Handling in Distributed Anchoring Environments -
    Mobility Support Only When Needed



   IP mobility support may be provided only when needed instead of being
   provided by default.  Three cases can be considered:



o  Nomadic case: no address continuity is required.  The IP address
   used by the MN changes after a movement and traffic using the old
   address is disrupted.  If session continuity is required, then it
   needs to be provided by a solution running at L4 or above.
o  Mobility case, traffic redirection: address continuity is
   required.  When the MN moves, the previous anchor still anchors
   the traffic using the old IP address, and forwards it to the new
   MN's location.  The MN obtains a new IP address anchored to the
   new location, and preferably uses it for new communications,
   established while connected at the new location.
o  Mobility case, anchor relocation: address continuity is required.
   In this case the route followed by the traffic is optimized, by
   using some means for traffic indirection to deviate from default
   routes.



   A straightforward choice of mobility anchoring is the following: the
   MN's chooses as source IP address for packets belonging to an IP
   flow, an address allocated by the network the MN is attached to when
   the flow was initiated.  As such, traffic belonging to this flow
   traverses the MN's mobility anchor [I-D.seite-dmm-dma]
   [I-D.ietf-dmm-pmipv6-dlif].



   The IP prefix/address at the MN's side of a flow may be anchored to
   the Access Router (AR) to which the MN is attached.  For example,
   when a MN attaches to a network (Net1) or moves to a new network
   (Net2), an IP prefix from the attached network is assigned to the
   MN's interface.  In addition to configuring new link-local addresses,
   the MN configures from this prefix an IP address which is typically a
   dynamic IP address (meaning that this address is only used while the
   MN is attached to this access router, and therefore the IP address
   configured by the MN dynamically changes when attaching to a
   different access network).  It then uses this IP address when a flow
   is initiated.  Packets from this flow addressed to the MN are simply
   forwarded according to the forwarding table.



   There may be multiple IP prefixes/addresses that an MN can select
   when initiating a flow.  They may be from the same access network or
   different access networks.  The network may advertise these prefixes
   with cost options [I-D.mccann-dmm-prefixcost] so that the mobile node
   may choose the one with the least cost.  In addition, the IP
   prefixes/addresses provided by the network may be of different types
   regarding whether mobility support is supported [RFC8653].  A MN will
   need to choose which IP prefix/address to use for each flow according
   to whether it needs IP mobility support or not, using for example the
   mechanisms described in [RFC8653].



4.1.  Nomadic case (no need of IP mobility): Changing to new IP prefix/
      address



   When IP mobility support is not needed for a flow, the LM and FM
   functions are not utilized so that the configurations in Section 3.1
   are simplified as shown in Figure 3.



Net1                                                Net2

+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+                                   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|AR1            |            AR is changed          |AR2            |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+              ‑‑‑‑‑‑‑>             +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|CPA:           |                                   |CPA:           |
|‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|                                   |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|
|DPA(IPa1):     |                                   |DPA(IPa2):     |
|anchors IP1    |                                   |anchors IP2    |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+                                   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+

+...............+                                   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
.MN(IP1)        .              MN moves             |MN(IP2)        |
.flow(IP1,...)  .              =======>             |flow(IP2,...)  |
+...............+                                   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



               Figure 3: Changing to a new IP address/prefix



   When there is no need to provide IP mobility to a flow, the flow may
   use a new IP address acquired from a new network as the MN moves to
   the new network.



   Regardless of whether IP mobility is needed, if the flow has not
   terminated before the MN moves to a new network, the flow may
   subsequently restart using the new IP address assigned from the new
   network.



   When IP session continuity is needed, even if an application flow is
   ongoing as the MN moves, it may still be desirable for the
   application flow to change to using the new IP prefix configured in
   the new network.  The application flow may then be closed at IP level
   and then be restarted using a new IP address configured in the new
   network.  Such a change in the IP address used by the application
   flow may be enabled using a higher layer mobility support which is
   not in the scope of this document.



   In Figure 3, a flow initiated while the MN was using the IP prefix
   IP1 -- anchored to a previous access router AR1 in network Net1 --
   has terminated before the MN moves to a new network Net2.  After
   moving to Net2, the MN uses the new IP prefix IP2 -- anchored to a
   new access router AR2 in network Net2 -- to start a new flow.
   Packets may then be forwarded without requiring IP layer mobility
   support.



   An example call flow is outlined in Figure 4.  A MN attaches to AR1,
   which sends a router advertisement (RA) including information about
   the prefix assigned to MN, from which MN configures an IP address
   (IP1).  This address is used for new communications, for example with
   a correspondent node (CN).  If the MN moves to a new network and
   attaches to AR2, the process is repeated (MN obtains a new IP
   address, IP2, from AR2).  Since the IP address (IP1) configured at
   the previously visited network is not valid at the current attachment
   point, and any existing flows have to be reestablished using IP2.



   Note that in these scenarios, if there is no mobility support
   provided by L4 or above, application traffic would stop.



 MN                    AR1           AR2                           CN
  |MN attaches to AR1:  |             |                             |
  |acquires MN‑ID and profile         |                             |
  |‑‑RS‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|             |                             |
  |                     |             |                             |
  |<‑‑‑‑‑‑‑‑‑‑RA(IP1)‑‑‑|             |                             |
  |                     |             |                             |
Assigned prefix IP1     |             |                             |
IP1 address configuration             |                             |
  |                     |             |                             |
  |<‑Flow(IP1,IPcn,...)‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|
  |                     |             |                             |
  |MN detaches from AR1 |             |                             |
  |MN attaches to AR2   |             |                             |
  |                     |             |                             |
  |‑‑RS‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|                             |
  |                     |             |                             |
  |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑RA(IP2)‑‑‑‑‑‑‑‑‑‑‑‑‑|                             |
  |                     |             |                             |
Assigned prefix IP2     |             |                             |
IP2 address configuration             |                             |
  |                     |             |                             |
  |<‑new Flow(IP2,IPcn,...)‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|
  |                     |             |                             |



          Figure 4: Re-starting a flow with new IP prefix/address




4.2. Mobility case, traffic redirection

   When IP mobility is needed for a flow, the LM and FM functions in
   Section 3.1 are utilized.  There are two possible cases: (i) the
   mobility anchor remains playing that role and forwards traffic to a
   new locator in the new network, and (ii) the mobility anchor (data
   plane function) is changed but binds the MN's transferred IP address/
   prefix.  The latter enables optimized routes but requires some data
   plane node that enforces traffic indirection.  Next, we focus on the
   first case.  The second one is addressed in Section 4.3.



   Mobility support can be provided by using mobility management
   methods, such as the several approaches surveyed in the academic
   papers ([Paper-Distributed.Mobility],
   [Paper-Distributed.Mobility.PMIP] and
   [Paper-Distributed.Mobility.Review]).  After moving, a certain MN's
   traffic flow may continue using the IP prefix from the prior network
   of attachment.  Yet, some time later, the application generating this
   traffic flow may be closed.  If the application is started again, the
   new flow may not need to use the prior network's IP address to avoid
   having to invoke IP mobility support.  This may be the case where a
   dynamic IP prefix/address, rather than a permanent one, is used.
   Packets belonging to this flow may then use the new IP prefix (the
   one allocated in the network where the flow is being initiated).
   Routing is again kept simpler without employing IP mobility and will
   remain so as long as the MN which is now in the new network does not
   move again to another network.



 MN                    AR1           AR2                           CN
  |MN attaches to AR1:  |             |                             |
  |acquires MN‑ID and profile         |                             |
  |‑‑RS‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|             |                             |
  |                     |             |                             |
  |<‑‑‑‑‑‑‑‑‑‑RA(IP1)‑‑‑|             |                             |
  |                     |             |                             |
Assigned prefix IP1     |             |                             |
IP1 address configuration             |                             |
  |                     |             |                             |
  |<‑Flow(IP1,IPcn,...)‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|
  |                     |             |                             |
  |MN detaches from AR1 |             |                             |
  |MN attaches to AR2   |             |                             |
  |                     |             |                             |
  |‑‑RS‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|                             |
   (some IP mobility support solution)
  |<‑‑‑‑‑‑‑‑‑‑‑‑‑‑RA(IP2,IP1)‑‑‑‑‑‑‑‑‑|                             |
  |                     |             |                             |
  |                     +<‑Flow(IP1,IPcn,...)‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|
  |                     +<===========>+                             |
  |<‑Flow(IP1,IPcn,...)‑‑‑‑‑‑‑‑‑‑‑‑‑‑>+                             |
  |                     |             |                             |
Assigned prefix IP2     |             |                             |
IP2 address configuration             |                             |
  |                     |             |                             |
Flow(IP1,IPcn) terminates             |                             |
  |                     |             |                             |
  |<‑new Flow(IP2,IPcn,...)‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>|
  |                     |             |                             |



   Figure 5: A flow continues to use the IP prefix from its home network

                    after MN has moved to a new network



   An example call flow in this case is outlined in Figure 5.  In this
   example, the AR1 plays the role of FM-DP entity and redirects the
   traffic (e.g., using an IP tunnel) to AR2.  Another solution could be
   to place an FM-DP entity closer to the CN network to perform traffic
   steering to deviate from default routes (which will bring the packet
   to AR1 per default routing).  The LM and FM functions are implemented
   as shown in Figure 6.



Net1                                                Net2

+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+                                   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|AR1            |                                   |AR2            |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+                                   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|CPA:           |                                   |CPA:           |
|               |                                   |LM:IP1 at IPa1 |
|‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|      IP1 (anchored to Net1)       |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|
|DPA(IPa1):     |      is redirected to Net2        |DPA(IPa2):     |
|anchors IP1    |              =======>             |anchors IP2    |
|FM:IP1 via IPa2|                                   |FM:IP1 via IPa1|
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+                                   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+

+...............+                                   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
.MN(IP1)        .              MN moves             |MN(IP2,IP1)    |
.flow(IP1,...)  .              =======>             |flow(IP1,...)  |
.               .                                   |flow(IP2,...)  |
+...............+                                   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                       Figure 6: Anchor redirection



   Multiple instances of DPAs (at access routers), which are providing
   IP prefixes to the MNs, are needed to provide distributed mobility
   anchoring in an appropriate configuration such as those described in
   Figure 1 (Section 3.1.1) for network-based distributed mobility or in
   Figure 2 (Section 3.1.2) for client-based distributed mobility.




4.3. Mobility case, anchor relocation

   We focus next on the case where the mobility anchor (data plane
   function) is changed but binds the MN's transferred IP address/
   prefix.  This enables optimized routes but requires some data plane
   node that enforces traffic indirection.



   IP mobility is invoked to enable IP session continuity for an ongoing
   flow as the MN moves to a new network.  The anchoring of the IP
   address of the flow is in the home network of the flow (i.e.,
   different from the current network of attachment).  A centralized
   mobility management mechanism may employ indirection from the anchor
   in the home network to the current network of attachment.  Yet it may
   be difficult to avoid using an unnecessarily long route (when the
   route between the MN and the CN via the anchor in the home network is
   significantly longer than the direct route between them).  An
   alternative is to move the IP prefix/address anchoring to the new
   network.



   The IP prefix/address anchoring may move without changing the IP
   prefix/address of the flow.  The LM function in Figure 1 in
   Section 3.1.1 is implemented as shown in Figure 7.



Net1                                              Net2

+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+                                 +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|AR1            |                                 |AR2            |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+                                 +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|CPA:           |                                 |CPA:           |
|LM:IP1 at IPa1 |                                 |LM:IP1 at IPa2 |
|   changes to  |                                 |               |
|   IP1 at IPa2 |                                 |               |
|‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|                                 |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|
|DPA(IPa1):     | IP1 anchoring effectively moved |DPA(IPa2):     |
|anchored IP1   |            =======>             |anchors IP2,IP1|
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+                                 +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+

+...............+                                 +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
.MN(IP1)        .            MN moves             |MN(IP2,IP1)    |
.flow(IP1,...)  .            =======>             |flow(IP1,...)  |
+...............+                                 +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                        Figure 7: Anchor relocation



   As an MN with an ongoing session moves to a new network, the flow may
   preserve IP session continuity by moving the anchoring of the
   original IP prefix/address of the flow to the new network.



   One way to accomplish such a move is to use a centralized routing
   protocol, but such a solution may present some scalability concerns
   and its applicability is typically limited to small networks.  One
   example of this type of solution is described in
   [I-D.ietf-rtgwg-atn-bgp].  When a MN associates with an anchor the
   anchor injects the mobile's prefix into the global routing system.
   If the MN moves to a new anchor, the old anchor withdraws the /64 and
   the new anchor injects it instead.




5. Security Considerations

   As stated in [RFC7333], "a DMM solution MUST support any security
   protocols and mechanisms needed to secure the network and to make
   continuous security improvements".  It "MUST NOT introduce new
   security risks".



   There are different potential deployment models of a DMM solution.
   The present document has presented 3 different scenarios for
   distributed anchoring: (i) nomadic case, (ii) mobility case with
   traffic redirection, and (iii) mobility case with anchor relocation.
   Each of them has different security requirements, and the actual
   security mechanisms would depend on the specifics of each solution/
   scenario.



   As general rules, for the first distributed anchoring scenario
   (nomadic case), no additional security consideration is needed, as
   this does not involve any additional mechanism at L3.  If session
   connectivity is required, the L4 or above solution used to provide it
   MUST also provide the required authentication and security.



   The second and third distributed anchoring scenarios (mobility case)
   involve mobility signalling among the mobile node and the control and
   data plane anchors.  The control-plane messages exchanged between
   these entitites MUST be protected using end-to-end security
   associations with data-integrity and data-origination capabilities.
   IPsec [RFC8221] ESP in transport mode with mandatory integrity
   protection SHOULD be used for protecting the signaling messages.
   IKEv2 [RFC8247] SHOULD be used to set up security associations
   between the data and control plane anchors.  Note that in scenarios
   in which traffic indirection mechanisms are used to relocate an
   anchor, authentication and authorization mechanisms MUST be used.



   Control-plane functionality MUST apply authorization checks to any
   commands or updates that are made by the control-plane protocol.




6. IANA Considerations

   This document presents no IANA considerations.
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Abstract

   This document describes a way, called Forwarding Policy Configuration
   (FPC) to manage the separation of data-plane and control-plane.  FPC
   defines a flexible mobility management system using FPC agent and FPC
   client functions.  A FPC agent provides an abstract interface to the
   data-plane.  The FPC client configures data-plane nodes by using the
   functions and abstractions provided by the FPC agent for the data-
   plane nodes.  The data-plane abstractions presented in this document
   are extensible in order to support many different types of mobility
   management systems and data-plane functions.




Status of This Memo

   This Internet-Draft is submitted in full conformance with the
   provisions of BCP 78 and BCP 79.



   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF).  Note that other groups may also distribute
   working documents as Internet-Drafts.  The list of current Internet-
   Drafts is at http://datatracker.ietf.org/drafts/current/.



   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
   time.  It is inappropriate to use Internet-Drafts as reference
   material or to cite them other than as "work in progress."



   This Internet-Draft will expire on September 10, 2020.
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1. Introduction

   This document describes Forwarding Policy Configuration (FPC), a
   system for managing the separation of control-plane and data-plane.
   FPC enables flexible mobility management using FPC client and FPC
   agent functions.  A FPC agent exports an abstract interface
   representing the data-plane.  To configure data-plane nodes and
   functions, the FPC client uses the interface to the data-plane
   offered by the FPC agent.



   Control planes of mobility management systems, or related
   applications which require data-plane control, can utilize the FPC
   client at various levels of abstraction.  FPC operations are capable
   of directly configuring a single Data-Plane Node (DPN), as well as
   multiple DPNs, as determined by the data-plane models exported by the
   FPC agent.



   A FPC agent represents the data-plane operation according to several
   basic information models.  A FPC agent also provides access to
   Monitors, which produce reports when triggered by events or FPC
   Client requests regarding Mobility Contexts, DPNs or the Agent.



   To manage mobility sessions, the FPC client assembles applicable sets
   of forwarding policies from the data model, and configures them on
   the appropriate FPC Agent.  The Agent then renders those policies
   into specific configurations for each DPN at which mobile nodes are
   attached.  The specific protocols and configurations to configure a
   DPN from a FPC Agent are outside the scope of this document.



   A DPN is a logical entity that performs data-plane operations (packet
   movement and management).  It may represent a physical DPN unit, a
   sub-function of a physical DPN or a collection of physical DPNs
   (i.e., a "virtual DPN").  A DPN may be virtual -- it may export the
   FPC DPN Agent interface, but be implemented as software that controls
   other data-plane hardware or modules that may or may not be FPC-
   compliant.  In this document, DPNs are specified without regard for
   whether the implementation is virtual or physical.  DPNs are
   connected to provide mobility management systems such as access
   networks, anchors and domains.  The FPC agent interface enables
   establishment of a topology for the forwarding plane.



   When a DPN is mapped to physical data-plane equipment, the FPC client
   can have complete knowledge of the DPN architecture, and use that
   information to perform DPN selection for specific sessions.  On the
   other hand, when a virtual DPN is mapped to a collection of physical
   DPNs, the FPC client cannot select a specific physical DPN because it
   is hidden by the abstraction; only the FPC Agent can address the
   specific associated physical DPNs.  Network architects have the
   flexibility to determine which DPN-selection capabilities are
   performed by the FPC Agent (distributed) and which by the FPC client
   (centralized).  In this way, overlay networks can be configured
   without disclosing detailed knowledge of the underlying hardware to
   the FPC client and applications.



   The abstractions in this document are designed to support many
   different mobility management systems and data-plane functions.  The
   architecture and protocol design of FPC is not tied to specific types
   of access technologies and mobility protocols.




2. Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119].



Attribute Expression:   The definition of a template Property.  This
                        includes setting the type, current value,
                        default value and if the attribute is static,
                        i.e. can no longer be changed.

Domain:                 One or more DPNs that form a logical
                        partition of network resources (e.g., a data‑
                        plane network under common network
                        administration).  A FPC client (e.g., a
                        mobility management system) may utilize a
                        single or multiple domains.

DPN:                    A data‑plane node (DPN) is capable of
                        performing data‑plane features.  For example,
                        DPNs may be switches or routers, regardless
                        of whether they are realized as hardware or
                        purely in software.

FPC Client:             A FPC Client is integrated with a mobility
                        management system or related application,
                        enabling control over forwarding policy,
                        mobility sessions and DPNs via a FPC Agent.

Mobility Context:       A Mobility Context contains the data‑plane
                        information necessary to efficiently send and
                        receive traffic from a mobile node.  This
                        includes policies that are created or
                        modified during the network's operation ‑ in
                        most cases, on a per‑flow or per session
                        basis.  A Mobility‑Context represents the
                        mobility sessions (or flows) which are active



                           on a mobile node.  This includes associated
                           runtime attributes, such as tunnel endpoints,
                           tunnel identifiers, delegated prefix(es),
                           routing information, etc.  Mobility-Contexts
                           are associated to specific DPNs.  Some pre-
                           defined Policies may apply during mobility
                           signaling requests.  The Mobility Context
                           supplies information about the policy
                           settings specific to a mobile node and its
                           flows; this information is often quite
                           dynamic.



Mobility Session:       Traffic to/from a mobile node that is
                        expected to survive reconnection events.

Monitor:                A reporting mechanism for a list of events
                        that trigger notification messages from a FPC
                        Agent to a FPC Client.

Policy:                 A Policy determines the mechanisms for
                        managing specific traffic flows or packets.
                        Policies specify QoS, rewriting rules for
                        packet processing, etc.  A Policy consists of
                        one or more rules.  Each rule is composed of
                        a Descriptor and Actions.  The Descriptor in
                        a rule identifies packets (e.g., traffic
                        flows), and the Actions apply treatments to
                        packets that match the Descriptor in the
                        rule.  Policies can apply to Domains, DPNs,
                        Mobile Nodes, Service‑Groups, or particular
                        Flows on a Mobile Node.

Property:               An attribute‑value pair for an instance of a
                        FPC entity.

Service‑Group:          A set of DPN interfaces that support a
                        specific data‑plane purpose, e.g. inbound/
                        outbound, roaming, subnetwork with common
                        specific configuration, etc.

Template:               A recipe for instantiating FPC entities.
                        Template definitions are accessible (by name
                        or by a key) in an indexed set.  A Template
                        is used to create specific instances (e.g.,
                        specific policies) by assigning appropriate
                        values into the Template definition via
                        Attribute Expression.

Template Configuration  The process by which a Template is referenced
                        (by name or by key) and Attribute Expressions
                        are created that change the value, default
                        value or static nature of the Attribute, if
                        permitted.  If the Template is Extensible,
                        new attributes MAY be added.

Tenant:                 An operational entity that manages mobility
                        management systems or applications which
                        require data‑plane functions.  A Tenant
                        defines a global namespace for all entities
                        owned by the Tenant enabling its entities to
                        be used by multiple FPC Clients across
                        multiple FPC Agents.

Topology:               The DPNs and the links between them.  For
                        example, access nodes may be assigned to a
                        Service‑Group which peers to a Service‑Group
                        of anchor nodes.




3. FPC Design Objectives and Deployment

   Using FPC, mobility control-planes and applications can configure
   DPNs to perform various mobility management roles as described in
   [I-D.ietf-dmm-deployment-models].  This fulfills the requirements
   described in [RFC7333].



   This document defines FPC Agent and FPC Client, as well as the
   information models that they use.  The attributes defining those
   models serve as the protocol elements for the interface between the
   FPC Agent and the FPC Client.



   Mobility control-plane applications integrate features offered by the
   FPC Client.  The FPC Client connects to FPC Agent functions.  The
   Client and the Agent communicate based on information models
   described in Section 4.  The models allow the control-plane to
   configure forwarding policies on the Agent for data-plane
   communications with mobile nodes.



   Once the Topology of DPN(s) and domains are defined on an Agent for a
   data plane, the DPNs in the topology are available for further
   configuration.  The FPC Agent connects those DPNs to manage their
   configurations.



   A FPC Agent configures and manages its DPN(s) according to forwarding
   policies requested and Attributes provided by the FPC Client.
   Configuration commands used by the FPC agent to configure its DPN
   node(s) may be specific to the DPN implementation; consequently the
   method by which the FPC Agent carries out the specific configuration
   for its DPN(s) is out of scope for this document.  Along with the
   data models, the FPC Client (on behalf of control-plane and
   applications) requests that the Agent configures Policies prior to
   the time when the DPNs start forwarding data for their mobility
   sessions.



   This architecture is illustrated in Figure 1.  A FPC Agent may be
   implemented in a network controller that handles multiple DPNs, or
   (more simply) an FPC Agent may itself be integrated into a DPN.



   This document does not specify a protocol for the FPC interface; it
   is out of scope.



                    +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
                    | Mobility Control‑Plane  |
                    |          and            |
                    |      Applications       |
                    |+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+|
                    ||      FPC Client       ||
                    |+‑‑‑‑‑‑‑‑‑‑^‑‑‑‑‑‑‑‑‑‑‑‑+|
                    +‑‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑‑+
        FPC interface protocol  |
                +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
                |                                 |
  Network       |                                 |
  Controller    |                      DPN        |
    +‑‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑‑+        +‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑+
    |+‑‑‑‑‑‑‑‑‑‑v‑‑‑‑‑‑‑‑‑‑‑‑+|        |+‑‑‑‑‑‑‑‑‑v‑‑‑‑‑‑‑‑+|
    ||   [Data‑plane model]  ||        ||[Data‑plane model]||
    ||       FPC Agent       ||        ||    FPC Agent     ||
    |+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+|        |+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+|
    |+‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+|        |                    |
    ||SB Protocol |FPC Client||        |  DPN Configuration |
    ||   Modules  |  Module  ||        +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
    |+‑‑‑‑‑‑^‑‑‑‑‑+‑‑‑‑^‑‑‑‑‑+|
    +‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑+
            |          |
  Other     |          | FPC interface
 southbound |          | protocol
  protocols |          |
            |          +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
            |                            |
DPN         |                 DPN        |
 +‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑+       +‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑+
 |+‑‑‑‑‑‑‑‑‑v‑‑‑‑‑‑‑‑+|       |+‑‑‑‑‑‑‑‑‑v‑‑‑‑‑‑‑‑+|
 ||  Configuration   ||       ||[Data‑plane model]||
 || Protocol module  ||       ||     FPC Agent    ||
 |+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+|       |+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+|
 |                    |       |                    |
 | DPN Configuration  |       |  DPN Configuration |
 +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+       +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



         Figure 1: Reference Forwarding Policy Configuration (FPC)

                               Architecture



   The FPC architecture supports multi-tenancy; a FPC enabled data-plane
   supports tenants of multiple mobile operator networks and/or
   applications.  It means that the FPC Client of each tenant connects
   to the FPC Agent and it MUST partition namespace and data for their
   data-planes.  DPNs on the data-plane may fulfill multiple data-plane
   roles which are defined per session, domain and tenant.
   Multi-tenancy permits the paritioning of data-plane entities as well
   as a common namespace requirement upon FPC Agents and Clients when
   they use the same Tenant for a common data-plane entity.



   FPC information models often configuration to fit the specific needs
   for DPN management of a mobile node's traffic.  The FPC interfaces in
   Figure 1 are the only interfaces required to handle runtime data in a
   Mobility Context.  The Topology and some Policy FPC models MAY be
   pre-configured; in that case real-time protocol exchanges are not
   required for them.



   The information model provides an extensibility mechanism through
   Templates that permits specialization for the needs of a particular
   vendor's equipment or future extension of the model presented in this
   specification.




4. FPC Mobility Information Model

   The FPC information model includes the following components:



DPN Information Model,
Topology Information Model,
Policy Information Model,
Mobility‑Context, and
Monitor, as illustrated in Figure 2.

             :
             |
             +‑[FPC Mobility Information Model]
             |          |
             |          +‑[Topology Information Model]
             |          |
             |          +‑[Policy Information Model]
             |          |
             |          +‑[Mobility‑Context]
             |          |
             |          +‑[Monitor]
             |



                 Figure 2: FPC Information Model structure




4.1. Model Notation and Conventions

   The following conventions are used to describe the FPC information
   models.



   Information model entities (e.g.  DPNs, Rules, etc.) are defined in a
   hierarchical notation where all entities at the same hierarchical
   level are located on the same left-justified vertical position
   sequentially.  When entities are composed of sub-entities, the sub-
   entities appear shifted to the right, as shown in Figure 3.



|
+‑[entity2]
|         +‑[entity2.1]
|         +‑[entity2.2]



                   Figure 3: Model Notation - An Example



   Some entities have one or more qualifiers placed on the right hand
   side of the element definition in angle-brackets.  Common types
   include:



List:  A collection of entities (some could be duplicated)

Set:  A nonempty collection of entities without duplications

Name:  A human‑readable string

Key:  A unique value.  We distinguish 3 types of keys:

   U‑Key:  A key unique across all Tenants.  U‑Key spaces typically
      involve the use of registries or language specific mechanisms
      that guarantee universal uniqueness of values.

   G‑Key:  A key unique within a Tenant

   L‑Key:  A key unique within a local namespace.  For example, there
      may exist interfaces with the same name, e.g. "if0", in two
      different DPNs but there can only be one "if0" within each DPN
      (i.e. its local Interface‑Key L‑Key space).



   Each entity or attribute may be optional (O) or mandatory (M).
   Entities that are not marked as optional are mandatory.



The following example shows 3 entities:
    ‑‑ Entity1 is a globally unique key, and optionally can have
               an associated Name
    ‑‑ Entity2 is a list
    ‑‑ Entity3 is a set and is optional
               +
               |
               +‑[entity1] <G‑Key> (M), <Name> (O)
               +‑[entity2] <List>
               +‑[entity3] <Set> (O)
               |
               +



                                 Figure 4



   When expanding entity1 into a modeling language such as YANG it would
   result in two values: entity1-Key and entity1-Name.



   To encourage re-use, FPC defines indexed sets of various entity
   Templates.  Other model elements that need access to an indexed model
   entity contain an attribute which is always denoted as "entity-Key".
   When a Key attribute is encountered, the referencing model element
   may supply attribute values for use when the referenced entity model
   is instantiated.  For example: Figure 5 shows 2 entities:



      EntityA definition references an entityB model element.



      EntityB model elements are indexed by entityB-Key.



   Each EntityB model element has an entityB-Key which allows it to be
   uniquely identified, and a list of Attributes (or, alternatively, a
   Type) which specifies its form.  This allows a referencing entity to
   create an instance by supplying entityB-Values to be inserted, in a
   Settings container.



.
.
|
+‑[entityA]
|      +‑[entityB‑Key]
|      +‑[entityB‑Values]
.
.
|
+‑[entityB] <L‑Key> (M) <Set>
|      +‑[entityB‑Type]
.
.



                    Figure 5: Indexed sets of entities



   Indexed sets are specified for each of the following kinds of
   entities:



Domain (See Section 4.9.3)
DPN (See Section 4.9.4)
Policy (See Section 4.9.5)
Rule (See Section 4.9.5)
Descriptor (See Figure 12)
Action (See Figure 12)
Service‑Group (See Section 4.9.2, and
Mobility‑Context (See Section 4.9.6)



   As an example, for a Domain entity, there is a corresponding
   attribute denoted as "Domain-Key" whose value can be used to
   determine a reference to the Domain.




4.2. Templates and Attributes

   In order to simplify development and maintenance of the needed
   policies and other objects used by FPC, the Information Models which
   are presented often have attributes that are not initialized with
   their final values.  When an FPC entity is instantiated according to
   a template definition, specific values need to be configured for each
   such attribute.  For instance, suppose an entity Template has an
   Attribute named "IPv4-Address", and also suppose that a FPC Client
   instantiates the entity and requests that it be installed on a DPN.
   An IPv4 address will be needed for the value of that Attribute before
   the entity can be used.



+‑[Template] <U‑Key, Name> (M) <Set>
|      +‑[Attributes] <Set> (M)
|      +‑[Extensible ~ FALSE]
|      +‑[Entity‑State ~ Initial]
|      +‑[Version]



                        Figure 6: Template entities



Attributes:  A set of Attribute names MAY be included when defining a
   Template for instantiating FPC entities.

Extensible:  Determines whether or not entities instantiated from the
   Template can be extended with new non‑mandatory Attributes not
   originally defined for the Template.  Default value is FALSE.  If
   a Template does not explicitly specify this attribute, the default
   value is considered to be in effect.

Entity‑State:  Either Initial, PartiallyConfigured, Configured, or
   Active.  Default value is Initial.  See Section 4.6 for more
   information about how the Entity‑Status changes during the
   configuration steps of the Entity.

Version:  Provides a version tag for the Template.



   The Attributes in an Entity Template may be either mandatory or non-
   mandatory.  Attribute values may also be associated with the
   attributes in the Entity Template.  If supplied, the value may be
   either assigned with a default value that can be reconfigured later,
   or the value can be assigned with a static value that cannot be
   reconfigured later (see Section 4.3).



   It is possible for a Template to provide values for all of its
   Attributes, so that no additional values are needed before the entity
   can made Active.  Any instantiation from a Template MUST have at
   least one Attribute in order to be a useful entity unless the
   Template has none.




4.3. Attribute-Expressions

   The syntax of the Attribute definition is formatted to make it clear.
   For every Attribute in the Entity Template, six possibilities are
   specified as follows:



'[Att‑Name: ]'  Mandatory Attribute is defined, but template does not
   provide any configured value.

'[Att‑Name: Att‑Value]'  Mandatory Attribute is defined, and has a
   statically configured value.

'[Att‑Name: ~ Att‑Value]'  Mandatory Attribute is defined, and has a
   default value.

'[Att‑Name]'  Non‑mandatory Attribute may be included but template
   does not provide any configured value.

'[Att‑Name = Att‑Value]'  Non‑mandatory Attribute may be included and
   has a statically configured value.

'[Att‑Name ~ Att‑Value]'  Non‑mandatory Attribute may be included and
   has a default value.



   So, for example, a default value for a non-mandatory IPv4-Address
   attribute would be denoted by [IPv4-Address ~ 127.0.0.1].



   After a FPC Client identifies which additional Attributes have been
   configured to be included in an instantiated entity, those configured
   Attributes MUST NOT be deleted by the FPC Agent.  Similarly, any
   statically configured value for an entity Attribute MUST NOT be
   changed by the FPC Agent.



   Whenever there is danger of confusion, the fully qualified Attribute
   name MUST be used when supplying needed Attribute Values for a
   structured Attribute.




4.4. Attribute Value Types

   For situations in which the type of an attribute value is required,
   the following syntax is recommended.  To declare than an attribute
   has data type "foo", typecast the attribute name by using the
   parenthesized data type (foo).  So, for instance, [(float) Max-
   Latency-in-ms:] would indicate that the mandatory Attribute "Max-
   Latency-in-ms" requires to be configured with a floating point value
   before the instantiated entity could be used.  Similarly, [(float)
   Max-Latency-in-ms: 9.5] would statically configure a floating point
   value of 9.5 to the mandatory Attribute "Max-Latency-in-ms".




4.5. Namespace and Format

   The identifiers and names in FPC models which reside in the same
   Tenant must be unique.  That uniqueness must be maintained by all
   Clients, Agents and DPNs that support the Tenant.  The Tenant
   namespace uniqueness MUST be applied to all elements of the tenant
   model, i.e.  Topology, Policy and Mobility models.



   When a Policy needs to be applied to Mobility-Contexts in all Tenants
   on an Agent, the Agent SHOULD define that policy to be visible by all
   Tenants.  In this case, the Agent assigns a unique identifier in the
   Agent namespace and copies the values to each Tenant.  This
   effectively creates a U-Key although only a G-Key is required within
   the Tenant.



   The notation for identifiers can utilize any format with agreement
   between data-plane agent and client operators.  The formats include
   but are not limited to Globally Unique IDentifiers (GUIDs),
   Universally Unique IDentifiers (UUIDs), Fully Qualified Domain Names
   (FQDNs), Fully Qualified Path Names (FQPNs) and Uniform Resource
   Identifiers (URIs).  The FPC model does not limit the format, which
   could dictate the choice of FPC protocol.  Nevertheless, the
   identifiers which are used in a Mobility model should be considered
   to efficiently handle runtime parameters.




4.6. Configuring Attribute Values

   Attributes of Information Model components such as policy templates
   are configured with values as part of FPC configuration operations.
   There may be several such configuration operations before the
   template instantiation is fully configured.



   Entity-Status indicates when an Entity is usable within a DPN.  This
   permits DPN design tradeoffs amongst local storage (or other
   resources), over the wire request size and the speed of request
   processing.  For example, DPN designers with constrained systems MAY
   only house entities whose status is Active which may result in
   sending over all policy information with a Mobility-Context request.
   Storing information elements with an entity status of
   "PartiallyConfigured" on the DPN requires more resources but can
   result in smaller over the wire FPC communication and request
   processing efficiency.



   When the FPC Client instantiates a Policy from a Template, the
   Policy-Status is "Initial".  When the FPC Client sends the policy to
   a FPC Agent for installation on a DPN, the Client often will
   configure appropriate attribute values for the installation, and
   accordingly changes the Policy-Status to "PartiallyConfigured" or
   "Configured".  The FPC Agent will also configure Domain-specific
   policies and DPN-specific policies on the DPN.  When configured to
   provide particular services for mobile nodes, the FPC Agent will
   apply whatever service-specific policies are needed on the DPN.  When
   a mobile node attaches to the network data-plane within the topology
   under the jurisdiction of a FPC Agent, the Agent may apply policies
   and settings as appropriate for that mobile node.  Finally, when the
   mobile node launches new flows, or quenches existing flows, the FPC
   Agent, on behalf of the FPC Client, applies or deactivates whatever
   policies and attribute values are appropriate for managing the flows
   of the mobile node.  When a "Configured" policy is de-activated,
   Policy-Status is changed to be "Active".  When an "Active" policy is
   activated, Policy-Status is changed to be "Configured".



   Attribute values in DPN resident Policies may be configured by the
   FPC Agent as follows:



Domain‑Policy‑Configuration:  Values for Policy attributes that are
   required for every DPN in the domain.

DPN‑Policy‑Configuration:  Values for Policy attributes that are
   required for every policy configured on this DPN.

Service‑Group‑Policy‑Configuration:  Values for Policy attributes
   that are required to carry out the intended Service of the Service
   Group.

MN‑Policy‑Configuration:  Values for Policy attributes that are
   required for all traffic to/from a particular mobile node.

Service‑Data‑Flow‑Policy‑Configuration:  Values for Policy attributes
   that are required for traffic belonging to a particular set of
   flows on the mobile node.



   Any configuration changes MAY also supply updated values for existing
   default attribute values that may have been previously configured on
   the DPN resident policy.



   Entity blocks describe the format of the policy configurations.




4.7. Entity Configuration Blocks

   As described in Section 4.6, a Policy Template may be configured in
   several stages by configuring default or missing values for
   Attributes that do not already have statically configured values.  A
   Policy-Configuration is the combination of a Policy-Key (to identify
   the Policy Template defining the Attributes) and the currently
   configured Attribute Values to be applied to the Policy Template.
   Policy-Configurations MAY add attributes to a Template if Extensible
   is True.  They MAY also refine existing attributes by:



      assign new values if the Attribute is not static



      make attributes static if they were not



      make an attribute mandatory



   A Policy-Configuration MUST NOT define or refine an attribute twice.
   More generally, an Entity-Configuration can be defined for any
   configurable Indexed Set to be the combination of the Entity-Key
   along with a set of Attribute-Expressions that supply configuration
   information for the entity's Attributes.  Figure 7 shows a schematic
   representation for such Entity Configuration Blocks.



[Entity Configuration Block]
|       +‑[Entity‑Key] (M)
|       +‑[Attribute‑Expression] <Set> (M)



                   Figure 7: Entity Configuration Block



   This document makes use of the following kinds of Entity
   Configuration Blocks:



      Descriptor-Configuration



      Action-Configuration



      Rule-Configuration



      Interface-Configuration



      Service-Group-Configuration



      Domain-Policy-Configuration



      DPN-Policy-Configuration



      Policy-Configuration



      MN-Policy-Configuration



      Service-Data-Flow-Policy-Configuration




4.8. Information Model Checkpoint

   The Information Model Checkpoint permits Clients and Tenants with
   common scopes, referred to in this specification as Checkpoint
   BaseNames, to track the state of provisioned information on an Agent.
   The Agent records the Checkpoint BaseName and Checkpoint value set by
   a Client.  When a Client attaches to the Agent it can query to
   determine the amount of work that must be executed to configure the
   Agent to a specific BaseName / checkpoint revision.



   Checkpoints are defined for the following information model
   components:



      Service-Group



      DPN Information Model



      Domain Information Model



      Policy Information Model




4.9. Information Model Components


4.9.1. Topology Information Model

   The Topology structure specifies DPNs and the communication paths
   between them.  A network management system can use the Topology to
   select the most appropriate DPN resources for handling specific
   session flows.



   The Topology structure is illustrated in Figure 8 (for definitions
   see Section 2):



|
+‑[Topology Information Model]
|          +‑[Extensible: FALSE]
|          +‑[Service‑Group]
|          +‑[DPN] <Set>
|          +‑[Domain] <Set>



                       Figure 8: Topology Structure




4.9.2. Service-Group

   Service-Group-Set is collection of DPN interfaces serving some data-
   plane purpose including but not limited to DPN Interface selection to
   fulfill a Mobility-Context.  Each Group contains a list of DPNs
   (referenced by DPN-Key) and selected interfaces (referenced by
   Interface-Key).  The Interfaces are listed explicitly (rather than
   referred implicitly by its specific DPN) so that every Interface of a
   DPN is not required to be part of a Group.  The information provided
   is sufficient to ensure that the Protocol, Settings (stored in the
   Service-Group-Configuration) and Features relevant to successful
   interface selection is present in the model.



|
+‑[Service‑Group] <G‑Key>, <Name> (O) <Set>
|           +‑[Extensible: FALSE]
|           +‑[Role] <U‑Key>
|           +‑[Protocol] <Set>
|           +‑[Feature] <Set> (O)
|           +‑[Service‑Group‑Configuration] <Set> (O)
|           +‑[DPN‑Key] <Set>
|           |           +‑[Referenced‑Interface] <Set>
|           |           |       +‑[Interface‑Key] <L‑Key>
|           |           |       +‑[Peer‑Service‑Group‑Key] <Set> (O)



                          Figure 9: Service Group



   Each Service-Group element contains the following information:



Service‑Group‑Key:  A unique ID of the Service‑Group.

Service‑Group‑Name:  A human‑readable display string.

Role:  The role (MAG, LMA, etc.) of the device hosting the interfaces
   of the DPN Group.

Protocol‑Set:  The set of protocols supported by this interface
   (e.g., PMIP, S5‑GTP, S5‑PMIP etc.).  The protocol MAY be only its
   name, e.g. 'gtp', but many protocols implement specific message
   sets, e.g. s5‑pmip, s8‑pmip.  When the Service‑Group supports
   specific protocol message sub‑subsets the Protocol value MUST
   include this information.

Feature‑Set:  An optional set of static features which further
   determine the suitability of the interface to the desired
   operation.

Service‑Group‑Configuration‑Set:  An optional set of configurations
   that further determine the suitability of an interface for the
   specific request.  For example: SequenceNumber=ON/OFF.

DPN‑Key‑Set:  A key used to identify the DPN.

Referenced‑Interface‑Set:  The DPN Interfaces and peer Service‑Groups
   associated with them.  Each entry contains

   Interface‑Key:   A key that is used together with the DPN‑Key, to
      create a key that is refers to a specific DPN interface
      definition.

   Peer‑Service‑Group‑Key:   Enables location of the peer Service‑
      Group for this Interface.




4.9.3. Domain Information Model

   A Domain-Set represents a group of heterogeneous Topology resources
   typically sharing a common administrative authority.  Other models,
   outside of the scope of this specification, provide the details for
   the Domain.



|
+‑[Domain] <G‑Key>, <Name> (O) <Set>
|       +‑[Domain‑Policy‑Configuration] (O) <Set>
|



                    Figure 10: Domain Information Model



   Each Domain entry contains the following information:



Domain‑Key:  Identifies and enables reference to the Domain.

Domain‑Name:  A human‑readable display string naming the Domain.




4.9.4. DPN Information Model

   A DPN-Set contains some or all of the DPNs in the Tenant's network.
   Some of the DPNs in the Set may be identical in functionality and
   only differ by their Key.



|
+‑[DPN] <G‑Key>, <Name> (O) <Set>
|     +‑[Extensible: FALSE]
|     +‑[Interface] <L‑Key> <Set>
|     |      +‑[Role] <U‑Key>
|     |      +‑[Protocol] <Set>
|     |      +‑[Interface‑Configuration] <Set> (O)
|     +‑[Domain‑Key]
|     +‑[Service‑Group‑Key] <Set> (O)
|     +‑[DPN‑Policy‑Configuration] <List> (M)
|     +‑[DPN‑Resource‑Mapping‑Reference] (O)



                     Figure 11: DPN Information Model



   Each DPN entry contains the following information:



DPN‑Key:  A unique Identifier of the DPN.

DPN‑Name:  A human‑readable display string.

Domain‑Key:  A Key providing access to the Domain information about
   the Domain in which the DPN resides.

Interface‑Set:  The Interface‑Set references all interfaces (through
   which data packets are received and transmitted) available on the
   DPN.  Each Interface makes use of attribute values that are
   specific to that interface, for example, the MTU size.  These do
   not affect the DPN selection of active or enabled interfaces.
   Interfaces contain the following information:

   Role:   The role (MAG, LMA, PGW, AMF, etc.) of the DPN.

   Protocol (Set):  The set of protocols supported by this interface
      (e.g., PMIP, S5‑GTP, S5‑PMIP etc.).  The protocol MAY implement
      specific message sets, e.g. s5‑pmip, s8‑pmip.  When a protocol
      implements such message sub‑subsets the Protocol value MUST
      include this information.

   Interface‑Configuration‑Set:  Configurable settings that further
      determine the suitability of an interface for the specific
      request.  For example: SequenceNumber=ON/OFF.

Service‑Group‑Set:  The Service‑Group‑Set references all of the
   Service‑Groups which have been configured using Interfaces hosted
   on this DPN.  The purpose of a Service‑Group is not to describe
   each interface of each DPN, but rather to indicate interface types
   for use during the DPN selection process, when a DPN with specific
   interface capabilities is required.

DPN‑Policy‑Configuration:  A list of Policies that have been
   configured on this DPN.  Some may have values for all attributes,
   and some may require further configuration.  Each Policy‑
   Configuration has a key to enable reference to its Policy‑
   Template.  Each Policy‑Configuration also has been configured to
   supply missing and non‑default values to the desired Attributes
   defined within the Policy‑Template.

DPN‑Resource‑Mapping‑Reference (O):  A reference to the underlying
   implementation, e.g. physical node, software module, etc. that
   supports this DPN.  Further specification of this attribute is out
   of scope for this document.




4.9.5. Policy Information Model

   The Policy Information Model defines and identifies Rules for
   enforcement at DPNs.  A Policy is basically a set of Rules that are
   to be applied to each incoming or outgoing packet at a DPN interface.
   Rules comprise Descriptors and a set of Actions.  The Descriptors,
   when evaluated, determine whether or not a set of Actions will be
   performed on the packet.  The Policy structure is independent of a
   policy context.



   In addition to the Policy structure, the Information Model (per
   Section 4.9.6) defines Mobility-Context.  Each Mobility-Context may
   be configured with appropriate Attribute values, for example
   depending on the identity of a mobile node.



   Traffic descriptions are defined in Descriptors, and treatments are
   defined separately in Actions.  A Rule-Set binds Descriptors and
   associated Actions by reference, using Descriptor-Key and Action-Key.
   A Rule-Set is bound to a policy in the Policy-Set (using Policy-Key),
   and the Policy references the Rule definitions (using Rule-Key).



|
+‑[Policy Information Model]
|      +‑[Extensible:]
|      +‑[Policy‑Template] <G‑Key> (M) <Set>
|      |       +‑[Policy‑Configuration] <Set> (O)
|      |       +‑[Rule‑Template‑Key] <List> (M)
|      |       |       +‑[Precedence] (M)
|      +‑[Rule‑Template] <L‑Key> (M) <Set>
|      |       +‑[Descriptor‑Match‑Type] (M)
|      |       +‑[Descriptor‑Configuration] <Set> (M)
|      |       |       +‑[Direction] (O)
|      |       +‑[Action‑Configuration] <Set> (M)
|      |       |       +‑[Action‑Order] (M)
|      |       +‑[Rule‑Configuration] (O)
|      +‑[Descriptor‑Template] <L‑Key> (M) <Set>
|      |       +‑[Descriptor‑Type] (O)
|      |       +‑[Attribute‑Expression] <Set> (M)
|      +‑[Action‑Template] <L‑Key> (M) <Set>
|              +‑[Action‑Type] (O)
|      |       +‑[Attribute‑Expression] <Set> (M)



                    Figure 12: Policy Information Model



   The Policy structure defines Policy-Set, Rule-Set, Descriptor-Set,
   and Action-Set, as follows:



Policy‑Template: <Set>  A set of Policy structures, indexed by
   Policy‑Key, each of which is determined by a list of Rules
   referenced by their Rule‑Key.  Each Policy structure contains the
   following:

   Policy‑Key:   Identifies and enables reference to this Policy
      definition.

   Rule‑Template‑Key:   Enables reference to a Rule template
      definition.

   Rule‑Precedence:   For each Rule identified by a Rule‑Template‑Key
      in the Policy, specifies the order in which that Rule must be
      applied.  The lower the numerical value of Precedence, the
      higher the rule precedence.  Rules with equal precedence MAY be
      executed in parallel if supported by the DPN.  If this value is
      absent, the rules SHOULD be applied in the order in which they
      appear in the Policy.

Rule‑Template‑Set:   A set of Rule Template definitions indexed by
   Rule‑Key.  Each Rule is defined by a list of Descriptors (located
   by Descriptor‑Key) and a list of Actions (located by Action‑Key)
   as follows:

   Rule‑Template‑Key:   Identifies and enables reference to this Rule
      definition.

   Descriptor‑Match‑Type  Indicates whether the evaluation of the
      Rule proceeds by using conditional‑AND, or conditional‑OR, on
      the list of Descriptors.

   Descriptor‑Configuration:   References a Descriptor template
      definition, along with an expression which names the Attributes
      for this instantiation from the Descriptor‑Template and also
      specifies whether each Attribute of the Descriptor has a
      default value or a statically configured value, according to
      the syntax specified in Section 4.2.

   Direction:   Indicates if a rule applies to uplink traffic, to
      downlink traffic, or to both uplink and downlink traffic.
      Applying a rule to both uplink and downlink traffic, in case of
      symmetric rules, eliminates the requirement for a separate
      entry for each direction.  When not present, the direction is
      implied by the Descriptor's values.

   Action‑Configuration:   References an Action Template definition,
      along with an expression which names the Attributes for this
      instantiation from the Action‑Template and also specifies
      whether each Attribute of the Action has a default value or a
      statically configured value, according to the syntax specified
      in Section 4.2.

   Action‑Order:   Defines the order in which actions are executed
      when the associated traffic descriptor selects the packet.

Descriptor‑Template‑Set:   A set of traffic Descriptor Templates,
   each of which can be evaluated on the incoming or outgoing packet,
   returning a TRUE or FALSE value, defined as follows:

   Descriptor‑Template‑Key:   Identifies and enables reference to
      this descriptor template definition.

   Attribute‑Expression:  An expression which defines an Attribute in
      the Descriptor‑Template and also specifies whether the Template
      also defines a default value or a statically configured value
      for the Attribute of the Descriptor has, according to the
      syntax specified in Section 4.2.

   Descriptor‑Type:   Identifies the type of descriptor, e.g. an IPv6
      traffic selector per [RFC6088].

Action‑Template‑Set:   A set of Action Templates defined as follows:

   Action‑Template‑Key:   Identifies and enables reference to this
      action template definition.

   Attribute‑Expression:  An expression which defines an Attribute in
      the Action‑Template and also specifies whether the Template
      also defines a default value or a statically configured value
      for the Attribute of the Action has, according to the syntax
      specified in Section 4.2.

   Action‑Type:   Identifies the type of an action for unambiguous
      interpretation of an Action‑Value entry.




4.9.6. Mobility-Context Information Model

   The Mobility-Context structure holds entries associated with a mobile
   node and its mobility sessions (flows).  It is created on a DPN
   during the mobile node's registration to manage the mobile node's
   flows.  Flow information is added or deleted from the Mobility-
   Context as needed to support new flows or to deallocate resources for
   flows that are deactivated.  Descriptors are used to characterize the
   nature and resource requirement for each flow.



   Termination of a Mobility-Context implies termination of all flows
   represented in the Mobility-Context, e.g. after deregistration of a
   mobile node.  If any Child-Contexts are defined, they are also
   terminated.



+‑[Mobility‑Context] <G‑Key> <Set>
|            +‑[Extensible:~ FALSE]
|            +‑[Delegating‑IP‑Prefix:] <Set> (O)
|            +‑[Parent‑Context] (O)
|            +‑[Child‑Context] <Set> (O)
|            +‑[Service‑Group‑Key] <Set> (O)
|            +‑[Mobile‑Node]
|            |       +‑[IP‑Address] <Set> (O))
|            |       +‑[MN‑Policy‑Configuration] <Set>
|            +‑[Domain‑Key]
|            |       +‑[Domain‑Policy‑Configuration] <Set>
|            +‑[DPN‑Key] <Set>
|            |       +‑[Role]
|            |       +‑[DPN‑Policy‑Configuration] <Set>
|            |       +‑[ServiceDataFlow] <L‑Key> <Set> (O)
|            |       |       +‑[Service‑Group‑Key] (O)
|            |       |       +‑[Interface‑Key] <Set>
|            |       |       +‑[ServiceDataFlow‑Policy‑
                                   Configuration] <Set> (O)
|            |       |       |       +‑[Direction]



               Figure 13: Mobility-Context Information Model



   The Mobility-Context Substructure holds the following entries:



Mobility‑Context‑Key:   Identifies a Mobility‑Context

Delegating‑IP‑Prefix‑Set:   Delegated IP Prefixes assigned to the
   Mobility‑Context

Parent‑Context:   If present, a Mobility Context from which the
   Attributes and Attribute Values of this Mobility Context are
   inherited.

Child‑Context‑Set:   A set of Mobility Contexts which inherit the
   Attributes and Attribute Values of this Mobility Context.

Service‑Group‑Key:   Service‑Group(s) used during DPN assignment and
   re‑assignment.

Mobile‑Node:   Attributes specific to the Mobile Node.  It contains
   the following

   IP‑Address‑Set  IP addresses assigned to the Mobile Node.

   MN‑Policy‑Configuration‑Set  For each MN‑Policy in the set, a key
      and relevant information for the Policy Attributes.

Domain‑Key:   Enables access to a Domain instance.

Domain‑Policy‑Configuration‑Set:   For each Domain‑Policy in the set,
   a key and relevant information for the Policy Attributes.

DPN‑Key‑Set:   Enables access to a DPN instance assigned to a
   specific role, i.e. this is a Set that uses DPN‑Key and Role as a
   compound key to access specific set instances.

Role:   Role this DPN fulfills in the Mobility‑Context.

DPN‑Policy‑Configuration‑Set:   For each DPN‑Policy in the set, a key
   and relevant information for the Policy Attributes.

ServiceDataFlow‑Key‑Set:   Characterizes a traffic flow that has been
   configured (and provided resources) on the DPN to support data‑
   plane traffic to and from the mobile device.

   Service‑Group‑Key:   Enables access to a Service‑Group instance.

   Interface‑Key‑Set:   Assigns the selected interface of the DPN.

   ServiceDataFlow‑Policy‑Configuration‑Set:   For each Policy in the
      set, a key and relevant information for the Policy Attributes.

      Direction:   Indicates if the reference Policy applies to
         uplink or downlink traffic, or to both, uplink‑ and downlink
         traffic.  Applying a rule to both, uplink‑ and downlink
         traffic, in case of symmetric rules, allows omitting a
         separate entry for each direction.  When not present the
         value is assumed to apply to both directions.




4.9.7. Monitor Information Model

   Monitors provide a mechanism to produce reports when events occur.  A
   Monitor will have a target that specifies what is to be watched.



   The attribute/entity to be monitored places certain constraints on
   the configuration that can be specified.  For example, a Monitor
   using a Threshold configuration cannot be applied to a Mobility-
   Context, because it does not have a threshold.  Such a monitor
   configuration could be applied to a numeric threshold property of a
   Context.



|
+‑[Monitor] <G‑Key> <List>
|         +‑[Extensible:]
|         +‑[Target:]
|         +‑[Deferrable]
|         +‑[Configuration]



                      Figure 14: Monitor Substructure



Monitor‑Key:  Identifies the Monitor.

Target:  Description of what is to be monitored.  This can be a
   Service Data Flow, a Policy installed upon a DPN, values of a
   Mobility‑Context, etc.  The target name is the absolute
   information model path (separated by '/') to the attribute /
   entity to be monitored.

Deferrable:   Indicates that a monitoring report can be delayed up to
   a defined maximum delay, set in the Agent, for possible bundling
   with other reports.

Configuration:  Determined by the Monitor subtype.  The monitor
   report is specified by the Configuration.  Four report types are
   defined:



      *  "Periodic" reporting specifies an interval by which a
         notification is sent.



      *  "Event-List" reporting specifies a list of event types that, if
         they occur and are related to the monitored attribute, will
         result in sending a notification.



      *  "Scheduled" reporting specifies the time (in seconds since Jan
         1, 1970) when a notification for the monitor should be sent.
         Once this Monitor's notification is completed the Monitor is
         automatically de-registered.



      *  "Threshold" reporting specifies one or both of a low and high
         threshold.  When these values are crossed a corresponding
         notification is sent.




5. Security Considerations

   Detailed protocol implementations for DMM Forwarding Policy
   Configuration must ensure integrity of the information exchanged
   between a FPC Client and a FPC Agent.  Required Security Associations
   may be derived from co-located functions, which utilize the FPC
   Client and FPC Agent respectively.



   General usage of FPC MUST consider the following:



      FPC Naming Section 4.5 permits arbitrary string values but a user
      MUST avoid placing sensitive or vulnerable information in those
      values.



      Policies that are very narrow and permit the identification of
      specific traffic, e.g. that of a single user, SHOULD be avoided.




6. IANA Considerations

   TBD
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Appendix A. Implementation Status

   Three FPC Agent implementations have been made to date.  The first
   was based upon Version 03 of the draft and followed Model 1.  The
   second follows Version 04 of the document.  Both implementations were
   OpenDaylight plug-ins developed in Java by Sprint.  Version 04 is now
   primarily enhanced by GS Labs.  Version 03 was known as fpcagent and
   version 04's implementation is simply referred to as 'fpc'.  A third
   has been developed on an ONOS Controller for use in MCORD projects.



   fpcagent's intent was to provide a proof of concept for FPC Version
   03 Model 1 in January 2016 and research various errors, corrections
   and optimizations that the Agent could make when supporting multiple
   DPNs.



   As the code developed to support OpenFlow and a proprietary DPN from
   a 3rd party, several of the advantages of a multi-DPN Agent became
   obvious including the use of machine learning to reduce the number of
   Flows and Policy entities placed on the DPN.  This work has driven
   new efforts in the DIME WG, namely Diameter Policy Groups
   [I-D.bertz-dime-policygroups].



   A throughput performance of tens per second using various NetConf
   based solutions in OpenDaylight made fpcagent, based on version 03,
   undesirable for call processing.  The RPC implementation improved
   throughput by an order of magnitude but was not useful based upon
   FPC's Version 03 design using two information models.  During this
   time the features of version 04 and its converged model became
   attractive and the fpcagent project was closed in August 2016.
   fpcagent will no longer be developed and will remain a proprietary
   implementation.



   The learnings of fpcagent has influenced the second project, fpc.
   Fpc is also an OpenDaylight project but is an open source release as
   the Opendaylight FpcAgent plugin (https://wiki.opendaylight.org/view/
   Project_Proposals:FpcAgent).  This project is scoped to be a fully
   compliant FPC Agent that supports multiple DPNs including those that
   communicate via OpenFlow.  The following features present in this
   draft and others developed by the FPC development team have already
   led to an order of magnitude improvement.



       Migration of non-realtime provisioning of entities such as
       topology and policy allowed the implementation to focus only on
       the rpc.



       Using only 5 messages and 2 notifications has also reduced
       implementation time.



       Command Sets, an optional feature in this specification, have
       eliminated 80% of the time spent determining what needs to be
       done with a Context during a Create or Update operation.



       Op Reference is an optional feature modeled after video delivery.
       It has reduced unnecessary cache lookups.  It also has the
       additional benefit of allowing an Agent to become cacheless and
       effectively act as a FPC protocol adapter remotely with multi-DPN
       support or co-located on the DPN in a single-DPN support model.



       Multi-tenant support allows for Cache searches to be partitioned
       for clustering and performance improvements.  This has not been
       capitalized upon by the current implementation but is part of the
       development roadmap.



       Use of Contexts to pre-provision policy has also eliminated any
       processing of Ports for DPNs which permitted the code for
       CONFIGURE and CONF_BUNDLE to be implemented as a simple nested
       FOR loops (see below).



   Initial v04 performance results without code optimizations or tuning
   allow reliable provisioning of 1K FPC Mobility-Contexts processed per
   second on a 12 core server.  This results in 2x the number of
   transactions on the southbound interface to a proprietary DPN API on
   the same machine.



   fpc currently supports the following:



                           1 proprietary DPN API



                           Policy and Topology as defined in this
                           specification using OpenDaylight North Bound
                           Interfaces such as NetConf and RestConf



                           CONFIG and CONF_BUNDLE (all operations)



                           DPN assignment, Tunnel allocations and IPv4
                           address assignment by the Agent or Client.



                           Immediate Response is always an
                           OK_NOTIFY_FOLLOWS.



assignment system (receives rpc call):
  perform basic operation integrity check
  if CONFIG then
    goto assignments
    if assignments was ok then
      send request to activation system
      respond back to client with assignment data
    else
      send back error
    end if
  else if CONF_BUNDLE then
    for each operation in bundles
    goto assignments
    if assignments was ok then
      hold onto data
    else
      return error with the assignments that occurred in
        prior operations (best effort)
    end if
    end for
    send bundles to activation systems
  end if

assignments:
  assign DPN, IPv4 Address and/or tunnel info as required
  if an error occurs undo all assignments in this operation
  return result

activation system:
  build cache according to op‑ref and operation type
  for each operation
    for each Context
      for each DPN / direction in Context
        perform actions on DPN according to Command Set
      end for
    end for
  end for
  commit changes to in memory cache
  log transaction for tracking and notification
                                (CONFIG_RESULT_NOTIFY)



                        Figure 15: fpc pseudo code



   For further information please contact Lyle Bertz who is also a co-
   author of this document.



   NOTE: Tenant support requires binding a Client ID to a Tenant ID (it
   is a one to many relation) but that is outside of the scope of this
   specification.  Otherwise, the specification is complete in terms of
   providing sufficient information to implement an Agent.
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Abstract

   Distributed Mobility Management solutions allow for setting up
   networks so that traffic is distributed in an optimal way and does
   not rely on centrally deployed anchors to provide IP mobility
   support.



   There are many different approaches to address Distributed Mobility
   Management, as for example extending network-based mobility protocols
   (like Proxy Mobile IPv6), or client-based mobility protocols (like
   Mobile IPv6), among others.  This document follows the former
   approach and proposes a solution based on Proxy Mobile IPv6 in which
   mobility sessions are anchored at the last IP hop router (called
   mobility anchor and access router).  The mobility anchor and access
   router is an enhanced access router which is also able to operate as
   a local mobility anchor or mobility access gateway, on a per prefix
   basis.  The document focuses on the required extensions to
   effectively support simultaneously anchoring several flows at
   different distributed gateways.



Requirements Language



   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.




Status of This Memo

   This Internet-Draft is submitted in full conformance with the
   provisions of BCP 78 and BCP 79.



   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF).  Note that other groups may also distribute
   working documents as Internet-Drafts.  The list of current Internet-
   Drafts is at https://datatracker.ietf.org/drafts/current/.
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1. Introduction

   The Distributed Mobility Management (DMM) paradigm aims at minimizing
   the impact of currently standardized mobility management solutions
   which are centralized (at least to a considerable extent) [RFC7333].



   Current IP mobility solutions, standardized with the names of Mobile
   IPv6 [RFC6275], or Proxy Mobile IPv6 (PMIPv6) [RFC5213], just to cite
   the two most relevant examples, offer mobility support at the cost of
   handling operations at a cardinal point, the mobility anchor (i.e.,
   the home agent for Mobile IPv6, and the local mobility anchor for
   Proxy Mobile IPv6), and burdening it with data forwarding and control
   mechanisms for a great amount of users.  As stated in [RFC7333],
   centralized mobility solutions are prone to several problems and
   limitations: longer (sub-optimal) routing paths, scalability
   problems, signaling overhead (and most likely a longer associated
   handover latency), more complex network deployment, higher
   vulnerability due to the existence of a potential single point of
   failure, and lack of granularity of the mobility management service
   (i.e., mobility is offered on a per-node basis, not being possible to
   define finer granularity policies, as for example per-application).



   The purpose of Distributed Mobility Management is to overcome the
   limitations of the traditional centralized mobility management
   [RFC7333] [RFC7429]; the main concept behind DMM solutions is indeed
   bringing the mobility anchor closer to the Mobile Node (MN).
   Following this idea, the central anchor is moved to the edge of the
   network, being deployed in the default gateway of the mobile node.
   That is, the first elements that provide IP connectivity to a set of
   MNs are also the mobility managers for those MNs.  In this document,
   we call these entities Mobility Anchors and Access Routers (MAARs).



   This document focuses on network-based DMM, hence the starting point
   is making PMIPv6 work in a distributed manner [RFC7429].  Mobility is
   handled by the network without the MNs involvement, but, differently
   from PMIPv6, when the MN moves from one access network to another, it
   may also change anchor router, hence requiring signaling between the
   anchors to retrieve the MN's previous location(s).  Also, a key-
   aspect of network-based DMM, is that a prefix pool belongs
   exclusively to each MAAR, in the sense that those prefixes are
   assigned by the MAAR to the MNs attached to it, and they are routable
   at that MAAR.  Prefixes are assigned to MNs attached a MAAR at that
   time, but remain with those MNs as mobility occurs, remaining always
   routable at that MAAR as well as towards the MN itself.



   We consider partially distributed schemes, where only the data plane
   is distributed among access routers similar to MAGs, whereas the
   control plane is kept centralized towards a cardinal node used as
   information store, but relieved from any route management and MN's
   data forwarding task.




2. Terminology

   The following terms used in this document are defined in the Proxy
   Mobile IPv6 specification [RFC5213]:



      Local Mobility Anchor (LMA)



      Mobile Access Gateway (MAG)



      Mobile Node (MN)



      Binding Cache Entry (BCE)



      Proxy Care-of Address (P-CoA)



      Proxy Binding Update (PBU)



      Proxy Binding Acknowledgement (PBA)



   The following terms are used in this document:



Home Control‑Plane Anchor (Home‑CPA or H‑CPA):  The Home‑CPA function
   hosts the mobile node (MN)'s mobility session.  There can be more
   than one mobility session for a mobile node and those sessions may
   be anchored on the same or different Home‑CPA's.  The home‑CPA
   will interface with the home‑DPA for managing the forwarding
   state.



Home Data Plane Anchor (Home‑DPA or H‑DPA):  The Home‑DPA is the
   topological anchor for the MN's IP address/ prefix(es).  The Home‑
   DPA is chosen by the Home‑CPA on a session‑ basis.  The Home‑DPA
   is in the forwarding path for all the mobile node's IP traffic.

Access Control Plane Node (Access‑CPN or A‑CPN):  The Access‑CPN is
   responsible for interfacing with the mobile node's Home‑CPA and
   with the Access‑DPN.  The Access‑CPN has a protocol interface to
   the Home‑CPA.



Access Data Plane Node (Access‑DPN or A‑DPN):  The Access‑DPN
   function is hosted on the first‑hop router where the mobile node
   is attached.  This function is not hosted on a layer‑2 bridging
   device such as a eNode(B) or Access Point.





   The following terms are defined and used in this document:



   MAAR (Mobility Anchor and Access Router).  First hop router where the

      mobile nodes attach to.  It also plays the role of mobility
      manager for the IPv6 prefixes it anchors, running the
      functionalities of PMIP's MAG and LMA.  Depending on the prefix,
      it plays the role of Access-DPN, Home-DPA and Access-CPN.



   CMD (Central Mobility Database).  The node that stores the BCEs

      allocated for the MNs in the mobility domain.  It plays the role
      of Home-CPA.



   P-MAAR (Previous MAAR).  When a MN moves to a new point of attachment

      a new MAAR might be allocated as its anchor point for future IPv6
      prefixes.  The MAAR that served the MN prior to new attachment
      becomes the P-MAAR.  It is still the anchor point for the IPv6
      prefixes it had allocated to the MN in the past and serves as the
      Home-DPA for flows using these prefixes.  There might be several
      P-MAARs serving a MN when the MN is frequently switching points of
      attachment while maintaining long-lasting flows.



   S-MAAR (Serving MAAR).  The MAAR which the MN is currently attached

      to.  Depending on the prefix, it plays the role of Access-DPN,
      Home-DPA and Access-CPN.



   Anchoring MAAR.  A MAAR anchoring an IPv6 prefix used by an MN.



   DLIF (Distributed Logical Interface).  It is a logical interface at

      the IP stack of the MAAR.  For each active prefix used by the MN,
      the S-MAAR has a DLIF configured (associated to each MAAR still
      anchoring flows).  In this way, an S-MAAR exposes itself towards
      each MN as multiple routers, one as itself and one per P-MAAR.




3. PMIPv6 DMM extensions

   The solution consists of de-coupling the entities that participate in
   the data and the control planes: the data plane becomes distributed
   and managed by the MAARs near the edge of the network, while the
   control plane, besides those on the MAARs, relies on a central entity
   called Central Mobility Database (CMD).  In the proposed
   architecture, the hierarchy present in PMIPv6 between LMA and MAG is
   preserved, but with the following substantial variations:



   o  The LMA is relieved from the data forwarding role, only the
      Binding Cache and its management operations are maintained.  Hence
      the LMA is renamed into CMD, which is therefore a Home-CPA.  Also,
      the CMD is able to send and parse both PBU and PBA messages.



   o  The MAG is enriched with the LMA functionalities, hence the name
      Mobility Anchor and Access Router (MAAR).  It maintains a local
      Binding Cache for the MNs that are attached to it and it is able
      to send and parse PBU and PBA messages.



   o  The binding cache will be extended to include information
      regarding P-MAARs where the mobile node was anchored and still
      retains active data sessions.



   o  Each MAAR has a unique set of global prefixes (which are
      configurable), that can be allocated by the MAAR to the MNs, but
      must be exclusive to that MAAR, i.e. no other MAAR can allocate
      the same prefixes.



   The MAARs leverage the CMD to access and update information related
   to the MNs, stored as mobility sessions; hence, a centralized node
   maintains a global view of the network status.  The CMD is queried
   whenever a MN is detected to join/leave the mobility domain.  It
   might be a fresh attachment, a detachment or a handover, but as MAARs
   are not aware of past information related to a mobility session, they
   contact the CMD to retrieve the data of interest and eventually take
   the appropriate action.  The procedure adopted for the query and the
   message exchange sequence might vary to optimize the update latency
   and/or the signaling overhead.  Here is presented one method for the
   initial registration, and three different approaches for updating the
   mobility sessions using PBUs and PBAs.  Each approach assigns a
   different role to the CMD:



   o  The CMD is a PBU/PBA relay;



   o  The CMD is only a MAAR locator;



   o  The CMD is a PBU/PBA proxy.



   The solution described in this document allows performing per-prefix
   anchoring decisions, to support e.g., some flows to be anchored at a
   central Home-DPA (like a traditional LMA) or to enable an application
   to switch to the locally anchored prefix to gain route optimization,
   as indicated in [RFC8563].  This type of per-prefix treatment would
   potentially require additional extensions to the MAARs and signaling
   between the MAARs and the MNs to convey the per-flow anchor
   preference (central, distributed), which are not covered in this
   document.



   Note that a MN may move across different MAARs, which might result in
   several P-MAARs existing at a given moment of time, each of them
   anchoring a different prefix used by the MN.




3.1. Initial registration

   Initial registration is performed when an MN attaches to a network
   for the first time (rather than attaching to a new network after
   moving from a previous one).



   In this description (shown in Figure 1), it is assumed that:



   1.  The MN is attaching to MAAR1.



   2.  The MN is authorized to attach to the network.



   Upon MN attachment, the following operations take place:



   1.  MAAR1 assigns a global IPv6 prefix from its own prefix pool to
       the MN (Pref1).  It also stores this prefix (Pref1) in the
       locally allocated temporary Binding Cache Entry (BCE).



   2.  MAAR1 sends a PBU [RFC5213] with Pref1 and the MN's MN-ID to the
       CMD.



   3.  Since this is an initial registration, the CMD stores a BCE
       containing as primary fields the MN-ID, Pref1 and MAAR1's address
       as a Proxy-CoA.



   4.  The CMD replies with a PBA with the usual options defined in
       PMIPv6 [RFC5213], meaning that the MN's registration is fresh and
       no past status is available.



   5.  MAAR1 stores the BCE described in (1) and unicasts a Router
       Advertisement (RA) to the MN with Pref1.



   6.  The MN uses Pref1 to configure an IPv6 address (IP1) (e.g., with
       stateless auto-configuration, SLAAC).



   Note that:



   1.  Alternative IPv6 auto-configuration mechanisms can also be used,
       though this document describes the SLAAC-based one.



   2.  IP1 is routable at MAAR1, in the sense that it is on the path of
       packets addressed to the MN.



   3.  MAAR1 acts as a plain router for packets destined to the MN, as
       no encapsulation nor special handling takes place.



   In the diagram shown in Figure 1 (and subsequent diagrams), the flow
   of packets is presented using '*'.



  +‑‑‑‑‑+      +‑‑‑+                +‑‑+
  |MAAR1|      |CMD|                |CN|
  +‑‑‑‑‑+      +‑‑‑+                +*‑+
     |           |                   *
    MN           |                   *     +‑‑‑+
  attach.        |               *****    _|CMD|_
detection        |         flow1 *       / +‑+‑+ \
     |           |               *      /    |    \
 local BCE       |               *     /     |     \
 allocation      |               *    /      |      \
     |‑‑‑ PBU ‑‑>|           +‑‑‑*‑+‑'    +‑‑+‑‑+    `+‑‑‑‑‑+
     |          BCE          |   * |      |     |     |     |
     |        creation       |MAAR1+‑‑‑‑‑‑+MAAR2+‑‑‑‑‑+MAAR3|
     |<‑‑ PBA ‑‑‑|           |   * |      |     |     |     |
 local BCE       |           +‑‑‑*‑+      +‑‑‑‑‑+     +‑‑‑‑‑+
 finalized       |               *
     |           |         Pref1 *
     |           |              +*‑+
     |           |              |MN|
     |           |              +‑‑+

  Operations sequence                  Packets flow



                 Figure 1: First attachment to the network



   Note that the registration process does not change regardless of the
   CMD's modes (relay, locator or proxy) described next.  The procedure
   is depicted in Figure 1.




3.2. The CMD as PBU/PBA relay

   Upon MN mobility, if the CMD behaves as PBU/PBA relay, the following
   operations take place:



   1.  When the MN moves from its current point of attachment and
       attaches to MAAR2 (now the S-MAAR), MAAR2 reserves an IPv6 prefix
       (Pref2), it stores a temporary BCE, and it sends a PBU to the CMD
       for registration.



   2.  Upon PBU reception and BC lookup, the CMD retrieves an already
       existing entry for the MN, binding the MN-ID to its former
       location; thus, the CMD forwards the PBU to the MAAR indicated as
       Proxy CoA (MAAR1), including a new mobility option to communicate
       the S-MAAR's global address to MAAR1, defined as Serving MAAR
       Option in Section 4.6.  The CMD updates the P-CoA field in the
       BCE related to the MN with the S-MAAR's address.



   3.  Upon PBU reception, MAAR1 can install a tunnel on its side
       towards MAAR2 and the related routes for Pref1.  Then MAAR1
       replies to the CMD with a PBA (including the option mentioned
       before) to ensure that the new location has successfully changed,
       containing the prefix anchored at MAAR1 in the Home Network
       Prefix option.



   4.  The CMD, after receiving the PBA, updates the BCE populating an
       instance of the P-MAAR list.  The P-MAAR list is an additional
       field on the BCE that contains an element for each P-MAAR
       involved in the MN's mobility session.  The list element contains
       the P-MAAR's global address and the prefix it has delegated.
       Also, the CMD sends a PBA to the new S-MAAR, containing the
       previous Proxy-CoA and the prefix anchored to it embedded into a
       new mobility option called Previous MAAR Option (defined in
       Section 4.5), so that, upon PBA arrival, a bi-directional tunnel
       can be established between the two MAARs and new routes are set
       appropriately to recover the IP flow(s) carrying Pref1.



   5.  Now packets destined to Pref1 are first received by MAAR1,
       encapsulated into the tunnel and forwarded to MAAR2, which
       finally delivers them to their destination.  In uplink, when the
       MN transmits packets using Pref1 as source address, they are sent
       to MAAR2, as it is MN's new default gateway, then tunneled to
       MAAR1 which routes them towards the next hop to destination.
       Conversely, packets carrying Pref2 are routed by MAAR2 without
       any special packet handling both for uplink and downlink.



+‑‑‑‑‑+      +‑‑‑+      +‑‑‑‑‑+           +‑‑+            +‑‑+
|MAAR1|      |CMD|      |MAAR2|           |CN|            |CN|
+‑‑‑‑‑+      +‑‑‑+      +‑‑‑‑‑+           +*‑+            +*‑+
   |           |           |               *               *
   |           |          MN               *     +‑‑‑+     *
   |           |        attach.        *****    _|CMD|_    *
   |           |          det.   flow1 *       / +‑+‑+ \   *flow2
   |           |<‑‑ PBU ‑‑‑|           *      /    |    \  *
   |          BCE          |           *     /     | *******
   |        check+         |           *    /      | *    \
   |        update         |       +‑‑‑*‑+‑'    +‑‑+‑*+    `+‑‑‑‑‑+
   |<‑‑ PBU*‑‑‑|           |       |   * |      |    *|     |     |
route          |           |       |MAAR1|______|MAAR2+‑‑‑‑‑+MAAR3|
update         |           |       |   **(______)**  *|     |     |
   |‑‑‑ PBA*‑‑>|           |       +‑‑‑‑‑+      +‑*‑‑*+     +‑‑‑‑‑+
   |         BCE           |                      *  *
   |        update         |                Pref1 *  *Pref2
   |           |‑‑‑ PBA*‑‑>|                     +*‑‑*+
   |           |         route         ‑‑‑move‑‑>|*MN*|
   |           |         update                  +‑‑‑‑+

      Operations sequence                  Data Packets flow
PBU/PBA Messages with * contain
     a new mobility option



             Figure 2: Scenario after a handover, CMD as relay



   For MN's next movements the process is repeated except the number of
   P-MAARs involved increases (accordingly to the number of prefixes
   that the MN wishes to maintain).  Indeed, once the CMD receives the
   first PBU from the new S-MAAR, it forwards copies of the PBU to all
   the P-MAARs indicated in the BCE, namely the one registered as
   current P-CoA (i.e., the MAAR prior to handover) plus the ones in the
   P-MAARs list.  They reply with a PBA to the CMD, which aggregates
   them into a single one to notify the S-MAAR, that finally can
   establish the tunnels with the P-MAARs.



   It should be noted that this design separates the mobility management
   at the prefix granularity, and it can be tuned in order to erase old
   mobility sessions when not required, while the MN is reachable
   through the latest prefix acquired.  Moreover, the latency associated
   to the mobility update is bound to the PBA sent by the furthest
   P-MAAR, in terms of RTT, that takes the longest time to reach the
   CMD.  The drawback can be mitigated introducing a timeout at the CMD,
   by which, after its expiration, all the PBAs so far collected are
   transmitted, and the remaining are sent later upon their arrival.
   Note that in this case the S-MAAR might receive multiple PBAs from
   the CMD in response to a PBU.  The CMD SHOULD follow the
   retransmissions and rate limiting considerations described in
   Section 3.6, especially when aggregating and relaying PBAs.



   When there are multiple previous MAARs, e.g., k MAARs, a single PBU
   received by the CMD triggers k outgoing packets from a single
   incoming packet.  This may lead to packet bursts originated from the
   CMD, albeit to different targets.  Pacing mechanisms MUST be
   introduced to avoid bursts on the outgoing link.




3.3. The CMD as MAAR locator

   The handover latency experienced in the approach shown before can be
   reduced if the P-MAARs are allowed to signal directly their
   information to the new S-MAAR.  This procedure reflects what was
   described in Section 3.2 up to the moment the P-MAAR receives the PBU
   with the S-MAAR option.  At that point a P-MAAR is aware of the new
   MN's location (because of the S-MAAR's address in the S-MAAR option),
   and, besides sending a PBA to the CMD, it also sends a PBA to the
   S-MAAR including the prefix it is anchoring.  This latter PBA does
   not need to include new options, as the prefix is embedded in the HNP
   option and the P-MAAR's address is taken from the message's source
   address.  The CMD is relieved from forwarding the PBA to the S-MAAR,
   as the latter receives a copy directly from the P-MAAR with the
   necessary information to build the tunnels and set the appropriate
   routes.  Figure 3 illustrates the new message sequence, while the
   data forwarding is unaltered.



+‑‑‑‑‑+      +‑‑‑+      +‑‑‑‑‑+           +‑‑+            +‑‑+
|MAAR1|      |CMD|      |MAAR2|           |CN|            |CN|
+‑‑‑‑‑+      +‑‑‑+      +‑‑‑‑‑+           +*‑+            +*‑+
   |           |           |               *               *
   |           |          MN               *     +‑‑‑+     *
   |           |        attach.        *****    _|CMD|_    *
   |           |          det.   flow1 *       / +‑+‑+ \   *flow2
   |           |<‑‑ PBU ‑‑‑|           *      /    |    \  *
   |          BCE          |           *     /     | *******
   |        check+         |           *    /      | *    \
   |        update         |       +‑‑‑*‑+‑'    +‑‑+‑*+    `+‑‑‑‑‑+
   |<‑‑ PBU*‑‑‑|           |       |   * |      |    *|     |     |
route          |           |       |MAAR1|______|MAAR2+‑‑‑‑‑+MAAR3|
update         |           |       |   **(______)**  *|     |     |
   |‑‑‑‑‑‑‑‑‑ PBA ‑‑‑‑‑‑‑‑>|       +‑‑‑‑‑+      +‑*‑‑*+     +‑‑‑‑‑+
   |‑‑‑ PBA*‑‑>|         route                    *  *
   |          BCE        update             Pref1 *  *Pref2
   |         update        |                     +*‑‑*+
   |           |           |           ‑‑‑move‑‑>|*MN*|
   |           |           |                     +‑‑‑‑+

       Operations sequence                  Data Packets flow
PBU/PBA Messages with * contain
     a new mobility option



            Figure 3: Scenario after a handover, CMD as locator




3.4. The CMD as MAAR proxy

   A further enhancement of previous solutions can be achieved when the
   CMD sends the PBA to the new S-MAAR before notifying the P-MAARs of
   the location change.  Indeed, when the CMD receives the PBU for the
   new registration, it is already in possession of all the information
   that the new S-MAAR requires to set up the tunnels and the routes.
   Thus the PBA is sent to the S-MAAR immediately after a PBU is
   received, including also in this case the P-MAAR option.  In
   parallel, a PBU is sent by the CMD to the P-MAARs containing the
   S-MAAR option, to notify them about the new MN's location, so they
   receive the information to establish the tunnels and routes on their
   side.  When P-MAARs complete the update, they send a PBA to the CMD
   to indicate that the operation is concluded and the information is
   updated in all network nodes.  This procedure is obtained from the
   first one re-arranging the order of the messages, but the parameters
   communicated are the same.  This scheme is depicted in Figure 4,
   where, again, the data forwarding is kept untouched.



+‑‑‑‑‑+      +‑‑‑+      +‑‑‑‑‑+           +‑‑+            +‑‑+
|MAAR1|      |CMD|      |MAAR2|           |CN|            |CN|
+‑‑‑‑‑+      +‑‑‑+      +‑‑‑‑‑+           +*‑+            +*‑+
   |           |           |               *               *
   |           |          MN               *     +‑‑‑+     *
   |           |        attach.        *****    _|CMD|_    *
   |           |          det.   flow1 *       / +‑+‑+ \   *flow2
   |           |<‑‑ PBU ‑‑‑|           *      /    |    \  *
   |          BCE          |           *     /     | *******
   |        check+         |           *    /      | *    \
   |        update         |       +‑‑‑*‑+‑'    +‑‑+‑*+    `+‑‑‑‑‑+
   |<‑‑ PBU*‑‑‑x‑‑‑ PBA*‑‑>|       |   * |      |    *|     |     |
route          |         route     |MAAR1|______|MAAR2+‑‑‑‑‑+MAAR3|
update         |         update    |   **(______)**  *|     |     |
   |‑‑‑ PBA*‑‑>|           |       +‑‑‑‑‑+      +‑*‑‑*+     +‑‑‑‑‑+
   |          BCE          |                      *  *
   |         update        |                Pref1 *  *Pref2
   |           |           |                     +*‑‑*+
   |           |           |           ‑‑‑move‑‑>|*MN*|
   |           |           |                     +‑‑‑‑+

       Operations sequence                 Data Packets flow
PBU/PBA Messages with * contain
     a new mobility option



             Figure 4: Scenario after a handover, CMD as proxy




3.5. De-registration

   The de-registration mechanism devised for PMIPv6 cannot be used as-is
   in this solution.  The reason for this is that each MAAR handles an
   independent mobility session (i.e., a single or a set of prefixes)
   for a given MN, whereas the aggregated session is stored at the CMD.
   Indeed, if a previous MAAR initiates a de-registration procedure,
   because the MN is no longer present on the MAAR's access link, it
   removes the routing state for that (those) prefix(es), that would be
   deleted by the CMD as well, hence defeating any prefix continuity
   attempt.  The simplest approach to overcome this limitation is to
   deny a P-MAAR to de-register a prefix, that is, allowing only a
   serving MAAR to de-register the whole MN session.  This can be
   achieved by first removing any layer-2 detachment event, so that de-
   registration is triggered only when the binding lifetime expires,
   hence providing a guard interval for the MN to connect to a new MAAR.
   Then, a change in the MAAR operations is required, and at this stage
   two possible solutions can be deployed:



   o  A previous MAAR stops the BCE timer upon receiving a PBU from the
      CMD containing a "Serving MAAR" option.  In this way only the



      Serving MAAR is allowed to de-register the mobility session,
      arguing that the MN definitely left the domain.



   o  Previous MAARs can, upon BCE expiry, send de-registration messages
      to the CMD, which, instead of acknowledging the message with a 0
      lifetime, sends back a PBA with a non-zero lifetime, hence re-
      newing the session, if the MN is still connected to the domain.




3.6. Retransmissions and Rate Limiting

   When sending PBUs, the node sending them (the CMD or S-MAAR) SHOULD
   make use of the timeout also to deal with missing PBAs (to retransmit
   PBUs).  The INITIAL_BINDACK_TIMEOUT [RFC6275] SHOULD be used for
   configuring the retransmission timer.  The retransmissions by the
   node MUST use an exponential backoff process in which the timeout
   period is doubled upon each retransmission, until either the node
   receives a response or the timeout period reaches the value
   MAX_BINDACK_TIMEOUT [RFC6275].  The node MAY continue to send these
   messages at this slower rate indefinitely.  The node MUST NOT send
   PBU messages to a particular node more than MAX_UPDATE_RATE times
   within a second [RFC6275].




3.7. The Distributed Logical Interface (DLIF) concept

   One of the main challenges of a network-based DMM solution is how to
   allow a mobile node to simultaneously send/receive traffic which is
   anchored at different MAARs, and how to influence the mobile node's
   selection process of its source IPv6 address for a new flow, without
   requiring special support from the mobile node's IP stack.  This
   document defines the Distributed Logical Interface (DLIF), which is a
   software construct in the MAAR that allows to easily hide the change
   of associated anchors from the mobile node.



 +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
(                      Operator's                     )
(                         core                        )
 +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
           |                               |
   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+     tunnel    +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
   |   IP  stack   |===============|   IP  stack   |
   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+               +‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+
   |    mn1mar1    |‑‑+ (DLIFs) +‑‑|mn1mar1|mn1mar2|‑‑+
   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  |         |  +‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+  |
   | phy interface |  |         |  | phy interface |  |
   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  |         |  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  |
         MAAR1       (o)       (o)       MAAR2       (o)
                                  x                 x
                                    x             x
                       prefA::/64     x         x   prefB::/64
                     (AdvPrefLft=0)     x     x
                                          (o)
                                           |
                                        +‑‑‑‑‑+
                            prefA::MN1  | MN1 |  prefB::MN1
                           (deprecated) +‑‑‑‑‑+



        Figure 5: DLIF: exposing multiple routers (one per P-MAAR)



   The basic idea of the DLIF concept is the following: each serving
   MAAR exposes itself towards a given MN as multiple routers, one per
   P-MAAR associated to the MN.  Let's consider the example shown in
   Figure 5, MN1 initially attaches to MAAR1, configuring an IPv6
   address (prefA::MN1) from a prefix locally anchored at MAAR1
   (prefA::/64).  At this stage, MAAR1 plays both the role of anchoring
   and serving MAAR, and also behaves as a plain IPv6 access router.
   MAAR1 creates a distributed logical interface to communicate (point-
   to-point link) with MN1, exposing itself as a (logical) router with a
   specific MAC and IPv6 addresses (e.g., prefA::MAAR1/64 and
   fe80::MAAR1/64) using the DLIF mn1mar1.  As explained below, these
   addresses represent the "logical" identity of MAAR1 towards MN1, and
   will "follow" the mobile node while roaming within the domain (note
   that the place where all this information is maintained and updated
   is out-of-scope of this draft; potential examples are to keep it on
   the home subscriber server -- HSS -- or the user's profile).



   If MN1 moves and attaches to a different MAAR of the domain (MAAR2 in
   the example of Figure 5), this MAAR will create a new logical
   interface (mn1mar2) to expose itself towards MN1, providing it with a
   locally anchored prefix (prefB::/64).  In this case, since the MN1
   has another active IPv6 address anchored at a MAAR1, MAAR2 also needs
   to create an additional logical interface configured to resemble the
   one used by MAAR1 to communicate with MN1.  In this example, there is
   only one P-MAAR (in addition to MAAR2, which is the serving one):
   MAAR1, so only the logical interface mn1mar1 is created, but the same
   process would be repeated in case there were more P-MAARs involved.
   In order to maintain the prefix anchored at MAAR1 reachable, a tunnel
   between MAAR1 and MAAR2 is established and the routing is modified
   accordingly.  The PBU/PBA signaling is used to set-up the bi-
   directional tunnel between MAAR1 and MAAR2, and it might also be used
   to convey to MAAR2 the information about the prefix(es) anchored at
   MAAR1 and about the addresses of the associated DLIF (i.e., mn1mar1).



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|                  MAAR1                   | |         MAAR2        |
|+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+| |+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+|
||+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑++‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+|| ||+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+||
|||+‑‑‑‑‑‑‑++‑‑‑‑‑‑‑+||+‑‑‑‑‑‑‑++‑‑‑‑‑‑‑+||| |||+‑‑‑‑‑‑‑++‑‑‑‑‑‑‑+|||
||||mn3mar1||mn3mar2||||mn2mar1||mn2mar2|||| ||||mn1mar1||mn1mar2||||
|||| LMAC1 || LMAC2 |||| LMAC3 || LMAC4 |||| |||| LMAC5 || LMAC6 ||||
|||+‑‑‑‑‑‑‑++‑‑‑‑‑‑‑+||+‑‑‑‑‑‑‑++‑‑‑‑‑‑‑+||| |||+‑‑‑‑‑‑‑++‑‑‑‑‑‑‑+|||
|||    LIFs of MN3   ||    LIFs of MN2   ||| |||   LIFs of MN1    |||
||+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑++‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+|| ||+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+||
||              MAC1   (phy if MAAR1)     || || MAC2 (phy if MAAR2)||
|+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+| |+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+|
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
                    x        x                            x
                   x          x                          x
                 (o)          (o)                      (o)
                  |            |                        |
               +‑‑+‑‑+      +‑‑+‑‑+                  +‑‑+‑‑+
               | MN3 |      | MN2 |                  | MN1 |
               +‑‑‑‑‑+      +‑‑‑‑‑+                  +‑‑‑‑‑+



              Figure 6: Distributed Logical Interface concept



   Figure 6 shows the logical interface concept in more detail.  The
   figure shows two MAARs and three MNs.  MAAR1 is currently serving MN2
   and MN3, while MAAR2 is serving MN1.  Note that a serving MAAR always
   plays the role of anchoring MAAR for the attached (served) MNs.  Each
   MAAR has one single physical wireless interface as depicted in this
   example.



   As introduced before, each MN always "sees" multiple logical routers
   -- one per anchoring MAAR -- independently of its currently serving
   MAAR.  From the point of view of the MN, these MAARs are portrayed as
   different routers, although the MN is physically attached to one
   single interface.  The way this is achieved is by the serving MAAR
   configuring different logical interfaces.  Focusing on MN1, it is
   currently attached to MAAR2 (i.e., MAAR2 is its serving MAAR) and,
   therefore, it has configured an IPv6 address from MAAR2's pool (e.g.,
   prefB::/64).  MAAR2 has set-up a logical interface (mn1mar2) on top
   of its wireless physical interface (phy if MAAR2) which is used to
   serve MN1.  This interface has a logical MAC address (LMAC6),
   different from the hardware MAC address (MAC2) of the physical
   interface of MAAR2.  Over the mn1mar2 interface, MAAR2 advertises its
   locally anchored prefix prefB::/64.  Before attaching to MAAR2, MN1
   was attached to MAAR1, configuring also an address locally anchored
   at that MAAR, which is still being used by MN1 in active
   communications.  MN1 keeps "seeing" an interface connecting to MAAR1,
   as if it were directly connected to the two MAARs.  This is achieved
   by the serving MAAR (MAAR2) configuring an additional distributed
   logical interface: mn1mar1, which behaves as the logical interface
   configured by MAAR1 when MN1 was attached to it.  This means that
   both the MAC and IPv6 addresses configured on this logical interface
   remain the same regardless of the physical MAAR which is serving the
   MN.  The information required by a serving MAAR to properly configure
   this logical interfaces can be obtained in different ways: as part of
   the information conveyed in the PBA, from an external database (e.g.,
   the HSS) or by other means.  As shown in the figure, each MAAR may
   have several logical interfaces associated to each attached MN,
   having always at least one (since a serving MAAR is also an anchoring
   MAAR for the attached MN).



   In order to enforce the use of the prefix locally anchored at the
   serving MAAR, the router advertisements sent over those logical
   interfaces playing the role of anchoring MAARs (different from the
   serving one) include a zero preferred prefix lifetime (and a non-zero
   valid prefix lifetime, so the prefix remains valid, while being
   deprecated).  The goal is to deprecate the prefixes delegated by
   these MAARs (so that they will no longer be serving the MN).  Note
   that on-going communications may keep on using those addresses, even
   if they are deprecated, so this only affects the establishment of new
   sessions.



   The distributed logical interface concept also enables the following
   use case: suppose that access to a local IP network is provided by a
   given MAAR (e.g., MAAR1 in the example shown in Figure 5) and that
   the resources available at that network cannot be reached from
   outside the local network (e.g., cannot be accessed by an MN attached
   to MAAR2).  This is similar to the local IP access scenario
   considered by 3GPP, where a local gateway node is selected for
   sessions requiring access to services provided locally (instead of
   going through a central gateway).  The goal is to allow an MN to be
   able to roam while still being able to have connectivity to this
   local IP network.  The solution adopted to support this case makes
   use of RFC 4191 [RFC4191] more specific routes when the MN moves to a
   MAAR different from the one providing access to the local IP network
   (MAAR1 in the example).  These routes are advertised through the
   distributed logical interface representing the MAAR providing access
   to the local network (MAAR1 in this example).  In this way, if MN1
   moves from MAAR1 to MAAR2, any active session that MN1 may have with
   a node on the local network connected to MAAR1 will survive via the
   tunnel between MAAR1 and MAAR2.  Also, any potential future
   connection attempt towards the local network will be supported, even
   though MN1 is no longer attached to MAAR1.




4. Message Format

   This section defines extensions to the Proxy Mobile IPv6 [RFC5213]
   protocol messages.




4.1. Proxy Binding Update

   A new flag (D) is included in the Proxy Binding Update to indicate
   that the Proxy Binding Update is coming from a MAAR or a CMD and not
   from a mobile access gateway.  The rest of the Proxy Binding Update
   format remains the same as defined in [RFC5213].



0               1               2               3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
                                +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
                                |            Sequence #         |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|A|H|L|K|M|R|P|F|T|B|S|D| Rsrvd |            Lifetime           |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
.                                                               .
.                        Mobility options                       .
.                                                               .
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   DMM Flag (D)



      The D Flag is set to indicate to the receiver of the message that
      the Proxy Binding Update is from a MAAR or a CMD.  When an LMA
      that does not support the extensions described in this document
      receives a message with the D-Flag set, the PBU in that case MUST
      NOT be processed by the LMA and an error MUST be returned.



   Mobility Options



      Variable-length field of such length that the complete Mobility
      Header is an integer multiple of 8 octets long.  This field
      contains zero or more TLV-encoded mobility options.  The encoding
      and format of defined options are described in Section 6.2 of
      [RFC6275].  The receiving node MUST ignore and skip any options
      that it does not understand.




4.2. Proxy Binding Acknowledgment

   A new flag (D) is included in the Proxy Binding Acknowledgment to
   indicate that the sender supports operating as a MAAR or CMD.  The
   rest of the Proxy Binding Acknowledgment format remains the same as
   defined in [RFC5213].



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
                                +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
                                |   Status      |K|R|P|T|B|S|D| |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|         Sequence #            |           Lifetime            |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
.                                                               .
.                        Mobility options                       .
.                                                               .
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   DMM Flag (D)



      The D flag is set to indicate that the sender of the message
      supports operating as a MAAR or a CMD.  When a MAG that does not
      support the extensions described in this document receives a
      message with the D-Flag set, it MUST ignore the message and an
      error MUST be returned.



   Mobility Options



      Variable-length field of such length that the complete Mobility
      Header is an integer multiple of 8 octets long.  This field
      contains zero or more TLV-encoded mobility options.  The encoding
      and format of defined options are described in Section 6.2 of
      [RFC6275].  The MAAR MUST ignore and skip any options that it does
      not understand.




4.3. Anchored Prefix Option

   A new Anchored Prefix option is defined for use with the Proxy
   Binding Update and Proxy Binding Acknowledgment messages exchanged
   between MAARs and CMDs.  Therefore, this option can only appear if
   the D bit is set in a PBU/PBA.  This option is used for exchanging
   the mobile node's prefix anchored at the anchoring MAAR.  There can
   be multiple Anchored Prefix options present in the message.



   The Anchored Prefix Option has an alignment requirement of 8n+4.  Its
   format is as follows:



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|      Type     |   Length      |   Reserved    | Prefix Length |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
+                                                               +
|                                                               |
+                        Anchored Prefix                        +
|                                                               |
+                                                               +
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   Type



      IANA-1.



   Length



      8-bit unsigned integer indicating the length of the option in
      octets, excluding the type and length fields.  This field MUST be
      set to 18.



   Reserved



      This field is unused for now.  The value MUST be initialized to 0
      by the sender and MUST be ignored by the receiver.



   Prefix Length



      8-bit unsigned integer indicating the prefix length in bits of the
      IPv6 prefix contained in the option.



   Anchored Prefix



      A sixteen-octet field containing the mobile node's IPv6 Anchored
      Prefix.  Only the first Prefix Length bits are valid for the
      Anchored Prefix.  The rest of the bits MUST be ignored.




4.4. Local Prefix Option

   A new Local Prefix option is defined for use with the Proxy Binding
   Update and Proxy Binding Acknowledgment messages exchanged between
   MAARs or between a MAAR and a CMD.  Therefore, this option can only
   appear if the D bit is set in a PBU/PBA.  This option is used for
   exchanging a prefix of a local network that is only reachable via the
   anchoring MAAR.  There can be multiple Local Prefix options present
   in the message.



   The Local Prefix Option has an alignment requirement of 8n+4.  Its
   format is as follows:



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|      Type     |   Length      |   Reserved    | Prefix Length |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
+                                                               +
|                                                               |
+                         Local Prefix                          +
|                                                               |
+                                                               +
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   Type



      IANA-2.



   Length



      8-bit unsigned integer indicating the length of the option in
      octets, excluding the type and length fields.  This field MUST be
      set to 18.



   Reserved



      This field is unused for now.  The value MUST be initialized to 0
      by the sender and MUST be ignored by the receiver.



   Prefix Length



      8-bit unsigned integer indicating the prefix length in bits of the
      IPv6 prefix contained in the option.



   Local Prefix



      A sixteen-octet field containing the IPv6 Local Prefix.  Only the
      first Prefix Length bits are valid for the IPv6 Local Prefix.  The
      rest of the bits MUST be ignored.




4.5. Previous MAAR Option

   This new option is defined for use with the Proxy Binding
   Acknowledgement messages exchanged by the CMD to a MAAR.  This option
   is used to notify the S-MAAR about the previous MAAR's global address
   and the prefix anchored to it.  There can be multiple Previous MAAR
   options present in the message.  Its format is as follows:



   The Previous MAAR Option has an alignment requirement of 8n+4.  Its
   format is as follows:



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|      Type     |     Length    |   Reserved    | Prefix Length |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
+                                                               +
|                                                               |
+                     P‑MAAR's address                          +
|                                                               |
+                                                               +
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
+                                                               +
|                                                               |
+                    Home Network Prefix                        +
|                                                               |
+                                                               +
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   Type



      IANA-3.



   Length



      8-bit unsigned integer indicating the length of the option in
      octets, excluding the type and length fields.  This field MUST be
      set to 34.



   Reserved



      This field is unused for now.  The value MUST be initialized to 0
      by the sender and MUST be ignored by the receiver.



   Prefix Length



      8-bit unsigned integer indicating the prefix length in bits of the
      IPv6 prefix contained in the option.



   Previous MAAR's address



      A sixteen-octet field containing the P-MAAR's IPv6 global address.



   Home Network Prefix



      A sixteen-octet field containing the mobile node's IPv6 Home
      Network Prefix.  Only the first Prefix Length bits are valid for
      the mobile node's IPv6 Home Network Prefix.  The rest of the bits
      MUST be ignored.




4.6. Serving MAAR Option

   This new option is defined for use with the Proxy Binding Update
   message exchanged between the CMD and a Previous MAAR.  This option
   is used to notify the P-MAAR about the current Serving MAAR's global
   address.  Its format is as follows:



   The Serving MAAR Option has an alignment requirement of 8n+6.  Its
   format is as follows:




 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
                                +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
                                |      Type     |     Length    |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
+                                                               +
|                                                               |
+                     S‑MAAR's address                          +
|                                                               |
+                                                               +
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   Type



      IANA-4.



   Length



      8-bit unsigned integer indicating the length of the option in
      octets, excluding the type and length fields.  This field MUST be
      set to 16.



   Serving MAAR's address



      A sixteen-octet field containing the S-MAAR's IPv6 global address.




4.7. DLIF Link-local Address Option

   A new DLIF Link-local Address option is defined for use with the
   Proxy Binding Acknowledgment message exchanged between MAARs and
   between a MAAR and a CMD.  This option is used for exchanging the
   link-local address of the DLIF to be configured on the serving MAAR
   so it resembles the DLIF configured on the P-MAAR.



   The DLIF Link-local Address option has an alignment requirement of
   8n+6.  Its format is as follows:



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
                                +‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
                                |   Type        |    Length     |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
+                                                               +
|                                                               |
+                  DLIF Link‑local Address                      +
|                                                               |
+                                                               +
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   Type



      IANA-5.



   Length



      8-bit unsigned integer indicating the length of the option in
      octets, excluding the type and length fields.  This field MUST be
      set to 16.



   DLIF Link-local Address



      A sixteen-octet field containing the link-local address of the
      logical interface.




4.8. DLIF Link-layer Address Option

   A new DLIF Link-layer Address option is defined for use with the
   Proxy Binding Acknowledgment message exchanged between MAARs and
   betwwe a MAAR and a CMD.  This option is used for exchanging the
   link-layer address of the DLIF to be configured on the serving MAAR
   so it resembles the DLIF configured on the P-MAAR.



   The format of the DLIF Link-layer Address option is shown below.
   Based on the size of the address, the option MUST be aligned
   appropriately, as per mobility option alignment requirements
   specified in [RFC6275].



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   Type        |    Length     |          Reserved             |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|                                                               |
+                    DLIF Link‑layer Address                    +
.                              ...                              .
|                                                               |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+



   Type



      IANA-6.



   Length



      8-bit unsigned integer indicating the length of the option in
      octets, excluding the type and length fields.



   Reserved



      This field is unused for now.  The value MUST be initialized to 0
      by the sender and MUST be ignored by the receiver.



   DLIF Link-layer Address



      A variable length field containing the link-layer address of the
      logical interface to be configured on the S-MAAR.



      The content and format of this field (including octet and bit
      ordering) is as specified in Section 4.6 of [RFC4861] for carrying
      link-layer addresses.  On certain access links, where the link-
      layer address is not used or cannot be determined, this option
      cannot be used.




5. IANA Considerations

   This document defines six new mobility options, the Anchored Prefix
   Option, the Local Prefix Option, the Previous MAAR Option, the
   Serving MAAR Option, the DLIF Link-local Address Option and the DLIF
   Link-layer Address Option.  The Type value for these options needs to
   be assigned from the same numbering space as allocated for the other
   mobility options in the "Mobility Options" registry defined in
   http://www.iana.org/assignments/mobility-parameters.  The required
   IANA actions are marked as IANA-1 to IANA-6.



   This document reserves a new flag (D) in the "Binding Update Flags"
   and a new flag (D) in the "Binding Acknowledgment Flags" of the
   "Mobile IPv6 parameters" registry http://www.iana.org/assignments/
   mobility-parameters.




6. Security Considerations

   The protocol extensions defined in this document share the same
   security concerns of Proxy Mobile IPv6 [RFC5213].  It is recommended
   that the signaling messages, Proxy Binding Update and Proxy Binding
   Acknowledgment, exchanged between the MAARs are protected using IPsec
   using the established security association between them.  This
   essentially eliminates the threats related to the impersonation of a
   MAAR.



   When the CMD acts as a PBU/PBA relay, the CMD may act as a relay of a
   single PBU to multiple previous MAARs.  In situations of many fast
   handovers (e.g., with vehicular networks), there may exist multiple
   previous (e.g., k) MAARs.  In this situation, the CMD creates k
   outgoing packets from a single incoming packet.  This bears a certain
   amplification risk.  The CMD MUST use a pacing approach in the
   outgoing queue to cap the output traffic (i.e., the rate of PBUs
   sent) to limit this amplification risk.



   When the CMD acts as MAAR locator, mobility signaling (PBAs) is
   exchanged between P-MAARs and current S-MAAR.  Hence, security
   associations are REQUIRED to exist between the involved MAARs (in
   addition to the ones needed with the CMD).



   Since deregistration is performed by timeout, measures SHOULD be
   implemented to minimize the risks associated to continued resource
   consumption (DoS attacks), e.g., imposing a limit of the number of
   P-MAARs associated to a given MN.



   The CMD and the participating MAARs MUST be trusted parties,
   authorized perform all operations relevant to their role.



   There are some privacy considerations to consider.  While the
   involved parties trust each other, the signalling involves disclosing
   information about the previous locations visited by each MN, as well
   as the active prefixes they are using at a given point of time.
   Therefore, mechanisms MUST be in place to ensure that MAARs and CMD
   do not disclose this information to other parties nor use it for
   other ends that providing the distributed mobility support specified
   in this document.
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Abstract

   This document shows the applicability of SRv6 (Segment Routing IPv6)
   to the user-plane of mobile networks.  The network programming nature
   of SRv6 accomplish mobile user-plane functions in a simple manner.
   The statelessness of SRv6 and its ability to control both service
   layer path and underlying transport can be beneficial to the mobile
   user-plane, providing flexibility, end-to-end network slicing and SLA
   control for various applications.  This document describes the SRv6
   mobile user plane.
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   material or to cite them other than as "work in progress."
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1. Introduction

   In mobile networks, mobility management systems provide connectivity
   over a wireless link to stationary and non-stationary nodes.  The
   user-plane establishes a tunnel between the mobile node and its
   anchor node over IP-based backhaul and core networks.



   This document shows the applicability of SRv6 (Segment Routing IPv6)
   to mobile networks.



   Segment Routing [RFC8402] is a source routing architecture: a node
   steers a packet through an ordered list of instructions called
   "segments".  A segment can represent any instruction, topological or
   service based.



   SRv6 applied to mobile networks enables a source-routing based mobile
   architecture, where operators can explicitly indicate a route for the
   packets to and from the mobile node.  The SRv6 Endpoint nodes serve
   as mobile user-plane anchors.




2. Conventions and Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in [RFC2119].




2.1. Terminology

o  CNF: Cloud‑native Network Function
o  NFV: Network Function Virtualization
o  PDU: Packet Data Unit
o  PDU Session: Context of an UE connects to a mobile network.
o  UE: User Equipment
o  UPF: User Plane Function
o  VNF: Virtual Network Function (including CNFs)



   The following terms used within this document are defined in
   [RFC8402]: Segment Routing, SR Domain, Segment ID (SID), SRv6, SRv6
   SID, Active Segment, SR Policy, Prefix SID, Adjacency SID and Binding
   SID.



   The following terms used within this document are defined in
   [RFC8754]: SRH, SR Source Node, Transit Node, SR Segment Endpoint
   Node and Reduced SRH.



   The following terms used within this document are defined in [NET-
   PGM]: NH, SL, FIB, SA, DA, SRv6 SID behavior, SRv6 Segment Endpoint
   Behavior.




2.2. Conventions

   An SR Policy is resolved to a SID list.  A SID list is represented as
   <S1, S2, S3> where S1 is the first SID to visit, S2 is the second SID
   to visit and S3 is the last SID to visit along the SR path.



   (SA,DA) (S3, S2, S1; SL) represents an IPv6 packet with:



‑ Source Address is SA, Destination Address is DA, and next‑header is
  SRH
‑ SRH with SID list <S1, S2, S3> with Segments Left = SL
‑ Note the difference between the <> and () symbols: <S1, S2, S3>
  represents a SID list where S1 is the first SID and S3 is the last
  SID to traverse.  (S3, S2, S1; SL) represents the same SID list but
  encoded in the SRH format where the rightmost SID in the SRH is the
  first SID and the leftmost SID in the SRH is the last SID.  When
  referring to an SR policy in a high‑level use‑case, it is simpler
  to use the <S1, S2, S3> notation.  When referring to an
  illustration of the detailed packet behavior, the (S3, S2, S1; SL)
  notation is more convenient.
‑ The payload of the packet is omitted.



   SRH[n]: A shorter representation of Segment List[n], as defined in
   [RFC8754].  SRH[SL] can be different from the DA of the IPv6 header.



o  gNB::1 is an IPv6 address (SID) assigned to the gNB.
o  U1::1 is an IPv6 address (SID) assigned to UPF1.
o  U2::1 is an IPv6 address (SID) assigned to UPF2.
o  U2:: is some other IPv6 address (SID) assigned to UPF2.




2.3. Predefined SRv6 Endpoint Behaviors

   The following SRv6 Endpoint Behaviors are defined in
   [I-D.ietf-spring-srv6-network-programming].



   o  End.DT4: decapsulate and forward using a specific IPv4 table
      lookup.



o  End.DT6: decapsulate and forward using a specific IPv6 table
   lookup.
o  End.DX4: decapsulate the packet and forward through a particular
   outgoing interface ‑or set of OIFs‑ configured with the SID.
o  End.DX6: decapsulate and forward through a particular outgoing
   interface ‑or set of OIFs‑ configured with the SID.
o  End.DX2: decapsulate the L2 frame and forward through a particular
   outgoing interface ‑or set of OIFs‑ configured with the SID.
o  End.T: forward through the shortest path using a specific IPv6
   table.
o  End.X: forward through an L3 adjacency with the SID.



   New SRv6 behaviors are defined in Section 6 of this document to
   mechanisms described in this document.




3. Motivation

   Mobile networks are becoming more challenging to operate.  On one
   hand, traffic is constantly growing, and latency requirements are
   tighter; on the other-hand, there are new use-cases like distributed
   NFVi that are also challenging network operations.



   The current architecture of mobile networks does not take into
   account the underlying transport.  The user-plane is rigidly
   fragmented into radio access, core and service networks, connected by
   tunneling according to user-plane roles such as access and anchor
   nodes.  These factors have made it difficult for the operator to
   optimize and operate the data-path.



   In the meantime, applications have shifted to use IPv6, and network
   operators have started adopting IPv6 as their IP transport.  SRv6,
   the IPv6 dataplane instantiation of Segment Routing [RFC8402],
   integrates both the application data-path and the underlying
   transport layer into a single protocol, allowing operators to
   optimize the network in a simplified manner and removing forwarding
   state from the network.  It is also suitable for virtualized
   environments, like VNF/CNF to VNF/CNF networking.



   SRv6 defines the network-programming concept
   [I-D.ietf-spring-srv6-network-programming].  Applied to mobility,
   SRv6 can provide the user-plane behaviors needed for mobility
   management.  SRv6 takes advantage of the underlying transport
   awareness and flexibility together with the ability to also include
   services to optimize the end-to-end mobile dataplane.



   The use-cases for SRv6 mobility are discussed in
   [I-D.camarilloelmalky-springdmm-srv6-mob-usecases].




4. A 3GPP Reference Architecture

   This section presents a reference architecture and possible
   deployment scenarios.



   Figure 1 shows a reference diagram from the 5G packet core
   architecture [TS.23501].



   The user plane described in this document does not depend on any
   specific architecture.  The 5G packet core architecture as shown is
   based on the latest 3GPP standards at the time of writing this draft.



                               +‑‑‑‑‑+
                               | AMF |
                               +‑‑‑‑‑+
                              /    | [N11]
                       [N2]  /  +‑‑‑‑‑+
                     +‑‑‑‑‑‑/   | SMF |
                    /           +‑‑‑‑‑+
                   /              / \
                  /              /   \  [N4]
                 /              /     \                    ________
                /              /       \                  /        \
+‑‑+      +‑‑‑‑‑+ [N3] +‑‑‑‑‑‑+  [N9]  +‑‑‑‑‑‑+  [N6]    /          \
|UE|‑‑‑‑‑‑| gNB |‑‑‑‑‑‑| UPF1 |‑‑‑‑‑‑‑‑| UPF2 |‑‑‑‑‑‑‑‑‑ \    DN    /
+‑‑+      +‑‑‑‑‑+      +‑‑‑‑‑‑+        +‑‑‑‑‑‑+           \________/



                 Figure 1: 3GPP 5G Reference Architecture



o  gNB: gNodeB with N3 interface towards packet core (and N2 for
   control plane)
o  UPF1: UPF with Interfaces N3 and N9 (and N4 for control plane)
o  UPF2: UPF with Interfaces N9 and N6 (and N4 for control plane)
o  SMF: Session Management Function
o  AMF: Access and Mobility Management Function
o  DN: Data Network e.g. operator services, Internet access



   This reference diagram does not depict a UPF that is only connected
   to N9 interfaces, although the description in this document also work
   for such UPFs.



   Each session from a UE gets assigned to a UPF.  Sometimes multiple
   UPFs may be used, providing richer service functions.  A UE gets its
   IP address from the DHCP block of its UPF.  The UPF advertises that
   IP address block toward the Internet, ensuring that return traffic is
   routed to the right UPF.




5. User-plane behaviors

   This section introduces an SRv6 based mobile user-plane.



   In order to simplify the adoption of SRv6, we present two different
   "modes" that vary with respect to the use of SRv6.  The first one is
   the "Traditional mode", which inherits the current 3GPP mobile user-
   plane.  In this mode GTP-U [TS.29281] is replaced by SRv6, however
   the N3, N9 and N6 interfaces are still point-to-point interfaces with
   no intermediate waypoints as in the current mobile network
   architecture.



   The second mode is the "Enhanced mode".  This is an evolution from
   the "Traditional mode".  In this mode the N3, N9 or N6 interfaces
   have intermediate waypoints -SIDs- that are used for Traffic
   Engineering or VNF purposes.  This results in optimal end-to-end
   policies across the mobile network with transport and services
   awareness.



   In both, the Traditional and the Enhanced modes, we assume that the
   gNB as well as the UPFs are SR-aware (N3, N9 and -potentially- N6
   interfaces are SRv6).



   In addition to those two modes, we introduce two mechanisms for
   interworking with legacy access networks (those where the N3
   interface is unmodified).  In this document we introduce them as a
   variant to the Enhanced mode, however they are equally applicable to
   the Traditional mode.



   One of these mechanisms is designed to interwork with legacy gNBs
   using GTP/IPv4.  The second mechanism is designed to interwork with
   legacy gNBs using GTP/IPv6.



   This document uses SRv6 Segment Endpoint Behaviors defined in
   [I-D.ietf-spring-srv6-network-programming] as well as new SRv6
   Segment Endpoint Behaviors designed for the mobile user plane that
   are defined in this document Section 6.




5.1. Traditional mode

   In the traditional mode, the existing mobile UPFs remain unchanged
   except for the use of SRv6 as the data plane instead of GTP-U.  There
   is no impact to the rest of the mobile system.



   In existing 3GPP mobile networks, a PDU Session is mapped 1-for-1
   with a specific GTP tunnel (TEID).  This 1-for-1 mapping is mirrored
   here to replace GTP encapsulation with the SRv6 encapsulation, while
   not changing anything else.  There will be a unique SRv6 SID
   associated with each PDU Session.



   The traditional mode minimizes the changes required to the mobile
   system; hence it is a good starting point for forming a common
   ground.



   Our example topology is shown in Figure 2.  In traditional mode the
   gNB and the UPFs are SR-aware.  In the descriptions of the uplink and
   downlink packet flow, A is an IPv6 address of the UE, and Z is an
   IPv6 address reachable within the Data Network DN.  A new SRv6
   function End.MAP, defined in Section 6.2, is used.



                                                           ________
                  SRv6           SRv6                     /        \
+‑‑+      +‑‑‑‑‑+ [N3] +‑‑‑‑‑‑+  [N9]  +‑‑‑‑‑‑+  [N6]    /          \
|UE|‑‑‑‑‑‑| gNB |‑‑‑‑‑‑| UPF1 |‑‑‑‑‑‑‑‑| UPF2 |‑‑‑‑‑‑‑‑‑ \    DN    /
+‑‑+      +‑‑‑‑‑+      +‑‑‑‑‑‑+        +‑‑‑‑‑‑+           \________/
         SRv6 node     SRv6 node       SRv6 node



               Figure 2: Traditional mode - example topology




5.1.1. Packet flow - Uplink

   The uplink packet flow is as follows:



UE_out  : (A,Z)
gNB_out : (gNB, U1::1) (A,Z)     ‑> H.Encaps.Red <U1::1>
UPF1_out: (gNB, U2::1) (A,Z)     ‑> End.MAP
UPF2_out: (A,Z)                  ‑> End.DT4 or End.DT6



   When the UE packet arrives at the gNB, the gNB performs a
   H.Encaps.Red operation.  Since there is only one SID, there is no
   need to push an SRH. gNB only adds an outer IPv6 header with IPv6 DA
   U1::1.  U1::1 represents an anchoring SID specific for that session
   at UPF1. gNB obtains the SID U1::1 from the existing control plane
   (N2 interface).



   When the packet arrives at UPF1, the SID U1::1 identifies a local
   End.MAP function.  End.MAP replaces U1::1 by U2::1, that belongs to
   the next UPF (U2).



   When the packet arrives at UPF2, the SID U2::1 corresponds to an
   End.DT function.  UPF2 decapsulates the packet, performs a lookup in
   a specific table associated with that mobile network and forwards the
   packet toward the data network (DN).




5.1.2. Packet flow - Downlink

   The downlink packet flow is as follows:



UPF2_in : (Z,A)
UPF2_out: (U2::, U1::2) (Z,A)    ‑> H.Encaps.Red <U1::2>
UPF1_out: (U2::, gNB::1) (Z,A)   ‑> End.MAP
gNB_out : (Z,A)                  ‑> End.DX4, End.DX6, End.DX2



   When the packet arrives at the UPF2, the UPF2 maps that flow into a
   PDU Session.  This PDU Session is associated with the segment
   endpoint <U1::2>.  UPF2 performs a H.Encaps.Red operation,
   encapsulating the packet into a new IPv6 header with no SRH since
   there is only one SID.



   Upon packet arrival on UPF1, the SID U1::2 is a local End.MAP
   function.  This function maps the SID to the next anchoring point and
   replaces U1::2 by gNB::1, that belongs to the next hop.



   Upon packet arrival on gNB, the SID gNB::1 corresponds to an End.DX4,
   End.DX6 or End.DX2 behavior (depending on PDU Session Type).  The gNB
   decapsulates the packet, removing the IPv6 header and all its
   extensions headers, and forwards the traffic toward the UE.




5.2. Enhanced Mode

   Enhanced mode improves scalability, provides traffic engineering
   capabilities and allows service programming
   [I-D.ietf-spring-sr-service-programming], thanks to the use of
   multiple SIDs in the SID list (instead of a direct connectivity in
   between UPFs with no intermediate waypoints as in Traditional Mode).



   Thus, the main difference is that the SR policy MAY include SIDs for
   traffic engineering and service programming in addition to the
   anchoring SIDs at UPFs.



   Additionally in this mode the operator may choose to aggregate
   several devices under the same SID list (e.g. stationary residential
   meters connected to the same cell) to improve scalability.



   The gNB control-plane (N2 interface) is unchanged, specifically a
   single IPv6 address is provided to the gNB.



   The gNB MAY resolve the IP address received via the control plane
   into a SID list using a mechanism like PCEP, DNS-lookup, LISP
   control-plane or others.



   Note that the SIDs MAY use the arguments Args.Mob.Session if required
   by the UPFs.



   Figure 3 shows an Enhanced mode topology.  In the Enhanced mode, the
   gNB and the UPF are SR-aware.  The Figure shows two service segments,
   S1 and C1.  S1 represents a VNF in the network, and C1 represents an
   intermediate router used for Traffic Engineering purposes to enforce
   a low-latency path in the network.  Note that both S1 and C1 are not
   required to have an N4 interface.



                                 +‑‑‑‑+  SRv6               _______
                 SRv6          ‑‑| C1 |‑‑[N3]              /       \
+‑‑+    +‑‑‑‑‑+  [N3]         /  +‑‑‑‑+  \  +‑‑‑‑‑‑+ [N6] /         \
|UE|‑‑‑‑| gNB |‑‑       SRv6 /    SRv6    ‑‑| UPF2 |‑‑‑‑‑‑\   DN    /
+‑‑+    +‑‑‑‑‑+  \      [N3]/      TE       +‑‑‑‑‑‑+       \_______/
       SRv6 node  \ +‑‑‑‑+ /               SRv6 node
                   ‑| S1 |‑
                    +‑‑‑‑+
                   SRv6 node
                     VNF



                Figure 3: Enhanced mode - Example topology




5.2.1. Packet flow - Uplink

   The uplink packet flow is as follows:



UE_out  : (A,Z)
gNB_out : (gNB, S1)(U2::1, C1; SL=2)(A,Z)‑> H.Encaps.Red<S1,C1,U2::1>
S1_out  : (gNB, C1)(U2::1, C1; SL=1)(A,Z)
C1_out  : (gNB, U2::1)(A,Z)              ‑> PSP
UPF2_out: (A,Z)                          ‑> End.DT4, End.DT6, End.DT2U



   UE sends its packet (A,Z) on a specific bearer to its gNB.  gNB's
   control plane associates that session from the UE(A) with the IPv6
   address B.  gNB's control plane does a lookup on B to find the
   related SID list <S1, C1, U2::1>.



   When gNB transmits the packet, it contains all the segments of the SR
   policy.  The SR policy includes segments for traffic engineering (C1)
   and for service programming (S1).



   Nodes S1 and C1 perform their related Endpoint functionality and
   forward the packet.



   When the packet arrives at UPF2, the active segment (U2::1) is an
   End.DT4/End.DT6/End.DT2U which performs the decapsulation (removing
   the IPv6 header with all its extension headers) and forwards toward
   the data network.




5.2.2. Packet flow - Downlink

   The downlink packet flow is as follows:



UPF2_in : (Z,A)                              ‑> UPF2 maps the flow w/
                                                SID list <C1,S1, gNB>
UPF2_out: (U2::1, C1)(gNB, S1; SL=2)(Z,A)    ‑> H.Encaps.Red
C1_out  : (U2::1, S1)(gNB, S1; SL=1)(Z,A)
S1_out  : (U2::1, gNB)(Z,A)                  ‑> PSP
gNB_out : (Z,A)                              ‑> End.DX4/End.DX6/End.DX2



   When the packet arrives at the UPF2, the UPF2 maps that particular
   flow into a UE PDU Session.  This UE PDU Session is associated with
   the policy <C1, S1, gNB>.  The UPF2 performs a H.Encaps.Red
   operation, encapsulating the packet into a new IPv6 header with its
   corresponding SRH.



   The nodes C1 and S1 perform their related Endpoint processing.



   Once the packet arrives at the gNB, the IPv6 DA corresponds to an
   End.DX4, End.DX6 or End.DX2 behavior at the gNB (depending on the
   underlying traffic).  The gNB decapsulates the packet, removing the
   IPv6 header and forwards the traffic toward the UE.




5.3. Enhanced mode with unchanged gNB GTP behavior

   This section describes three mechanisms for interworking with legacy
   gNBs that still use GTP: one for IPv4, the other for IPv6.



   In the interworking scenarios as illustrated in Figure 4, gNB does
   not support SRv6.  gNB supports GTP encapsulation over IPv4 or IPv6.
   To achieve interworking, a SR Gateway (SRGW-UPF1) entity is added.
   The SRGW maps the GTP traffic into SRv6.



   The SRGW is not an anchor point and maintains very little state.  For
   this reason, both IPv4 and IPv6 methods scale to millions of UEs.



                                                          _______
                 IP GTP          SRv6                    /       \
+‑‑+      +‑‑‑‑‑+ [N3] +‑‑‑‑‑‑+  [N9]  +‑‑‑‑‑‑+  [N6]   /         \
|UE|‑‑‑‑‑‑| gNB |‑‑‑‑‑‑| UPF1 |‑‑‑‑‑‑‑‑| UPF2 |‑‑‑‑‑‑‑‑‑\   DN    /
+‑‑+      +‑‑‑‑‑+      +‑‑‑‑‑‑+        +‑‑‑‑‑‑+          \_______/
                      SR Gateway       SRv6 node



                Figure 4: Example topology for interworking



   Both of the mechanisms described in this section are applicable to
   either the Traditional Mode or the Enhanced Mode.




5.3.1. Interworking with IPv6 GTP

   In this interworking mode the gNB at the N3 interface uses GTP over
   IPv6.



   Key points:



o  The gNB is unchanged (control‑plane or user‑plane) and
   encapsulates into GTP (N3 interface is not modified).
o  The 5G Control‑Plane (N2 interface) is unmodified; one IPv6
   address is needed (i.e. a BSID at the SRGW).
o  The SRGW removes GTP, finds the SID list related to the IPv6 DA,
   and adds SRH with the SID list.
o  There is no state for the downlink at the SRGW.
o  There is simple state in the uplink at the SRGW; using Enhanced
   mode results in fewer SR policies on this node.  An SR policy is
   shared across UEs.
o  When a packet from the UE leaves the gNB, it is SR‑routed.  This
   simplifies network slicing [I‑D.ietf‑lsr‑flex‑algo].
o  In the uplink, the IPv6 DA BSID steers traffic into an SR policy
   when it arrives at the SRGW‑UPF1.



   An example topology is shown in Figure 5.



   S1 and C1 are two service segments.  S1 represents a VNF in the
   network, and C1 represents a router configured for Traffic
   Engineering.



                               +‑‑‑‑+
             IPv6/GTP         ‑| S1 |‑                            ___
+‑‑+  +‑‑‑‑‑+ [N3]           / +‑‑‑‑+ \                          /
|UE|‑‑| gNB |‑         SRv6 /   SRv6   \ +‑‑‑‑+   +‑‑‑‑‑‑+ [N6] /
+‑‑+  +‑‑‑‑‑+ \        [N9]/     VNF    ‑| C1 |‑‑‑| UPF2 |‑‑‑‑‑‑\  DN
        GTP    \ +‑‑‑‑‑‑+ /              +‑‑‑‑+   +‑‑‑‑‑‑+       \___
                ‑| UPF1 |‑                SRv6      SRv6
                 +‑‑‑‑‑‑+                  TE
                SR Gateway



       Figure 5: Enhanced mode with unchanged gNB IPv6/GTP behavior




5.3.1.1. Packet flow - Uplink

   The uplink packet flow is as follows:



UE_out  : (A,Z)
gNB_out : (gNB, B)(GTP: TEID T)(A,Z)       ‑> Interface N3 unmodified
                                              (IPv6/GTP)
SRGW_out: (SRGW, S1)(U2::1, C1; SL=2)(A,Z) ‑> B is an End.M.GTP6.D
                                              SID at the SRGW
S1_out  : (SRGW, C1)(U2::1, C1; SL=1)(A,Z)
C1_out  : (SRGW, U2::1)(A,Z)               ‑> PSP
UPF2_out: (A,Z)                            ‑> End.DT4 or End.DT6



   The UE sends a packet destined to Z toward the gNB on a specific
   bearer for that session.  The gNB, which is unmodified, encapsulates
   the packet into IPv6, UDP and GTP headers.  The IPv6 DA B, and the
   GTP TEID T are the ones received in the N2 interface.



   The IPv6 address that was signaled over the N2 interface for that UE
   PDU Session, B, is now the IPv6 DA.  B is an SRv6 Binding SID at the
   SRGW.  Hence the packet is routed to the SRGW.



   When the packet arrives at the SRGW, the SRGW identifies B as an
   End.M.GTP6.D Binding SID (see Section 6.3).  Hence, the SRGW removes
   the IPv6, UDP and GTP headers, and pushes an IPv6 header with its own
   SRH containing the SIDs bound to the SR policy associated with this
   BindingSID.  There is one instance of the End.M.GTP6.D SID per PDU
   type.



   S1 and C1 perform their related Endpoint functionality and forward
   the packet.



   When the packet arrives at UPF2, the active segment is (U2::1) which
   is bound to End.DT4/6.  UPF2 then decapsulates (removing the outer
   IPv6 header with all its extension headers) and forwards the packet
   toward the data network.




5.3.1.2. Packet flow - Downlink

   The downlink packet flow is as follows:



UPF2_in : (Z,A)                           ‑> UPF2 maps the flow with
                                             <C1, S1, SRGW::TEID,gNB>
UPF2_out: (U2::1, C1)(gNB, SRGW::TEID, S1; SL=3)(Z,A) ‑> H.Encaps.Red
C1_out  : (U2::1, S1)(gNB, SRGW::TEID, S1; SL=2)(Z,A)
S1_out  : (U2::1, SRGW::TEID)(gNB, SRGW::TEID, S1, SL=1)(Z,A)
SRGW_out: (SRGW, gNB)(GTP: TEID=T)(Z,A)   ‑> SRGW/96 is End.M.GTP6.E
gNB_out : (Z,A)



   When a packet destined to A arrives at the UPF2, the UPF2 performs a
   lookup in the table associated to A and finds the SID list <C1, S1,
   SRGW::TEID, gNB>.  The UPF2 performs an H.Encaps.Red operation,
   encapsulating the packet into a new IPv6 header with its
   corresponding SRH.



   C1 and S1 perform their related Endpoint processing.



   Once the packet arrives at the SRGW, the SRGW identifies the active
   SID as an End.M.GTP6.E function.  The SRGW removes the IPv6 header
   and all its extensions headers.  The SRGW generates new IPv6, UDP and
   GTP headers.  The new IPv6 DA is the gNB which is the last SID in the
   received SRH.  The TEID in the generated GTP header is an argument of
   the received End.M.GTP6.E SID.  The SRGW pushes the headers to the
   packet and forwards the packet toward the gNB.  There is one instance
   of the End.M.GTP6.E SID per PDU type.



   Once the packet arrives at the gNB, the packet is a regular IPv6/GTP
   packet.  The gNB looks for the specific radio bearer for that TEID
   and forward it on the bearer.  This gNB behavior is not modified from
   current and previous generations.




5.3.1.3. Scalability

   For the downlink traffic, the SRGW is stateless.  All the state is in
   the SRH inserted by the UPF2.  The UPF2 must have the UE states since
   it is the UE's session anchor point.



   For the uplink traffic, the state at the SRGW does not necessarily
   need to be unique per PDU Session; the SR policy can be shared among
   UEs.  This enables more scalable SRGW deployments compared to a
   solution holding millions of states, one or more per UE.




5.3.2. Interworking with IPv4 GTP

   In this interworking mode the gNB uses GTP over IPv4 in the N3
   interface



   Key points:



o  The gNB is unchanged and encapsulates packets into GTP (the N3
   interface is not modified).
o  In the uplink, traffic is classified by SRGW's Uplink Classifier
   and steered into an SR policy.  The SRGW is a UPF1 functionality
   and can coexist with UPF1's Uplink Classifier functionality.
o  SRGW removes GTP, finds the SID list related to DA, and adds a SRH
   with the SID list.



   An example topology is shown in Figure 6.  In this mode the gNB is an
   unmodified gNB using IPv4/GTP.  The UPFs are SR-aware.  As before,
   the SRGW maps the IPv4/GTP traffic to SRv6.



   S1 and C1 are two service segment endpoints.  S1 represents a VNF in
   the network, and C1 represents a router configured for Traffic
   Engineering.



                               +‑‑‑‑+
             IPv4/GTP         ‑| S1 |‑                            ___
+‑‑+  +‑‑‑‑‑+ [N3]           / +‑‑‑‑+ \                          /
|UE|‑‑| gNB |‑         SRv6 /   SRv6   \ +‑‑‑‑+   +‑‑‑‑‑‑+ [N6] /
+‑‑+  +‑‑‑‑‑+ \        [N9]/     VNF    ‑| C1 |‑‑‑| UPF2 |‑‑‑‑‑‑\  DN
        GTP    \ +‑‑‑‑‑‑+ /              +‑‑‑‑+   +‑‑‑‑‑‑+       \___
                ‑| UPF1 |‑                SRv6      SRv6
                 +‑‑‑‑‑‑+                  TE
                SR Gateway



       Figure 6: Enhanced mode with unchanged gNB IPv4/GTP behavior




5.3.2.1. Packet flow - Uplink

   The uplink packet flow is as follows:



gNB_out : (gNB, B)(GTP: TEID T)(A,Z)          ‑> Interface N3
                                                 unchanged IPv4/GTP
SRGW_out: (SRGW, S1)(U2::1, C1; SL=2)(A,Z)    ‑> H.M.GTP4.D function
S1_out  : (SRGW, C1)(U2::1, C1; SL=1)(A,Z)
C1_out  : (SRGW, U2::1) (A,Z)                 ‑> PSP
UPF2_out: (A,Z)                               ‑> End.DT4 or End.DT6



   The UE sends a packet destined to Z toward the gNB on a specific
   bearer for that session.  The gNB, which is unmodified, encapsulates
   the packet into a new IPv4, UDP and GTP headers.  The IPv4 DA, B, and
   the GTP TEID are the ones received at the N2 interface.



   When the packet arrives at the SRGW for UPF1, the SRGW has an Uplink
   Classifier rule for incoming traffic from the gNB, that steers the
   traffic into an SR policy by using the function H.M.GTP4.D.  The SRGW
   removes the IPv4, UDP and GTP headers and pushes an IPv6 header with
   its own SRH containing the SIDs related to the SR policy associated
   with this traffic.  The SRGW forwards according to the new IPv6 DA.



   S1 and C1 perform their related Endpoint functionality and forward
   the packet.



   When the packet arrives at UPF2, the active segment is (U2::1) which
   is bound to End.DT4/6 which performs the decapsulation (removing the
   outer IPv6 header with all its extension headers) and forwards toward
   the data network.




5.3.2.2. Packet flow - Downlink

   The downlink packet flow is as follows:



UPF2_in : (Z,A)                            ‑> UPF2 maps flow with SID
                                            <C1, S1,SRGW::SA:DA:TEID>
UPF2_out: (U2::1, C1)(SRGW::SA:DA:TEID, S1; SL=2)(Z,A) ‑>H.Encaps.Red
C1_out  : (U2::1, S1)(SRGW::SA:DA:TEID, S1; SL=1)(Z,A)
S1_out  : (U2::1, SRGW::SA:DA:TEID)(Z,A)
SRGW_out: (SA, DA)(GTP: TEID=T)(Z,A)       ‑> End.M.GTP4.E
gNB_out : (Z,A)



   When a packet destined to A arrives at the UPF2, the UPF2 performs a
   lookup in the table associated to A and finds the SID list <C1, S1,
   SRGW::SA:DA:TEID>.  The UPF2 performs a H.Encaps.Red operation,
   encapsulating the packet into a new IPv6 header with its
   corresponding SRH.



   The nodes C1 and S1 perform their related Endpoint processing.



   Once the packet arrives at the SRGW, the SRGW identifies the active
   SID as an End.M.GTP4.E function.  The SRGW removes the IPv6 header
   and all its extensions headers.  The SRGW generates an IPv4, UDP and
   GTP headers.  The IPv4 SA and DA are received as SID arguments.  The
   TEID in the generated GTP header is also the arguments of the
   received End.M.GTP4.E SID.  The SRGW pushes the headers to the packet
   and forwards the packet toward the gNB.



   When the packet arrives at the gNB, the packet is a regular IPv4/GTP
   packet.  The gNB looks for the specific radio bearer for that TEID
   and forward it on the bearer.  This gNB behavior is not modified from
   current and previous generations.




5.3.2.3. Scalability

   For the downlink traffic, the SRGW is stateless.  All the state is in
   the SRH inserted by the UPF.  The UPF must have this UE-base state
   anyway (since it is its anchor point).



   For the uplink traffic, the state at the SRGW is dedicated on a per
   UE/session basis according to an Uplink Classifier.  There is state
   for steering the different sessions in the form of a SR Policy.
   However, SR policies are shared among several UE/sessions.




5.3.3. Extensions to the interworking mechanisms

   In this section we presented three mechanisms for interworking with
   gNBs and UPFs that do not support SRv6.  These mechanisms are used to
   support GTP over IPv4 and IPv6.



   Even though we have presented these methods as an extension to the
   "Enhanced mode", it is straightforward in its applicability to the
   "Traditional mode".



   Furthermore, although these mechanisms are designed for interworking
   with legacy RAN at the N3 interface, these methods could also be
   applied for interworking with a non-SRv6 capable UPF at the N9
   interface (e.g.  L3-anchor is SRv6 capable but L2-anchor is not).




5.4. SRv6 Drop-in Interworking

   In this section we introduce another mode useful for legacy gNB and
   UPFs that still operate with GTP-U.  This mode provides an
   SRv6-enabled user plane in between two GTP-U tunnel endpoints.



   In this mode we employ two SRGWs that map GTP-U traffic to SRv6 and
   vice-versa.



   Unlike other interworking modes, in this mode both of the mobility
   overlay endpoints use GTP-U.  Two SRGWs are deployed in either N3 or
   N9 interface to realize an intermediate SR policy.




                            +‑‑‑‑+
                           ‑| S1 |‑
+‑‑‑‑‑+                   / +‑‑‑‑+ \
| gNB |‑            SRv6 /   SRv6   \ +‑‑‑‑+   +‑‑‑‑‑‑‑‑+    +‑‑‑‑‑+
+‑‑‑‑‑+  \              /     VNF    ‑| C1 |‑‑‑| SRGW‑B |‑‑‑‑| UPF |
   GTP[N3]\ +‑‑‑‑‑‑‑‑+ /              +‑‑‑‑+   +‑‑‑‑‑‑‑‑+    +‑‑‑‑‑+
           ‑| SRGW‑A |‑                SRv6   SR Gateway‑B     GTP
            +‑‑‑‑‑‑‑‑+                  TE
           SR Gateway‑A




             Figure 7: Example topology for SRv6 Drop-in mode



   The packet flow of Figure 7 is as follows:



gNB_out : (gNB, U::1)(GTP: TEID T)(A,Z)
GW‑A_out: (SRGW‑A, S1)(U::1, SGB::TEID, C1; SL=3)(A,Z) ‑>U::1 is an
                                                         End.M.GTP6.D.Di
                                                         SID at SRGW‑A
S1_out  : (SRGW‑A, C1)(U::1, SGB::TEID, C1; SL=2)(A,Z)
C1_out  : (SRGW‑A, SGB::TEID)(U::1, SGB::TEID, C1; SL=1)(A,Z)
GW‑B_out: (SRGW‑B, U::1)(GTP: TEID T)(A,Z)             ‑>U1b::TEID is an
                                                         End.M.GTP6.E
                                                         SID at SRGW‑B
UPF_out : (A,Z)



   When a packet destined to Z to the gNB, which is unmodified, it
   performs encapsulation into a new IP, UDP and GTP headers.  The IPv6
   DA, U::1, and the GTP TEID are the ones received at the N2 interface.



   The IPv6 address that was signaled over the N2 interface for that PDU
   Session, U::1, is now the IPv6 DA.  U2b:: is an SRv6 Binding SID at
   SRGW-A.  Hence the packet is routed to the SRGW.



   When the packet arrives at SRGW-A, the SRGW identifies U2b:: as an
   End.M.GTP6.D.Di Binding SID (see Section 6.4).  Hence, the SRGW
   removes the IPv6, UDP and GTP headers, and pushes an IPv6 header with
   its own SRH containing the SIDs bound to the SR policy associated
   with this Binding SID.  There is one instance of the End.M.GTP6.D.Di
   SID per PDU type.



   S1 and C1 perform their related Endpoint functionality and forward
   the packet.



   Once the packet arrives at SRGW-B, the SRGW identifies the active SID
   as an End.M.GTP6.E function.  The SRGW removes the IPv6 header and
   all its extensions headers.  The SRGW generates new IPv6, UDP and GTP
   headers.  The new IPv6 DA is U::1 which is the last SID in the
   received SRH.  The TEID in the generated GTP header is an argument of
   the received End.M.GTP6.E SID.  The SRGW pushes the headers to the
   packet and forwards the packet toward UPF2b.  There is one instance
   of the End.M.GTP6.E SID per PDU type.



   Once the packet arrives at UPF2b, the packet is a regular IPv6/GTP
   packet.  The UPF looks for the specific rule for that TEID to forward
   the packet.  This UPF behavior is not modified from current and
   previous generations.




6. SRv6 Segment Endpoint Mobility Behaviors


6.1. Args.Mob.Session

   Args.Mob.Session provide per-session information for charging,
   buffering and lawful intercept (among others) required by some mobile
   nodes.  The Args.Mob.Session argument format is used in combination
   with End.Map, End.DT and End.DX behaviors.  Note that proposed format
   is applicable for 5G networks, while similar formats could be
   proposed for legacy networks.



 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|   QFI     |R|U|                PDU Session ID                 |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|PDU Sess(cont')|
+‑+‑+‑+‑+‑+‑+‑+‑+



                          Args.Mob.Session format



o  QFI: QoS Flow Identifier [TS.38415]
o  R: Reflective QoS Indication [TS.23501].  This parameter indicates
   the activation of reflective QoS towards the UE for the
   transferred packet.  Reflective QoS enables the UE to map UL User
   Plane traffic to QoS Flows without SMF provided QoS rules.
o  U: Unused and for future use.  MUST be 0 on transmission and
   ignored on receipt.
o  PDU Session ID: Identifier of PDU Session.  The GTP‑U equivalent
   is TEID.



   Arg.Mob.Session is required in case that one SID aggregates multiple
   PDU Sessions.  Since the SRv6 SID is likely NOT to be instantiated
   per PDU session, Args.Mob.Session helps the UPF to perform the
   behaviors which require per QFI and/or per PDU Session granularity.




6.2. End.MAP

   The "Endpoint behavior with SID mapping" behavior (End.MAP for short)
   is used in several scenarios.  Particularly in mobility, End.MAP is
   used in the UPFs for the PDU Session anchor functionality.



   When a SR node N receives a packet destined to S and S is a local
   End.MAP SID, N does the following:



1.    Lookup the IPv6 DA in the mapping table
2.    update the IPv6 DA with the new mapped SID            ;; Ref1
3.    IF segment_list > 1
4.       insert a new SRH
5.    forward according to the new mapped SID



   Ref1: The SIDs in the SRH are NOT modified.




6.3. End.M.GTP6.D

   The "Endpoint behavior with IPv6/GTP decapsulation into SR policy"
   behavior (End.M.GTP6.D for short) is used in interworking scenario
   for the uplink toward from the legacy gNB using IPv6/GTP.  Suppose,
   for example, this SID is associated with an SR policy <S1, S2, S3>
   and an IPv6 Source Address A.



   When the SR Gateway node N receives a packet destined to S and S is a
   local End.M.GTP6.D SID, N does:



 1. IF NH=UDP & UDP_DST_PORT = GTP THEN
 2.    copy TEID to form SID S3
 3.    pop the IPv6, UDP and GTP headers
 4.    push a new IPv6 header with a SR policy in SRH <S1, S2, S3>
 5.    set the outer IPv6 SA to A
 6.    set the outer IPv6 DA to S1
 7.    set the outer IPv6 NH                                  ;; Ref1
 8.    forward according to the S1 segment of the SRv6 Policy
 9. ELSE
10.    Drop the packet



   Ref1: The NH is set based on the SID parameter.  There is one
   instantiation of the End.M.GTP6.D SID per PDU Session Type, hence the
   NH is already known in advance.  For the IPv4v6 PDU Session Type, in
   addition we inspect the first nibble of the PDU to know the NH value.



   The prefix of last segment (S3 in above example) SHOULD be followed
   by an Arg.Mob.Session argument space which is used to provide the
   session identifiers.



   The prefix of A SHOULD be an End.M.GTP6.E SID instantiated at an SR
   gateway.




6.4. End.M.GTP6.D.Di

   The "Endpoint behavior with IPv6/GTP decapsulation into SR policy for
   Drop-in Mode" behavior (End.M.GTP6.D.Di for short) is used in SRv6
   drop-in interworking scenario described in Section 5.4.  The
   difference between End.M.GTP6.D as another variant of IPv6/GTP
   decapsulation function is that the original IPv6 DA of GTP packet is
   preserved as the last SID in SRH.  Suppose, for example, this SID is
   associated with an SR policy <S1, S2, S3> and an IPv6 Source Address
   A.



   When the SR Gateway node N receives a packet destined to S and S is a
   local End.M.GTP6.D.Di SID, N does:



1. IF NH=UDP & UDP_DST_PORT = GTP THEN
2.    preserve S and copy TEID to form SID S3
3.    pop the IPv6, UDP and GTP headers
4.    push a new IPv6 header with a SR policy in SRH <S1, S2, S3, S>
5.    set the outer IPv6 SA to A
6.    set the outer IPv6 DA to S1
7.    set the outer IPv6 NH                                  ;; Ref1
8.    forward according to the S1 segment of the SRv6 Policy
9. ELSE
10.    Drop the packet



   Ref1: The NH is set based on the SID parameter.  There is one
   instantiation of the End.M.GTP6.D.Di SID per PDU Session Type, hence
   the NH is already known in advance.  For the IPv4v6 PDU Session Type,
   in addition we inspect the first nibble of the PDU to know the NH
   value.



   The prefix of last segment(S3 in above example) SHOULD be followed by
   an Arg.Mob.Session argument space which is used to provide the
   session identifiers.



   The prefix of A SHOULD be an End.M.GTP6.E SID instantiated at an SR
   gateway.




6.5. End.M.GTP6.E

   The "Endpoint behavior with encapsulation for IPv6/GTP tunnel"
   behavior (End.M.GTP6.E for short) is used in interworking scenario
   for the downlink toward the legacy gNB using IPv6/GTP.



   The prefix of End.M.GTP6.E SID MUST be followed by the
   Arg.Mob.Session argument space which is used to provide the session
   identifiers.



   When the SR Gateway node N receives a packet destined to S, and S is
   a local End.M.GTP6.E SID, N does the following:



 1. IF NH=SRH & SL = 1  THEN                                ;; Ref1
 2.    store SRH[0] in variable new_DA
 3.    store TEID in variable new_TEID from IPv6 DA         ;; Ref2
 4.    pop IP header and all its extension headers
 5.    push new IPv6 header and GTP‑U header
 6.    set IPv6 DA to new_DA
 7.    set IPv6 SA to A
 8.    set GTP_TEID to new_TEID
 9.    lookup the new_DA and forward the packet accordingly
10. ELSE
11.    Drop the packet



   Ref1: An End.M.GTP6.E SID MUST always be the penultimate SID.



   Ref2: TEID is extracted from the argument space of the current SID.



   The source address A SHOULD be an End.M.GTP6.D SID instantiated at an
   SR gateway.




6.6. End.M.GTP4.E

   The "Endpoint behavior with encapsulation for IPv4/GTP tunnel"
   behavior (End.M.GTP4.E for short) is used in the downlink when doing
   interworking with legacy gNB using IPv4/GTP.



   When the SR Gateway node N receives a packet destined to S and S is a
   local End.M.GTP4.E SID, N does:



1. IF (NH=SRH and SL = 0) or ENH=4 THEN
2.    store IPv6 DA in buffer S
3.    store IPv6 SA in buffer S'
4.    pop the IPv6 header and its extension headers
5.    push UDP/GTP headers with GTP TEID from S
6.    push outer IPv4 header with SA, DA from S' and S
7. ELSE
8.    Drop the packet



   The End.M.GTP4.E SID in S has the following format:



0                                                         127
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|  SRGW‑IPv6‑LOC‑FUNC   |IPv4DA |Args.Mob.Session|0 Padded |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
       128‑a‑b‑c            a            b           c




                         End.M.GTP4.E SID Encoding



   S' has the following format:



0                                                         127
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|  Source UPF Prefix   |IPv4 SA | any bit pattern(ignored) |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
         128‑a‑b            a                  b




                     IPv6 SA Encoding for End.M.GTP4.E




6.7. H.M.GTP4.D

   The "SR Policy Headend with tunnel decapsulation and map to an SRv6
   policy" behavior (H.M.GTP4.D for short) is used in the direction from
   legacy IPv4 user-plane to SRv6 user-plane network.



   When the SR Gateway node N receives a packet destined to a IW-
   IPv4-Prefix, N does:



1. IF Payload == UDP/GTP THEN
2.    pop the outer IPv4 header and UDP/GTP headers
3.    copy IPv4 DA, TEID to form SID B
4.    copy IPv4 SA to form IPv6 SA B'
5.    encapsulate the packet into a new IPv6 header   ;;Ref1
6.    set the IPv6 DA = B
7.    forward along the shortest path to B
8. ELSE
9.    Drop the packet



   Ref1: The NH value is identified by inspecting the first nibble of
   the inner payload.



   The SID B has the following format:



0                                                         127
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
|Destination UPF Prefix |IPv4DA |Args.Mob.Session|0 Padded |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑+
       128‑a‑b‑c            a            b           c




                          H.M.GTP4.D SID Encoding



   The SID B MAY be an SRv6 Binding SID instantiated at the first UPF
   (U1) to bind a SR policy [I-D.ietf-spring-segment-routing-policy].
   The prefix of B' SHOULD be an End.M.GTP4.E SID with its format
   instantiated at an SR gateway with the IPv4 SA of the receiving
   packet.




6.8. End.Limit: Rate Limiting behavior

   The mobile user-plane requires a rate-limit feature.  For this
   purpose, we define a new behavior "End.Limit".  The "End.Limit"
   behavior encodes in its arguments the rate limiting parameter that
   should be applied to this packet.  Multiple flows of packets should
   have the same group identifier in the SID when those flows are in an
   same AMBR (Aggregate Maximum Bit Rate) group.  The encoding format of
   the rate limit segment SID is as follows:



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+
| LOC+FUNC rate‑limit  | group‑id | limit‑rate|
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+
      128‑i‑j                i          j



             End.Limit: Rate limiting behavior argument format



   If the limit-rate bits are set to zero, the node should not do rate
   limiting unless static configuration or control-plane sets the limit
   rate associated to the SID.




7. SRv6 supported 3GPP PDU session types

   The 3GPP [TS.23501] defines the following PDU session types:



o  IPv4
o  IPv6
o  IPv4v6
o  Ethernet
o  Unstructured



   SRv6 supports the 3GPP PDU session types without any protocol
   overhead by using the corresponding SRv6 behaviors (End.DX4, End.DT4
   for IPv4 PDU sessions; End.DX6, End.DT6, End.T for IPv6 PDU sessions;
   End.DT46 for IPv4v6 PDU sessions; End.DX2 for L2 and Unstructured PDU
   sessions).




8. Network Slicing Considerations

   A mobile network may be required to implement "network slices", which
   logically separate network resources.  User-plane behaviors
   represented as SRv6 segments would be part of a slice.
   [I-D.ietf-spring-segment-routing-policy] describes a solution to
   build basic network slices with SR.  Depending on the requirements,
   these slices can be further refined by adopting the mechanisms from:



o  IGP Flex‑Algo [I‑D.ietf‑lsr‑flex‑algo]
o  Inter‑Domain policies
   [I‑D.ietf‑spring‑segment‑routing‑central‑epe]



   Furthermore, these can be combined with ODN/AS
   [I-D.ietf-spring-segment-routing-policy] for automated slice
   provisioning and traffic steering.



   Further details on how these tools can be used to create end to end
   network slices are documented in
   [I-D.ali-spring-network-slicing-building-blocks].




9. Control Plane Considerations

   This document focuses on user-plane behavior and its independence
   from the control plane.



   The control plane could be the current 3GPP-defined control plane
   with slight modifications to the N4 interface [TS.29244].



   Alternatively, SRv6 could be used in conjunction with a new mobility
   control plane as described in LISP [I-D.rodrigueznatal-lisp-srv6],
   hICN [I-D.auge-dmm-hicn-mobility-deployment-options] or in
   conjunction with FPC [I-D.ietf-dmm-fpc-cpdp].  The analysis of new
   mobility control-planes and its applicability to an SRv6 user-plane
   is out of the scope of this document.



   Section 11 allocates SRv6 Segment Endpoint Behavior codepoints for
   the new behaviors defined in this document.




10. Security Considerations

   The security considerations for Segment Routing are discussed in
   [RFC8402].  More specifically for SRv6 the security considerations
   and the mechanisms for securing an SR domain are discussed in
   [RFC8754].  Together, they describe the required security mechanisms
   that allow establishment of an SR domain of trust to operate
   SRv6-based services for internal traffic while preventing any
   external traffic from accessing or exploiting the SRv6-based
   services.



   The technology described in this document is applied to a mobile
   network that is within the SR Domain.



   This document introduces new SRv6 Endpoint Behaviors.  Those
   behaviors do not need any especial security consideration given that
   it is deployed within that SR Domain.




11. IANA Considerations

   IANA is requested to allocate, within the "SRv6 Endpoint Behaviors"
   sub-registry belonging to the top-level "Segment Routing Parameters"
   registry [I-D.ietf-spring-srv6-network-programming], the following
   values:



+‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+
| Value | Hex | Endpoint behavior | Reference |
+‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+
| TBA   | TBA |      End.MAP      | [This.ID] |
| TBA   | TBA |    End.M.GTP6.D   | [This.ID] |
| TBA   | TBA |   End.M.GTP6.Di   | [This.ID] |
| TBA   | TBA |    End.M.GTP6.E   | [This.ID] |
| TBA   | TBA |    End.M.GTP4.E   | [This.ID] |
| TBA   | TBA |     End.Limit     | [This.ID] |
+‑‑‑‑‑‑‑+‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑+



          Table 1: SRv6 Mobile User-plane Endpoint Behavior Types
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Appendix A. Implementations

   This document introduces new SRv6 Endpoint Behaviors.  These
   behaviors have an open-source P4 implementation available in
   <https://github.com/ebiken/p4srv6>.



   Additionally, a full implementation of this document is available in
   Linux Foundation FD.io VPP project since release 20.05.  More
   information available here: <https://docs.fd.io/vpp/20.05/d7/d3c/
   srv6_mobile_plugin_doc.html>.



   There are also experimental implementations in M-CORD NGIC and Open
   Air Interface (OAI).
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1. Introduction

   The Discovery Proxy for Multicast DNS-Based Service Discovery
   [RFC8766] is a mechanism for discovering services on a subnetted
   network through the use of Discovery Proxies, which issue Multicast
   DNS (mDNS) requests [RFC6762] on various multicast links in the
   network on behalf of a remote host performing DNS-Based Service
   Discovery [RFC6763].



   In the original Discovery Proxy specification, it is imagined that
   for every multicast link on which services will be discovered, a host
   will be present running a full Discovery Proxy.  This document
   introduces a lightweight Discovery Relay that can be used in
   conjunction with a Discovery Proxy to provide discovery services on a
   multicast link without requiring a full Discovery Proxy on every
   multicast link.



   The primary purpose of a Discovery Relay is providing remote virtual
   interface functionality to Discovery Proxies, and this document is
   written with that usage in mind.  However, in principle, a Discovery
   Relay could be used by any properly authorized client.  In the
   context of this specification, a Discovery Proxy is a client to the
   Discovery Relay.  This document uses the terms "Discovery Proxy" and
   "Client" somewhat interchangably; the term "Client" is used when we
   are talking about the communication between the Client and the Relay,
   and the term "Discovery Proxy" when we are referring specifically to
   a Discovery Relay Client that also happens to be a Discovery Proxy.
   One example of another kind of device that can be a client of a
   Discovery Relay is an Advertising Proxy [AdProx].



   The Discovery Relay operates by listening for TCP connections from
   Clients.  When a Client connects, the connection is authenticated and
   secured using TLS.  The Client can then specify one or more multicast
   links from which it wishes to receive mDNS traffic.  The Client can
   also send messages to be transmitted on its behalf on one or more of
   those multicast links.  DNS Stateful Operations (DSO) [RFC8490] is
   used as a framework for conveying interface and IP header information
   associated with each message.  DSO formats its messages using type-
   length-value (TLV) data structures.  This document defines additional
   DSO TLV types, used to implement the Discovery Relay functionality.



   The Discovery Relay functions essentially as a set of one or more
   remote virtual interfaces for the Client, one on each multicast link
   to which the Discovery Relay is connected.  In a complex network, it
   is possible that more than one Discovery Relay will be connected to
   the same multicast link; in this case, the Client ideally should only
   be using one such Relay Proxy per multicast link, since using more
   than one will generate duplicate traffic.



   How such duplication is detected and avoided is out of scope for this
   document; in principle it could be detected using HNCP [RFC7788] or
   configured using some sort of orchestration software in conjunction
   with NETCONF [RFC6241] or CPE WAN Management Protocol [TR-069].



   Use of a Discovery Relay can be considered similar to using Virtual
   LAN (VLAN) trunk ports to give a Discovery Proxy device a virtual
   presence on multiple links or broadcast domains.  The difference is
   that while a VLAN trunk port operates at the link layer and delivers
   all link-layer traffic to the Discovery Proxy device, a Discovery
   Relay operates further up the network stack and selectively delivers
   only relevant Multicast DNS traffic.  Also, VLAN trunk ports are
   generally only available within a single administrative domain and
   require link-layer configuration and connectivity, whereas the
   Discovery Relay protocol, which runs over TCP, can be used between
   any two devices with IP connectivity to each other.




2. Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in
   BCP 14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.  These words may also appear in this
   document in lower case as plain English words, absent their normative
   meanings.



   The following definitions may be of use:



Client  A network service that uses a Discovery Relay to send and
   receive mDNS multicast traffic on a remote link, to enable it to
   communicate with mDNS Agents on that remote link.

mDNS Agent  A host which sends and/or responds to mDNS queries
   directly on its local link(s).  Examples include network cameras,
   networked printers, networked home electronics, etc.

Discovery Proxy  A network service which receives well‑formed
   questions using the DNS protocol, performs multicast DNS queries
   to find answers to those questions, and responds with those
   answers using the DNS protocol.  A Discovery Proxy that can
   communicate with remote mDNS Agents, using the services of a
   Discovery Relay, is a Client of the Discovery Relay.

Discovery Relay  A network service which relays mDNS messages
   received on a local link to a Client, and on behalf of that Client
   can transmit mDNS messages on a local link.

multicast link  A maximal set of network connection points, such that
   any host connected to any connection point in the set may send a
   packet with a link‑local multicast destination address
   (specifically the mDNS link‑local multicast destination address
   [RFC6762]) that will be received by all hosts connected to all
   other connection points in the set.  Note that it is becoming
   increasingly common for a multicast link to be smaller than its
   corresponding unicast link.  For example it is becoming common to
   have multiple Wi‑Fi access points on a shared Ethernet backbone,
   where the multiple Wi‑Fi access points and their shared Ethernet
   backbone form a single unicast link (a single IPv4 subnet, or
   single IPv6 prefix) but not a single multicast link.  Unicast
   packets sent directly between two hosts on that IPv4 subnet or
   IPv6 prefix, without passing through an intervening IP‑layer
   router, are correctly delivered, but multicast packets are not
   forwarded between the various Wi‑Fi access points.  Given the
   slowness of Wi‑Fi multicast
   [I‑D.ietf‑mboned‑ieee802‑mcast‑problems], having a packet that may
   be of interest to only one or two end systems transmitted to
   hundreds of devices, across multiple Wi‑Fi access points, is
   especially wasteful.  Hence the common configuration decision to
   not forward multicast packets between Wi‑Fi access points is very
   reasonable.  This further motivates the need for technologies like
   Discovery Proxy and Discovery Relay to facilitate discovery on
   these networks.

whitelist  A list of one or more IP addresses from which a Discovery
   Relay may accept connections.

silently discard  When a message that is not supported or not
   permitted is received, and the required response to that message
   is to "silently discard" it, that means that no response is sent
   by the service that is discarding the message to the service that
   sent it.  The service receiving the message may log the event, and
   may also count such events: "silently" does not preclude such
   behavior.



   Take care when reading this document not to confuse the terms
   "Discovery Proxy" and "Discovery Relay".  A Discovery Proxy [RFC8766]
   provides Multicast DNS discovery service to remote clients.  A
   Discovery Relay is a simple software entity that provides virtual
   link connectivity to one or more Discovery Proxies or other Discovery
   Relay clients.




3. Protocol Overview

   This document describes a way for a Client to communicate with mDNS
   agents on remote multicast links to which the client is not directly
   connected, using a Discovery Relay.  As such, there are two parts to
   the protocol: connections between Clients and Discovery Relays, and
   communications between Discovery Relays and mDNS agents.




3.1. Connections between Clients and Relays (overview)

   Discovery Relays listen for incoming connection requests.
   Connections between Clients and Discovery Relays are established by
   Clients.  Connections are authenticated and encrypted using TLS, with
   both client and server certificates.  Connections are long-lived: a
   Client is expected to send many queries over a single connection, and
   Discovery Relays will forward all mDNS traffic from subscribed
   interfaces over the connection.



   The stream encapsulated in TLS will carry DNS frames as in the DNS
   TCP protocol [RFC1035] Section 4.2.2.  However, all messages will be
   DSO messages [RFC8490].  There will be four types of such messages
   between Discovery Relays and Clients:



   o  Control messages from Client to Relay



   o  Link status messages from Relay to Client



   o  Encapsulated mDNS messages from Client to Relay



   o  Encapsulated mDNS messages from Relay to Client



   Clients can send four different control messages to Relays: Link
   State Request, Link State Discontinue, Link Data Request and Link
   Data Discontinue.  The first two are used by the Client to request
   that the Relay report on the set of links that can be requested, and
   to request that it discontinue such reporting.  The second two are
   used by the Client to indicate to the Discovery Relay that mDNS
   messages from one or more specified multicast links are to be relayed
   to the Client, and to subsequently stop such relaying.



   Link Status messages from a Discovery Relay to the Client inform the
   Client that a link has become available, or that a formerly-available
   link is no longer available.



   Encapsulated mDNS messages from a Discovery Relay to a Client are
   sent whenever an mDNS message is received on a multicast link to
   which the Discovery Relay has subscribed.



   Encapsulated mDNS messages from a Client to a Discovery Relay cause
   the Discovery Relay to transmit the mDNS message on the specified
   multicast link to which the Discovery Relay host is directly
   attached.



   During periods with no traffic flowing, Clients are responsible for
   generating any necessary keepalive traffic, as stated in the DSO
   specification [RFC8490].




3.2. mDNS Messages On Multicast Links

   Discovery Relays listen for mDNS traffic on all configured multicast
   links that have at least one active subscription from a Client.  When
   an mDNS message is received on a multicast link, it is forwarded on
   every open Client connection that is subscribed to mDNS traffic on
   that multicast link.  In the event of congestion, where a particular
   Client connection has no buffer space for an mDNS message that would
   otherwise be forwarded to it, the mDNS message is not forwarded to
   it.  Normal mDNS retry behavior is used to recover from this sort of
   packet loss.  Discovery Relays are not expected to buffer more than a
   few mDNS packets.  Excess mDNS packets are silently discarded.  In
   practice this is not expected to be a issue.  Particularly on
   networks like Wi-Fi, multicast packets are transmitted at rates ten
   or even a hundred times slower than unicast packets.  This means that
   even at peak multicast packets rates, it is likely that a unicast TCP
   connection will able to carry those packets with ease.



   Clients send encapsulated mDNS messages they wish to have sent on
   their behalf on remote multicast link(s) on which the Client has an
   active subscription.  A Discovery Relay will not transmit mDNS
   packets on any multicast link on which the Client does not have an
   active subscription, since it makes no sense for a Client to ask to
   have a query sent on its behalf if it's not able to receive the
   responses to that query.




4. Connections between Clients and Relays (details)

   When a Discovery Relay starts, it opens a passive TCP listener to
   receive incoming connection requests from Clients.  This listener may
   be bound to one or more source IP addresses, or to the wildcard
   address, depending on the implementation.  When a connection is
   received, the relay must first validate that it is a connection to an
   IP address to which connections are allowed.  For example, it may be
   that only connections to ULAs are allowed, or to the IP addresses
   configured on certain interfaces.  If the listener is bound to a
   specific IP address, this check is unnecessary.



   If the relay is using an IP address whitelist, the next step is for
   the relay to verify that that the source IP address of the connection
   is on its whitelist.  If the connection is not permitted either
   because of the source address or the destination address, the
   Discovery Relay closes the connection.  If possible, before closing
   the connection, the Discovery Relay first sends a TLS user_canceled
   alert ([RFC8446] Section 6.1).  Discovery Relays SHOULD refuse to
   accept TCP connections to invalid destination addresses, rather than
   accepting and then closing the connection, if this is possible.



   Otherwise, the Discovery Relay will attempt to complete a TLS
   handshake with the Client.  Clients are required to send the
   post_handshake_auth extension ([RFC8446] Section 4.2.5).  If a
   Discovery Relay receives a ClientHello message with no
   post_handshake_auth extension, the Discovery Relay rejects the
   connection with a certificate_required alert ([RFC8446] Section 6.2).



   Once the TLS handshake is complete, the Discovery Relay MUST request
   post-handshake authentication ([RFC8446] Section 4.6.2).  If the
   Client refuses to send a certificate, or the key presented does not
   match the key associated with the IP address from which the
   connection originated, or the CertificateVerify does not validate,
   the connection is dropped with the TLS access_denied alert ([RFC8446]
   Section 6.2).



   Clients MUST validate server certificates.  If the client is
   configured with a server IP address and certificate, it can validate
   the server by comparing the certificate offered by the server to the
   certificate that was provided: they should be the same.  If the
   certificate includes a Distinguished Name that is a fully-qualified
   domain name, the client SHOULD present that domain name to the server
   in an SNI request.



   Rather than being configured with an IP address and a certificate,
   the client may be configured with the server's FQDN.  In this case,
   the client uses the server's FQDN as a Authentication Domain Name
   [RFC8310] Section 7.1, and uses the authentication method described
   in [RFC8310] section 8.1, if the certificate is signed by a root
   authority the client trusts, or the method described in section 8.2
   of the same document if not.  If neither method is available, then a
   locally-configured copy of the server certificate can be used, as in
   the previous paragraph.



   Once the connection is established and authenticated, it is treated
   as a DNS TCP connection [RFC7766].



   Aliveness of connections between Clients and Relays is maintained as
   described in Section 4 of the DSO specification [RFC8490].  Clients
   must also honor the 'Retry Delay' TLV (section 5 of [RFC8490]) if
   sent by the Discovery Relay.



   Clients SHOULD avoid establishing more than one connection to a
   specific Discovery Relay.  However, there may be situations where
   multiple connections to the same Discovery Relay are unavoidable, so
   Discovery Relays MUST be willing to accept multiple connections from
   the same Client.



   In order to know what links to request, the Client can be configured
   with a list of links supported by the Relay.  However, in some
   networking contexts, dynamic changes in the availability of links are
   likely; therefore Clients may also use the Report Link Changes TLV to
   request that the Relay report on the availability of its links.  In
   some contexts, for example when debugging, a Client may operate with
   no information about the set of links supported by a relay, simply
   relying on the relay to provide one.




5. Traffic from Relays to Clients

   The mere act of connecting to a Discovery Relay does not result in
   any mDNS traffic being forwarded.  In order to request that mDNS
   traffic from a particular multicast link be forwarded on a particular
   connection, the Client must send one or more DSO messages, each
   containing a single mDNS Link Data Request TLV (Section 8.1)
   indicating the multicast link from which traffic is requested.



   When an mDNS Link Data Request message is received, the Discovery
   Relay validates that it recognizes the link identifier, and that
   forwarding is enabled for that link.  If both checks are successful,
   it MUST send a response with RCODE=0 (NOERROR).  If the link
   identifier is not recognized, it sends a response with RCODE=3
   (NXDOMAIN/Name Error).  If forwarding from that link to the Client is
   not enabled, it sends a response with RCODE=5 (REFUSED).  If the
   relay cannot satisfy the request for some other reason, for example
   resource exhaustion, it sends a response with RCODE=2 (SERVFAIL).



   If the requested link is valid, the Relay begins forwarding all mDNS
   messages from that link to the Client.  Delivery is not guaranteed:
   if there is no buffer space, packets will be dropped.  It is expected
   that regular mDNS retry processing will take care of retransmission
   of lost packets.  The amount of buffer space is implementation
   dependent, but generally should not be more than the bandwidth delay
   product of the TCP connection [RFC7323].  The Discovery Relay should
   use the TCP_NOTSENT_LOWAT mechanism [NOTSENT][PRIO] or equivalent, to
   avoid building up a backlog of data in excess of the amount necessary
   to have in flight to fill the bandwidth delay product of the TCP
   connection.



   Encapsulated mDNS messages from Relays to Clients are framed within
   DSO messages.  Each DSO message can contain multiple TLVs, but only a
   single encapsulated mDNS message is conveyed per DSO message.  Each
   forwarded mDNS message is sent in an Encapsulated mDNS Message TLV
   (Section 8.4).  The source IP address and port of the message MUST be
   encoded in an IP Source TLV (Section 8.5).  The multicast link on
   which the message was received MUST be encoded in a Link Identifier
   TLV (Section 8.3).  As described in the DSO specification [RFC8490],
   a Client MUST silently ignore unrecognized Additional TLVs in mDNS
   messages, and MUST NOT discard mDNS messages that include
   unrecognized Additional TLVs.



   A Client may discontinue listening for mDNS messages on a particular
   multicast link by sending a DSO message containing an mDNS Link Data
   Discontinue TLV (Section 8.2).  The Discovery Relay MUST discontinue
   forwarding mDNS messages when the Link Data Discontinue request is
   received.  However, messages from that link that had previously been
   queued may arrive after the Client has discontinued its listening.
   The Client should silently discard such messages.  The Discovery
   Relay does not respond to the Link Data Discontinue message other
   than to discontinue forwarding mDNS messages from the specified
   links.




6. Traffic from Clients to Relays

   Like mDNS traffic from relays, each mDNS message sent by a Client to
   a Discovery Relay is communicated in an Encapsulated mDNS Message TLV
   (Section 8.4) within a DSO message.  Each message MUST contain
   exactly one Link Identifier TLV (Section 8.3).  The Discovery Relay
   will transmit the mDNS message to the mDNS port and multicast address
   on the link specified in the message using the specified IP address
   family.



   Although the communication between Clients and Relays uses the DNS
   stream protocol and DNS Stateless Operations, there is no case in
   which a Client would legitimately send a DNS query (or anything else
   other than a DSO message) to a Relay.  Therefore, if a Relay receives
   any message other than a DSO message, it MUST immediately abort that
   DSO session with a TCP reset (RST).



   When defining this behavior, the working group considered making it
   possible to specify more than one link identifier in an mDNSMessage
   TLV.  A superficial evaluation of this suggested that this might be a
   useful optimization, since when a query is issued, it will often be
   issued to all links.  However, on many link types, like Wi-Fi,
   multicast traffic is expensive
   [I-D.ietf-mboned-ieee802-mcast-problems] and should be generated
   frugally, so providing convenient ways to generate additional
   multicast traffic was determined to be an unwise optimization.  In
   addition, because of the way mDNS handles retries, it will almost
   never be the case that the exact same message will be sent on more
   than one link.  Therefore, the complexity that this optimization adds
   is not justified by the potential benefit, and this idea has been
   abandoned.




7. Discovery Proxy Behavior

   Discovery Proxies treat multicast links for which Discovery Relay
   service is being used as if they were virtual interfaces; in other
   words, a Discovery Proxy serving multiple remote multicast links
   using multiple remote Discovery Relays behaves the same as a
   Discovery Proxy serving multiple local multicast links using multiple
   local physical network interfaces.  In this section we refer to
   multicast links served directly by the Discovery Proxy as locally-
   connected links, and multicast links served through the Discovery
   Relay as relay-connected links.  A relay-connected link can be
   thought of as similar to a link that a Discovery Proxy connects to
   using a USB Ethernet interface, just with a very long USB cable (that
   runs over TCP).



   When a Discovery Proxy receives a DNS query from a DNS client via
   unicast, it will generate corresponding mDNS query messages on the
   relevant multicast link(s) for which it is acting as a proxy.  For
   locally-connected link(s), those query messages will be sent
   directly.  For relay-connected link(s), the query messages will be
   sent through the Discovery Relay that is being used to serve that
   multicast link.



   Responses from devices on locally-connected links are processed
   normally.  Responses from devices on relay-connected links are
   received by the Discovery Relay, encapsulated, and forwarded to the
   Client; the Client then processes these messages using the link-
   identifying information included in the encapsulation.



   In principle it could be the case that some device is capable of
   performing service discovery using Multicast DNS, but not using
   traditional unicast DNS.  Responding to mDNS queries received from
   the Discovery Relay could address this use case.  However, continued
   reliance on multicast is counter to the goals of the current work in
   service discovery, and to benefit from wide-area service discovery
   such client devices should be updated to support service discovery
   using unicast queries.




8. DSO TLVs

   This document defines a modest number of new DSO TLVs.




8.1. mDNS Link Data Request

   The mDNS Link Data Request TLV conveys a link identifier from which a
   Client is requesting that a Discovery Relay forward mDNS traffic.
   The link identifier comes from the provisioning configuration (see
   Section 9).  The DSO-TYPE for this TLV is TBD-R.  DSO-LENGTH is
   always 5.  DSO-DATA is the 8-bit address family followed by the link
   identifier, a 32-bit unsigned integer in network (big endian) byte
   order, as described in Section 9.  An address family value of 1
   indicates IPv4 and 2 indicates IPv6, as recorded in the IANA Registry
   of Address Family Numbers [AdFam].



   The mDNS Link Data Request TLV can only be used as a primary TLV, and
   requires an acknowledgement.



   At most one mDNS Link Data Request TLV may appear in a DSO message.
   To request multiple link subscriptions, multiple separate DSO
   messages are sent, each containing a single mDNS Link Data Request
   TLV.



   A Client MUST NOT request a link if it already has an active
   subscription to that link on the same DSO connection.  If a Discovery
   Relay receives a duplicate link subscription request, it MUST
   immediately abort that DSO session with a TCP reset (RST).




8.2. mDNS Link Data Discontinue

   The mDNS Link Data Discontinue TLV is used by Clients to unsubscribe
   to mDNS messages on the specified multicast link.  DSO-TYPE is TBD-D.
   DSO-LENGTH is always 5.  DSO-DATA is the 8-bit address family
   followed by the 32-bit link identifier, a 32-bit unsigned integer in
   network (big endian) byte order, as described in Section 9.



   The mDNS Link Data Discontinue TLV can only be used as a DSO
   unidirectional message TLV, and is not acknowledged.



   At most one mDNS Link Data Discontinue TLV may appear in a DSO
   message.  To unsubscribe from multiple links, multiple separate DSO
   messages are sent, each containing a single mDNS Link Data
   Discontinue TLV.




8.3. Link Identifier

   This option is used both in DSO messages from Discovery Relays to
   Clients that contain received mDNS messages, and from Clients to
   Discovery Relays that contain mDNS messages to be transmitted on the
   multicast link.  In the former case, it indicates the multicast link
   on which the message was received; in the latter case, it indicates
   the multicast link on which the message should be transmitted.  DSO-
   TYPE is TBD-L.  DSO-LENGTH is always 5.  DSO-DATA is the 8-bit
   address family followed by the link identifier, a 32-bit unsigned
   integer in network (big endian) byte order, as described in
   Section 9.



   The Link Identifier TLV can only be used as an additional TLV.  The
   Link Identifier TLV can only appear at most once in a Discovery Relay
   DSO message.




8.4. Encapsulated mDNS Message

   The Encapsulated mDNS Message TLV is used to communicate an mDNS
   message that a Relay is forwarding from a multicast link to a Client,
   or that a Client is sending to a Relay for transmission on a
   multicast link.  Only the application-layer payload of the mDNS
   message is carried in the DSO "Encapsulated mDNS Message" TLV, i.e.,
   just the DNS message itself, beginning with the DNS Message ID, not
   the IP or UDP headers.  The DSO-TYPE for this TLV is TBD-M.  DSO-
   LENGTH is the length of the encapsulated mDNS message.  DSO-DATA is
   the content of the encapsulated mDNS message.



   The Encapsulated mDNS Message TLV can only be used as a DSO
   unidirectional message TLV, and is not acknowledged.




8.5. IP Source

   The IP Source TLV is used to report the IP source address and port
   from which an mDNS message was received.  This TLV is present in DSO
   messages from Discovery Relays to Clients that contain encapsulated
   mDNS messages.  DSO-TYPE is TBD-S.  DSO-LENGTH is either 6, for an
   IPv4 address, or 18, for an IPv6 address.  DSO-DATA is the two-byte
   source port, followed by the 4- or 16-byte IP Address.  Both port and
   address are in the canonical byte order (i.e., the same
   representation as used in the UDP and IP packet headers, with no byte
   swapping).



   The IP Source TLV can only be used as an additional TLV.  The IP
   Source TLV can only appear at most once in a Discovery Relay DSO
   message.




8.6. Link State Request

   The Link State Request TLV requests that the Discovery Relay report
   link changes.  When the relay is reporting link changes and a new
   link becomes available, it sends a Link Available message to the
   Client.  When a link becomes unavailable, it sends a Link Unavailable
   message to the Client.  If there are links available when the request
   is received, then for each such link the relay immediately sends a
   Link Available Message to the Client.  DSO-TYPE is TBD-P.  DSO-LENGTH
   is 0.



   The mDNS Link State Request TLV can only be used as a primary TLV,
   and requires an acknowledgement.  The acknowledgment does not contain
   a Link Available TLV: it is just a response to the Link State Request
   message.




8.7. Link State Discontinue

   The Link State Discontinue TLV requests that the Discovery Relay stop
   reporting on the availability of links supported by the relay.  This
   cancels the effect of a Link State Request TLV.  DSO-TYPE is TBD-Q.
   DSO-LENGTH is 0.



   The mDNS Link State Discontinue TLV can only be used as a DSO
   unidirectional message TLV, and is not acknowledged.




8.8. Link Available

   The Link Available TLV is used by Discovery Relays to indicate to
   Clients that a new link has become available.  The format is the same
   as the Link Identifier TLV.  DSO-TYPE is TBD-V.  The Link Available
   TLV may be accompanied by one or more Link Prefix TLVs which indicate
   IP prefixes the Relay knows to be present on the link.



   The mDNS Link Available TLV can only be used as a DSO unidirectional
   message TLV, and is not acknowledged.




8.9. Link Unavailable

   The Link Unavailable TLV is used by Discovery Relays to indicate to
   Clients that an existing link has become unavailable.  The format is
   the same as the Link Identifier TLV.  DSO-TYPE is TBD-U.



   The mDNS Link Unavailable TLV can only be used as a DSO
   unidirectional message TLV, and is not acknowledged.




8.10. Link Prefix

   The Link Prefix TLV represents an IP address or prefix configured on
   a link.  The length is 17 for an IPv6 address or prefix, and 5 for an
   IPv4 address or prefix.  The TLV consists of a prefix length, between
   0 and 32 for IPv4 or between 0 and 128 for IPv6, represented as a
   single byte.  This is followed by the IP address, either four or
   sixteen bytes.  DSO-TYPE is TBD-K.



   The Link Prefix TLV can only be used as a secondary TLV.




9. Provisioning

   In order for a Discovery Proxy to use Discovery Relays, it must be
   configured with sufficient information to identify multicast links on
   which service discovery is to be supported and, if it is not running
   on a host that is directly connected to those multicast links,
   connect to Discovery Relays supporting those multicast links.



   A Discovery Relay must be configured both with a set of multicast
   links to which the host on which it is running is connected, on which
   mDNS relay service is to be provided, and also with a list of one or
   more Clients authorized to use it.



   On a network supporting DNS Service Discovery using Discovery Relays,
   more than one different Discovery Relay implementation may be
   present.  While it may be that only a single Discovery Proxy is
   present, that implementation will need to be able to be configured to
   interoperate with all of the Discovery Relays that are present.
   Consequently, it is necessary that a standard set of configuration
   parameters be defined for both Discovery Proxies and Discovery
   Relays.



   DNS Service Discovery generally operates within a constrained set of
   links, not across the entire internet.  This section assumes that
   what will be configured will be a limited set of links operated by a
   single entity or small set of cooperating entities, among which
   services present on each link should be available to users on that
   link and every other link.  This could be, for example, a home
   network, a small office network, or even a network covering an entire
   building or small set of buildings.  The set of Discovery Proxies and
   Discovery Relays within such a network will be referred to in this
   section as a 'Discovery Domain'.



   Depending on the context, several different candidates for
   configuration of Discovery Proxies and Discovery Relays may be
   applicable.  The simplest such mechanism is a manual configuration
   file, but regardless of provisioning mechanism, certain configuration
   information needs to be communicated to the devices, as outlined
   below.



   In the example we provide here, we only refer to configuring of IP
   addresses, private keys and certificates.  It is also possible to use
   FQDNs to identify servers; this then allows for the use of DANE
   ([RFC8310] Section 8.2) or PKIX authentication [RFC6125].  Which
   method is used is to some extent up to the implementation, but at a
   minimum, it should be possible to associate an IP address with a
   self-signed certificate, and it should be possible to validate both
   self-signed and PKIX-authenticated certificates, with PKIX, DANE or a
   pre-configured trust anchor.




9.1. Provisioned Objects

   Three types of objects must be described in order for Discovery
   Proxies and Discovery Relays to be provisioned: Discovery Proxies,
   Multicast Links, and Discovery Relays.  "Human-readable" below means
   actual words or proper names that will make sense to an untrained
   human being.  "Machine-readable" means a name that will be used by
   machines to identify the entity to which the name refers.  Each
   entity must have a machine-readable name and may have a human-
   readable name.  No two entities can have the same human-readable
   name.  Similarly, no two entities can have the same machine-readable
   name.




9.1.1. Multicast Link

   The description of a multicast link consists of:



link‑identifier  A 32‑bit identifier that uniquely identifies that
   link within the Discovery Domain.  Each link MUST have exactly one
   such identifier.  Link Identifiers do not have any special
   semantics, and are not intended to be human‑readable.

ldh‑name  A fully‑qualified domain name for the multicast link that
   is used to form an LDH domain name as described in section 5.3 of
   the Discovery Proxy specification [RFC8766].  This name is used to
   identify the link during provisioning, and must be present.

hr‑name  A human‑readable user‑friendly fully‑qualified domain name
   for the multicast link.  This name MUST be unique within the
   Discovery Domain.  Each multicast link MUST have exactly one such
   name.  The hr‑name MAY be the same as the ldh‑name.  (The hr‑name
   is allowed to contain spaces, punctuation and rich text, but it is
   not required to do so.)



   The ldh-name and hr-name can be used to form the LDH and human-
   readable domain names as described in [RFC8766], section 5.3.



   Note that the ldh-name and hr-name can be used in two different ways.



   On a small home network with little or no human administrative
   configuration, link names may be directly visible to the user.  For
   example, a search in 'home.arpa' on a small home network may discover
   services on both ethernet.home.arpa and wi-fi.home.arpa.  In the case
   of a home user who has one Ethernet-connected printer and one Wi-Fi-
   connected printer, discovering that they have one printer on
   ethernet.home.arpa and another on wi-fi.home.arpa is understandable
   and meaningful.



   On a large corporate network with hundreds of Wi-Fi access points,
   the individual link names of the hundreds of multicast links are less
   likely to be useful to end users.  In these cases, Discovery Broker
   functionality [I-D.sctl-discovery-broker] may be used to translate
   the many link names to something more meaningful to users.  For
   example, in a building with 50 Wi-Fi access points, each with their
   own link names, services on all the different physical links may be
   presented to the user as appearing in 'headquarters.example.com'.  In
   this case, the individual link names can be thought of similar to MAC
   addresses or IPv6 addresses.  They are used internally by the
   software as unique identifiers, but generally are not exposed to end
   users.




9.1.2. Discovery Proxy

   The description of a Discovery Proxy consists of:



name  a machine‑readable name used to reference this Discovery Proxy
   in provisioning.

hr‑name  an optional human‑readable name which can appear in
   provisioning, monitoring and debugging systems.  Must be unique
   within a Discovery Domain.

certificate  a certificate that identifies the Discovery Proxy.  This
   certificate can be shared across services on the Discovery Proxy
   Host.  The public key in the certificate is used both to uniquely
   identify the Discovery Proxy and to authenticate connections from
   it.  The certificate should be signed by its own private key.

private‑key  the private key corresponding to the public key in the
   certificate.

source‑ip‑addresses  a list of IP addresses that may be used by the
   Discovery Proxy when connecting to Discovery Relays.  These
   addresses should be addresses that are configured on the Discovery
   Proxy Host.  They should not be temporary addresses.  All such
   addresses must be reachable within the Discovery Domain.

public‑ip‑addresses  a list of IP addresses that a Discovery Proxy
   listens on to receive requests from clients.  This is not used for
   interoperation with Discovery Relays, but is mentioned here for
   completeness: the list of addresses listened on for incoming
   client requests may differ from the 'source‑ip‑addresses' list of
   addresses used for issuing outbound connection requests to
   Discovery Relays.  If any of these addresses are reachable from
   outside of the Discovery Domain, services in that domain will be
   discoverable outside of the domain.

multicast links  a list of multicast links on which this Discovery
   Proxy is expected to provide service



   The private key should never be distributed to other hosts; all of
   the other information describing a Discovery Proxy can be safely
   shared with Discovery Relays.



   In some configurations it may make sense for the Discovery Relay not
   to have a list of links, but simply to support the set of all links
   available on relays to which the Discovery Proxy is configured to
   communicate.




9.1.3. Discovery Relay

   The description of a Discovery Relay consists of:



name  a required machine‑readable identifier used to reference the
   relay

hr‑name  an optional human‑readable name which can appear in
   provisioning, monitoring and debugging systems.  Must be unique
   within a Discovery Domain.

certificate  a certificate that identifies the Discovery Relay.  This
   certificate can be shared across services on the Discovery Relay
   Host.  Indeed, if a Discovery Proxy and Discovery Relay are
   running on the same host, the same certificate can be used for
   both.  The public key in the certificate uniquely identifies the
   Discovery Relay and is used by a Discovery Relay Client (e.g., a
   Discovery Proxy) to verify that it is talking to the intended
   Discovery Relay after a TLS connection has been established.  The
   certificate must either be signed by its own key, or have a
   signature chain that can be validated using PKIX authentication
   [RFC6125].

private‑key  the private key corresponding to the public key in the
   certificate.

listen‑tuple  a list of IP address/port tuples that may be used to
   connect to the Discovery Relay.  The relay may be configured to
   listen on all addresses on a single port, but this is not
   required, so the port as well as the address must be specified.

multicast links  a list of multicast links to which this relay is
   physically connected.



   The private key should never be distributed to other hosts; all of
   the other information describing a Discovery Relay can be safely
   shared with Discovery Proxies.



   In some cases a Relay may not be configured with a static list of
   links, but may simply discover links by monitoring the set of
   available interfaces on the host on which the Relay is running.  In
   that case, the relay could be configured to identify links based on
   the names of network interfaces, or based on the set of available
   prefixes seen on those interfaces.  The details of this sort of
   configuration are not specified in this document.




9.2. Configuration Files

   For this discussion, we assume the simplest possible means of
   configuring Discovery Proxies and Discovery Relays: the configuration
   file.  Any environment where changes will happen on a regular basis
   will either require some automatic means of generating these
   configuration files as the network topology changes, or will need to
   use a more automatic method for configuration, such as HNCP
   [RFC7788].



   There are many different ways to organize configuration files.  This
   discussion assumes that multicast links, relays and proxies will be
   specified as objects, as described above, perhaps in a master file,
   and then the specific configuration of each proxy or relay will
   reference the set of objects in the master file, referencing objects
   by name.  This approach is not required, but is simply shown as an
   example.  In addition, the private keys for each proxy or relay must
   appear only in that proxy or relay's configuration file.



   The master file contains a list of Discovery Relays, Discovery
   Proxies and Multicast Links.  Each object has a name and all the
   other data associated with it.  We do not formally specify the format
   of the file, but it might look something like this:



Relay upstairs
  certificate xxx
  listen‑tuple 192.0.2.1 1917
  listen‑tuple fd00::1 1917
  link upstairs‑wifi
  link upstairs‑wired
  client‑whitelist main

Relay downstairs
  certificate yyy
  listen‑tuple 192.51.100.1 2088
  listen‑tuple fd00::2 2088
  link downstairs‑wifi
  link downstairs‑wired
  client‑whitelist main

Proxy main
  certificate zzz
  address 203.1.113.1

Link upstairs‑wifi
  id 1
  hr‑name Upstairs Wifi

Link upstairs‑wired
  id 2
  hr‑name Upstairs Wired

Link downstairs‑wifi
  id 3
  hr‑name Downstairs Wifi

Link downstairs‑wired
  id 4
  hr‑name Downstairs Wired




9.3. Discovery Proxy Private Configuration

   The Discovery Proxy configuration contains enough information to
   identify which Discovery Proxy is being configured, enumerate the
   list of multicast links it is intended to serve, and provide keying
   information it can use to authenticate to Discovery Relays.  It may
   also contain custom information about the port and/or IP address(es)
   on which it will respond to DNS queries.



   An example configuration, following the convention used in this
   section, might look something like this:



Proxy main
  private‑key zzz
  subscribe upstairs‑wifi
  subscribe downstairs‑wifi
  subscribe upstairs‑wired
  subscribe downstairs‑wired



   When combined with the master file, this configuration is sufficient
   for the Discovery Proxy to identify and connect to the Discovery
   Relays that serve the links it is configured to support.




9.4. Discovery Relay Private Configuration

   The Discovery Relay configuration just needs to tell the Discovery
   Relay what name to use to find its configuration in the master file,
   and what the private key is corresponding to its certificate (public
   key) in the master file.  For example:



                             Relay Downstairs

                               private-key yyy




10. Security Considerations

   Part of the purpose of the Multicast DNS Discovery Relay protocol is
   to place a simple relay, analogous to a BOOTP relay, into routers and
   similar devices that may not be updated frequently.  The BOOTP
   [RFC0951] protocol has been around since 1985, and continues to be
   useful today.  The BOOTP protocol uses no encryption, and in many
   enterprise networks this is considered acceptable.  In contrast, the
   Discovery Relay protocol requires TLS 1.3.  A concern is that after
   20 or 30 years, TLS 1.3, or some of the encryption algorithms it
   uses, may become obsolete, rendering devices that require it
   unusable.  Our assessment is that TLS 1.3 probably will be around for
   many years to come.  TLS 1.0 [RFC2246] was used for about a decade,
   and similarly TLS 1.2 [RFC5246] was also used for about a decade.  We
   expect TLS 1.3 [RFC8446] to have at least that lifespan.  In
   addition, recent IETF efforts are pushing for better software update
   practices for devices like routers, for other security reasons,
   making it likely that in ten years time it will be less common to be
   using routers that haven't had a software update for ten years.
   However, authors of encryption specifications and libraries should be
   aware of the potential backwards compatibility issues if an
   encryption algorithm becomes deprecated.  This specification
   RECOMMENDS that if an encryption algorithm becomes deprecated, then
   rather than remove that encryption algorithm entirely, encryption
   libraries should disable that encryption algorithm by default, but
   leave the code present with an option for client software to enable
   it in special cases, such as a recent Client talking to an ancient
   Discovery Relay.  Using no encryption, like BOOTP, would eliminate
   this backwards compatibility concern, but we feel that in such a
   future hypothetical scenario, using even a weak encryption algorithm
   still makes passive eavesdropping and tampering harder, and is
   preferable to using no encryption at all.




11. IANA Considerations

   The IANA is kindly requested to update the DSO Type Codes Registry
   [RFC8490] by allocating codes for each of the TBD type codes listed
   in the following table, and by updating this document, here and in
   Section 8.  Each type code should list this document as its reference
   document.



+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| DSO‑TYPE | Status   | Name                      |
+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| TBD‑R    | Standard | Link Data Request         |
| TBD‑D    | Standard | Link Data Discontinue     |
| TBD‑L    | Standard | Link Identifier           |
| TBD‑M    | Standard | Encapsulated mDNS Message |
| TBD‑S    | Standard | IP Source                 |
| TBD‑P    | Standard | Link State Request        |
| TBD‑Q    | Standard | Link State Discontinue    |
| TBD‑V    | Standard | Link Available            |
| TBD‑U    | Standard | Link Unavailable          |
| TBD‑K    | Standard | Link Prefix               |
+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                      DSO Type Codes to be allocated
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Abstract

   DNS-SD (DNS Service Discovery) normally discloses information about
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   the corresponding service instance.  Especially when mobile devices
   engage in DNS Service Discovery at a public hotspot, serious privacy
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1. Introduction

   DNS Service Discovery (DNS-SD) [RFC6763] over Multicast DNS (mDNS)
   [RFC6762] enables zero-configuration service discovery in local
   networks.  It is very convenient for users, but it requires the
   public exposure of the offering and requesting identities along with
   information about the offered and requested services.  Parts of the
   published information can seriously breach the user's privacy.  These
   privacy issues and potential solutions are discussed in [KW14a],
   [KW14b] and [K17].  While the multicast nature of mDNS makes these
   risks obvious, most risks derive from the observability of
   transactions.  These risks also need to be mitigated when using
   server-based variants of DNS-SD.



   There are cases when nodes connected to a network want to provide or
   consume services without exposing their identities to the other
   parties connected to the same network.  Consider, for example, a
   traveler wanting to upload pictures from a phone to a laptop when
   both are connected to the Wi-Fi network of an Internet cafe, or two
   travelers who want to share files between their laptops when waiting
   for their plane in an airport lounge.



   We expect that these exchanges will start with a discovery procedure
   using DNS-SD over mDNS.  One of the devices will publish the
   availability of a service, such as a picture library or a file store
   in our examples.  The user of the other device will discover this
   service, and then connect to it.



   When analyzing these scenarios in Section 3.1, we find that the DNS-
   SD messages leak identifying information such as the service instance
   name, the host name, or service properties.  We use the following
   definitions:



Identity  In this document, the term "identity" refers to the
   identity of the entity (legal person) operating a device.

Disclosing an Identity  In this document "disclosing an identity"
   means showing the identity of operating entities to devices
   external to the discovery process; e.g., devices on the same
   network link that are listening to the network traffic but are not
   actually involved in the discovery process.  This document focuses
   on identity disclosure by data conveyed via messages on the
   service discovery protocol layer.  Still, identity leaks on deeper
   layers, e.g., the IP layer, are mentioned.

Disclosing Information  In this document "disclosing information" is
   also focused on disclosure of data conveyed via messages on the



      service discovery protocol layer, such as generic non-identity but
      still potentially sensitive data.




2. Threat Model

   This document considers the following attacker types sorted by
   increasing power.  All these attackers can either be passive (they
   just listen to network traffic they have access to) or active (they
   additionally can craft and send malicious packets).



external  An external attacker is not on the same network link as
   victim devices engaging in service discovery; thus, the external
   attacker is in a different multicast domain.

on‑link  An on‑link attacker is on the same network link as victim
   devices engaging in service discovery; thus, the on‑link attacker
   is in the same multicast domain.  This attacker can also mount all
   attacks an external attacker can mount.

MITM  A Man in the Middle (MITM) attacker either controls (parts of)
   a network link or can trick two parties to send traffic via the
   attacker; thus, the MITM attacker has access to unicast traffic
   between devices engaging in service discovery.  This attacker can
   also mount all attacks an on‑link attacker can mount.




3. Threat Analysis

   In this section we analyse how the attackers described in the
   previous section might threaten the privacy of entities operating
   devices engaging in service discovery.  We focus on attacks
   leveraging data transmitted in service discovery protocol messages.




3.1. Service Discovery Scenarios

   In this section, we review common service discovery scenarios and
   discuss privacy threats and their privacy requirements.  In all three
   of these common scenarios the attacker is of the type passive on-
   link.




3.1.1. Private Client and Public Server

   Perhaps the simplest private discovery scenario involves a single
   client connecting to a public server through a public network.  A
   common example would be a traveler using a publicly available printer
   in a business center, in an hotel, or at an airport.



                                ( Taking notes:
                                ( David is printing
                                ( a document
                                 ~~~~~~~~~~~
                                             o
    ___                                        o   ___
   /   \                                         _|___|_
   |   |   client                server           |* *|
    \_/      __                                    \_/
     |      / /   Discovery   +‑‑‑‑‑‑‑‑‑‑+          |
    /|\    /_/  <‑‑‑‑‑‑‑‑‑‑‑> |  +‑‑‑‑+  |         /|\
   / | \__/                   +‑‑|    |‑‑+        / | \
  /  |                           |____/          /  |  \
 /   |                                          /   |   \
    / \                                            / \
   /   \                                          /   \
  /     \                                        /     \
 /       \                                      /       \
/         \                                    /         \

   David                                        adversary



   In that scenario, the server is public and wants to be discovered,
   but the client is private.  The adversary will be listening to the
   network traffic, trying to identify the visitors' devices and their
   activity.  Identifying devices leads to identifying people, either
   for surveillance of these individuals in the physical world or as a
   preliminary step for a targeted cyber attack.



   The requirement in that scenario is that the discovery activity
   should not disclose the identity of the client.




3.1.2. Private Client and Private Server

   The second private discovery scenario involves a private client
   connecting to a private server.  A common example would be two people
   engaging in a collaborative application in a public place, such as an
   airport's lounge.



                                   ( Taking notes:
                                   ( David is meeting
                                   ( with Stuart
                                     ~~~~~~~~~~~
                                                o
    ___                               ___         o   ___
   /   \                             /   \          _|___|_
   |   |   server          client    |   |           |* *|
    \_/      __               __      \_/             \_/
     |      / /   Discovery   \ \      |               |
    /|\    /_/  <‑‑‑‑‑‑‑‑‑‑‑>  \_\    /|\             /|\
   / | \__/                       \__/ | \           / | \
  /  |                                 |  \         /  |  \
 /   |                                 |   \       /   |   \
    / \                               / \             / \
   /   \                             /   \           /   \
  /     \                           /     \         /     \
 /       \                         /       \       /       \
/         \                       /         \     /         \

  David                              Stuart        Adversary



   In that scenario, the collaborative application on one of the devices
   will act as a server, and the application on the other device will
   act as a client.  The server wants to be discovered by the client,
   but has no desire to be discovered by anyone else.  The adversary
   will be listening to network traffic, attempting to discover the
   identity of devices as in the first scenario, and also attempting to
   discover the patterns of traffic, as these patterns reveal the
   business and social interactions between the owners of the devices.



   The requirement in that scenario is that the discovery activity
   should not disclose the identity of either the client or the server,
   nor reveal the business and social interactions between the owners of
   the devices.




3.1.3. Wearable Client and Server

   The third private discovery scenario involves wearable devices.  A
   typical example would be the watch on someone's wrist connecting to
   the phone in their pocket.



                                ( Taking notes:
                                ( David is here. His watch is
                                ( talking to his phone
                                  ~~~~~~~~~~~
                                              o
    ___                                         o  ___
   /   \                                         _|___|_
   |   |   client                                 |* *|
    \_/                                            \_/
     |     _/                                       |
    /|\   //                                       /|\
   / | \__/  ^                                    / | \
  /  |__     | Discovery                         /  |  \
 /   |\ \    v                                  /   |   \
    / \\_\                                         / \
   /   \   server                                 /   \
  /     \                                        /     \
 /       \                                      /       \
/         \                                    /         \

   David                                        Adversary



   This third scenario is in many ways similar to the second scenario.
   It involves two devices, one acting as server and the other acting as
   client, and it leads to the same requirement of the discovery traffic
   not disclosing the identity of either the client or the server.  The
   main difference is that the devices are managed by a single owner,
   which can lead to different methods for establishing secure relations
   between the devices.  There is also an added emphasis on hiding the
   type of devices that the person wears.



   In addition to tracking the identity of the owner of the devices, the
   adversary is interested in the characteristics of the devices, such
   as type, brand, and model.  Identifying the type of device can lead
   to further attacks, from theft to device-specific hacking.  The
   combination of devices worn by the same person will also provide a
   "fingerprint" of the person, risking identification.



   This scenario also represents the general case of bringing private
   IoT devices into public places.  A wearable IoT device might act as a
   DNS-SD/mDNS client which allows attackers to infer information about
   devices' owners.  While the attacker might be a person as in the
   example figure, this could also be abused for large scale data
   collection installing stationary IoT-device-tracking servers in
   frequented public places.



   The issues described in Section 3.1.1 such as identifying people or
   using the information for targeted attacks apply here too.




3.2. DNS-SD Privacy Considerations

   While the discovery process illustrated in the scenarios in
   Section 3.1 most likely would be based on [RFC6762] as a means for
   making service information available, this document considers all
   kinds of means for making DNS-SD resource records available.  These
   means comprise but are not limited to mDNS [RFC6762], DNS servers
   ([RFC1033] [RFC1034], [RFC1035]), using SRP [I-D.ietf-dnssd-srp], and
   multi-link [RFC7558] networks.



   The discovery scenarios in Section 3.1 illustrate three separate
   abstract privacy requirements that vary based on the use case.  These
   are not limited to mDNS.



   1.  Client identity privacy: Client identities are not leaked during
       service discovery or use.



   2.  Multi-entity, mutual client and server identity privacy: Neither
       client nor server identities are leaked during service discovery
       or use.



   3.  Single-entity, mutual client and server identity privacy:
       Identities of clients and servers owned and managed by the same
       legal person are not leaked during service discovery or use.



   In this section, we describe aspects of DNS-SD that make these
   requirements difficult to achieve in practice.  While it is intended
   to be thorough, it is not possible to be exhaustive.



   Client identity privacy, if not addressed properly, can be thwarted
   by a passive attacker (see Section 2).  The type of passive attacker
   necessary depends on the means of making service information
   available.  Information conveyed via multicast messages can be
   obtained by an on-link attacker.  Unicast messages are easy to access
   if the transmission is not encrypted, but could still be accessed by
   an attacker with access to network routers or bridges.  Using multi-
   link service discovery solutions [RFC7558], external attackers have
   to be taken into consideration as well, e.g., when relaying multicast
   messages to other links.



   Server identity privacy can be thwarted by a passive attacker in the
   same way as client identity privacy.  Additionally, active attackers
   querying for information have to be taken into consideration as well.
   This is mainly relevant for unicast-based discovery, where listening
   to discovery traffic requires a MITM attacker; however, an external
   active attacker might be able to learn the server identity by just
   querying for service information, e.g. via DNS.




3.2.1. Information made available via DNS-SD Resource Records

   DNS-Based Service Discovery (DNS-SD) is defined in [RFC6763].  It
   allows nodes to publish the availability of an instance of a service
   by inserting specific records in the DNS ([RFC1033], [RFC1034],
   [RFC1035]) or by publishing these records locally using multicast DNS
   (mDNS) [RFC6762].  Available services are described using three types
   of records:



PTR Record:  Associates a service type in the domain with an
   "instance" name of this service type.

SRV Record:  Provides the node name, port number, priority and weight
   associated with the service instance, in conformance with
   [RFC2782].

TXT Record:  Provides a set of attribute‑value pairs describing
   specific properties of the service instance.




3.2.2. Privacy Implication of Publishing Service Instance Names

   In the first phase of discovery, clients obtain all PTR records
   associated with a service type in a given naming domain.  Each PTR
   record contains a Service Instance Name defined in Section 4 of
   [RFC6763]:



     Service Instance Name = <Instance> . <Service> . <Domain>



   The <Instance> portion of the Service Instance Name is meant to
   convey enough information for users of discovery clients to easily
   select the desired service instance.  Nodes that use DNS-SD over mDNS
   [RFC6762] in a mobile environment will rely on the specificity of the
   instance name to identify the desired service instance.  In our
   example of users wanting to upload pictures to a laptop in an
   Internet Cafe, the list of available service instances may look like:



Alice's Images         . _imageStore._tcp . local
Alice's Mobile Phone   . _presence._tcp   . local
Alice's Notebook       . _presence._tcp   . local
Bob's Notebook         . _presence._tcp   . local
Carol's Notebook       . _presence._tcp   . local



   Alice will see the list on her phone and understand intuitively that
   she should pick the first item.  The discovery will "just work".
   (Note that our examples of service names conform to the specification
   in section 4.1 of [RFC6763], but may require some character escaping
   when entered in conventional DNS software.)



   However, DNS-SD/mDNS will reveal to anybody that Alice is currently
   visiting the Internet Cafe.  It further discloses the fact that she
   uses two devices, shares an image store, and uses a chat application
   supporting the _presence protocol on both of her devices.  She might
   currently chat with Bob or Carol, as they are also using a _presence
   supporting chat application.  This information is not just available
   to devices actively browsing for and offering services, but to
   anybody passively listening to the network traffic, i.e. a passive
   on-link attacker.



   There is, of course, also no authentication requirement to claim a
   particular instance name, so an active attacker can provide resources
   that claim to be Alice's but are not.




3.2.3. Privacy Implication of Publishing Node Names

   The SRV records contain the DNS name of the node publishing the
   service.  Typical implementations construct this DNS name by
   concatenating the "host name" of the node with the name of the local
   domain.  The privacy implications of this practice are reviewed in
   [RFC8117].  Depending on naming practices, the host name is either a
   strong identifier of the device, or at a minimum a partial
   identifier.  It enables tracking of both the device, and, by
   extension, the device's owner.




3.2.4. Privacy Implication of Publishing Service Attributes

   The TXT record's attribute-value pairs contain information on the
   characteristics of the corresponding service instance.  This in turn
   reveals information about the devices that publish services.  The
   amount of information varies widely with the particular service and
   its implementation:



   o  Some attributes, such as the paper size available in a printer,
      are the same on many devices, and thus only provide limited
      information to a tracker.



   o  Attributes that have freeform values, such as the name of a
      directory, may reveal much more information.



   Combinations of individual attributes have more information power
   than specific attributes, and can potentially be used for
   "fingerprinting" a specific device.



   Information contained in TXT records not only breaches privacy by
   making devices trackable, but might directly contain private
   information about the user.  For instance the _presence service
   reveals the "chat status" to everyone in the same network.  Users
   might not be aware of that.



   Further, TXT records often contain version information about
   services, allowing potential attackers to identify devices running
   exploit-prone versions of a certain service.




3.2.5. Device Fingerprinting

   The combination of information published in DNS-SD has the potential
   to provide a "fingerprint" of a specific device.  Such information
   includes:



   o  List of services published by the device, which can be retrieved
      because the SRV records will point to the same host name.



   o  Specific attributes describing these services.



   o  Port numbers used by the services.



   o  Priority and weight attributes in the SRV records.



   This combination of services and attributes will often be sufficient
   to identify the version of the software running on a device.  If a
   device publishes many services with rich sets of attributes, the
   combination may be sufficient to identify the specific device and
   track its owner.



   An argument is sometimes made that devices providing services can be
   identified by observing the local traffic, and that trying to hide
   the presence of the service is futile.  However, there are good
   reasons for the discovery service layer to avoid unnecessary
   exposure:



   1.  Providing privacy at the discovery layer is of the essence for
       enabling automatically configured privacy-preserving network
       applications.  Application layer protocols are not forced to
       leverage the offered privacy, but if device tracking is not
       prevented at the deeper layers, including the service discovery
       layer, obfuscating a certain service's protocol at the
       application layer is futile.



   2.  Further, in the case of mDNS based discovery, even if the
       application layer does not protect privacy, typically services
       are provided via unicast which requires a MITM attacker, while
       identifying services based on multicast discovery messages just
       requires an on-link attacker.



   The same argument can be extended to say that the pattern of services
   offered by a device allows for fingerprinting the device.  This may
   or may not be true, since we can expect that services will be
   designed or updated to avoid leaking fingerprints.  In any case, the
   design of the discovery service should avoid making a bad situation
   worse, and should as much as possible avoid providing new
   fingerprinting information.




3.2.6. Privacy Implication of Discovering Services

   The consumers of services engage in discovery, and in doing so reveal
   some information such as the list of services they are interested in
   and the domains in which they are looking for the services.  When the
   clients select specific instances of services, they reveal their
   preference for these instances.  This can be benign if the service
   type is very common, but it could be more problematic for sensitive
   services, such as some private messaging services.



   One way to protect clients would be to somehow encrypt the requested
   service types.  Of course, just as we noted in Section 3.2.5, traffic
   analysis can often reveal the service.




3.3. Security Considerations

   For each of the operations described above, we must also consider
   security threats we are concerned about.




3.3.1. Authenticity, Integrity & Freshness

   Can devices (both servers and clients) trust the information they
   receive?  Has it been modified in flight by an adversary?  Can
   devices trust the source of the information?  Is the source of
   information fresh, i.e., not replayed?  Freshness may or may not be
   required depending on whether the discovery process is meant to be
   online.  In some cases, publishing discovery information to a shared
   directory or registry, rather than to each online recipient through a
   broadcast channel, may suffice.




3.3.2. Confidentiality

   Confidentiality is about restricting information access to only
   authorized individuals.  Ideally this should only be the appropriate
   trusted parties, though it can be challenging to define who are "the
   appropriate trusted parties."  In some use cases, this may mean that
   only mutually authenticated and trusting clients and servers can read
   messages sent for one another.  The process of service discovery in
   particular is often used to discover new entities that the device did
   not previously know about.  It may be tricky to work out how a device
   can have an established trust relationship with a new entity it has
   never previously communicated with.




3.3.3. Resistance to Dictionary Attacks

   It can be tempting to use (publicly computable) hash functions to
   obscure sensitive identifiers.  This transforms a sensitive unique
   identifier such as an email address into a "scrambled" but still
   unique identifier.  Unfortunately simple solutions may be vulnerable
   to offline dictionary attacks.




3.3.4. Resistance to Denial-of-Service Attacks

   In any protocol where the receiver of messages has to perform
   cryptographic operations on those messages, there is a risk of a
   brute-force flooding attack causing the receiver to expend excessive
   amounts of CPU time and, where appliciable, battery power just
   processing and discarding those messages.



   Also, amplification attacks have to be taken into consideration.
   Messages with larger payloads should only be sent as an answer to a
   query sent by a verified client.




3.3.5. Resistance to Sender Impersonation

   Sender impersonation is an attack wherein messages such as service
   offers are forged by entities who do not possess the corresponding
   secret key material.  These attacks may be used to learn the identity
   of a communicating party, actively or passively.




3.3.6. Sender Deniability

   Deniability of sender activity, e.g., of broadcasting a discovery
   request, may be desirable or necessary in some use cases.  This
   property ensures that eavesdroppers cannot prove senders issued a
   specific message destined for one or more peers.




3.4. Operational Considerations


3.4.1. Power Management

   Many modern devices, especially battery-powered devices, use power
   management techniques to conserve energy.  One such technique is for
   a device to transfer information about itself to a proxy, which will
   act on behalf of the device for some functions, while the device
   itself goes to sleep to reduce power consumption.  When the proxy
   determines that some action is required which only the device itself
   can perform, the proxy may have some way to wake the device, as
   described for example in [SLEEP-PROXY].



   In many cases, the device may not trust the network proxy
   sufficiently to share all its confidential key material with the
   proxy.  This poses challenges for combining private discovery that
   relies on per-query cryptographic operations, with energy-saving
   techniques that rely on having (somewhat untrusted) network proxies
   answer queries on behalf of sleeping devices.




3.4.2. Protocol Efficiency

   Creating a discovery protocol that has the desired security
   properties may result in a design that is not efficient.  To perform
   the necessary operations the protocol may need to send and receive a
   large number of network packets, or require an inordinate amount of
   multicast transmissions.  This may consume an unreasonable amount of
   network capacity, particularly problematic when it is a shared
   wireless spectrum.  Further, it may cause an unnecessary level of
   power consumption which is particularly problematic on battery
   devices, and may result in the discovery process being slow.



   It is a difficult challenge to design a discovery protocol that has
   the property of obscuring the details of what it is doing from
   unauthorized observers, while also managing to perform efficiently.




3.4.3. Secure Initialization and Trust Models

   One of the challenges implicit in the preceding discussions is that
   whenever we discuss "trusted entities" versus "untrusted entities",
   there needs to be some way that trust is initially established, to
   convert an "untrusted entity" into a "trusted entity".



   The purpose of this document is not to define the specific way in
   which trust can be established.  Protocol designers may rely on a
   number of existing technologies, including PKI, Trust On First Use
   (TOFU), or using a short passphrase or PIN with cryptographic
   algorithms such as Secure Remote Password (SRP) [RFC5054] or a
   Password Authenticated Key Exchange like J-PAKE [RFC8236] using a
   Schnorr Non-interactive Zero-Knowledge Proof [RFC8235].



   Protocol designers should consider a specific usability pitfall when
   trust is established immediately prior to performing discovery.
   Users will have a tendency to "click OK" in order to achieve their
   task.  This implicit vulnerability is avoided if the trust
   establishment requires more significant participation of the user,
   such as entering a password or PIN.




3.4.4. External Dependencies

   Trust establishment may depend on external parties.  Optionally, this
   might involve synchronous communication.  Systems which have such a
   dependency may be attacked by interfering with communication to
   external dependencies.  Where possible, such dependencies should be
   minimized.  Local trust models are best for secure initialization in
   the presence of active attackers.




4. Requirements for a DNS-SD Privacy Extension

   Given the considerations discussed in the previous sections, we state
   requirements for privacy preserving DNS-SD in the following
   subsections.



   Defining a solution according to these requirements is intended to
   lead to a solution that does not transmit privacy-violating DNS-SD
   messages and further does not open pathways to new attacks against
   the operation of DNS-SD.



   However, while this document gives advice on which privacy protecting
   mechanisms should be used on deeper-layer network protocols and on
   how to actually connect to services in a privacy-preserving way,
   stating corresponding requirements is out of the scope of this
   document.  To mitigate attacks against privacy on lower layers, both
   servers and clients must use privacy options available at lower
   layers, and for example avoid publishing static IPv4 or IPv6
   addresses, or static IEEE 802 MAC addresses.  For services advertised
   on a single network link, link local IP addresses should be used; see
   [RFC3927] and [RFC4291] for IPv4 and IPv6, respectively.  Static
   servers advertising services globally via DNS can hide their IP
   addresses from unauthorized clients using the split mode topology
   shown in [I-D.ietf-tls-esni].  Hiding static MAC addresses can be
   achieved via MAC address randomization (see [RFC7844]).




4.1. Private Client Requirements

   For all three scenarios described in Section 3.1, client privacy
   requires DNS-SD messages to:



   1.  Avoid disclosure of the client's identity, either directly or via
       inference, to nodes other than select servers.



   2.  Avoid exposure of linkable identifiers that allow tracing client
       devices.



   3.  Avoid disclosure of the client's interest in specific service
       instances or service types to nodes other than select servers.



   When listing and resolving services via current DNS-SD deployments,
   clients typically disclose their interest in specific services types
   and specific instances of these types, respectively.



   In addition to the exposure and disclosure risks noted above,
   protocols and implementations will have to consider fingerprinting
   attacks (see Section 3.2.5) that could retrieve similar information.




4.2. Private Server Requirements

   Servers like the "printer" discussed in scenario 1 are public, but
   the servers discussed in scenarios 2 and 3 are by essence private.
   Server privacy requires DNS-SD messages to:



   1.  Avoid disclosure of the server's identity, either directly or via
       inference, to nodes other than authorized clients.  In
       particular, Servers must avoid publishing static identifiers such
       as host names or service names.  When those fields are required
       by the protocol, servers should publish randomized values.  (See
       [RFC8117] for a discussion of host names.)



   2.  Avoid exposure of linkable identifiers that allow tracing
       servers.



   3.  Avoid disclosure to unauthorized clients of service instance
       names or service types of offered services.



   4.  Avoid disclosure to unauthorized clients of information about the
       services they offer.



   5.  Avoid disclosure of static IPv4 or IPv6 addresses.



   When offering services via current DNS-SD deployments, servers
   typically disclose their hostnames (SRV, A/AAAA), instance names of
   offered services (PRT, SRV), and information about services (TXT).
   Heeding these requirements protects a server's privacy on the DNS-SD
   level.



   The current DNS-SD user interfaces present the list of discovered
   service names to the users, and let them pick a service from the
   list.  Using random identifiers for service names renders that UI
   flow unusable.  Privacy-respecting discovery protocols will have to
   solve this issue, for example by presenting authenticated or
   decrypted service names instead of the randomized values.




4.3. Security and Operation

   In order to be secure and feasible, a DNS-SD privacy extension needs
   to consider security and operational requirements including:



   1.  Avoiding significant CPU overhead on nodes or significantly
       higher network load.  Such overhead or load would make nodes
       vulnerable to denial of service attacks.  Further, it would
       increase power consumption which is damaging for IoT devices.



   2.  Avoiding designs in which a small message can trigger a large
       amount of traffic towards an unverified address, as this could be
       exploited in amplification attacks.




5. IANA Considerations

   This draft does not require any IANA action.
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Abstract

   The Service Registration Protocol for DNS-Based Service Discovery
   uses the standard DNS Update mechanism to enable DNS-Based Service
   Discovery using only unicast packets.  This makes it possible to
   deploy DNS Service Discovery without multicast, which greatly
   improves scalability and improves performance on networks where
   multicast service is not an optimal choice, particularly 802.11
   (Wi-Fi) and 802.15.4 (IoT) networks.  DNS-SD Service registration
   uses public keys and SIG(0) to allow services to defend their
   registrations against attack.
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1. Introduction

   DNS-Based Service Discovery [RFC6763] is a component of Zero
   Configuration Networking [RFC6760] [ZC] [I-D.cheshire-dnssd-roadmap].



   This document describes an enhancement to DNS-Based Service Discovery
   [RFC6763] that allows services to automatically register their
   services using the DNS protocol rather than using Multicast DNS
   [RFC6762] (mDNS).  There is already a large installed base of DNS-SD
   clients that can discover services using the DNS protocol.  This
   extension makes it much easier to take advantage of this existing
   functionality.



   This document is intended for three audiences: implementors of
   software that provides services that should be advertised using
   DNS-SD, implementors of DNS servers that will be used in contexts
   where DNS-SD registration is needed, and administrators of networks
   where DNS-SD service is required.  The document is intended to
   provide sufficient information to allow interoperable implementation
   of the registration protocol.



   DNS-Based Service Discovery (DNS-SD) allows services to advertise the
   fact that they provide service, and to provide the information
   required to access that service.  Clients can then discover the set
   of services of a particular type that are available.  They can then
   select a service from among those that are available and obtain the
   information required to use it.



   The Service Registration Protocol for DNS-SD (SRP), described in this
   document, provides a reasonably secure mechanism for publishing this
   information.  Once published, these services can be readily
   discovered by clients using standard DNS lookups.



   The DNS-SD specification [RFC6763], Section 10 ("Populating the DNS
   with Information"), briefly discusses ways that services can publish
   their information in the DNS namespace.  In the case of mDNS, it
   allows services to publish their information on the local link, using
   names in the ".local" namespace, which makes their services directly
   discoverable by peers attached to that same local link.



   RFC6763 also allows clients to discover services using the DNS
   protocol [RFC1035].  This can be done by having a system
   administrator manually configure service information in the DNS, but
   manually populating DNS authoritative server databases is costly and
   potentially error-prone, and requires a knowledgable network
   administrator.  Consequently, although all DNS-SD client
   implementations of which we are aware support DNS-SD using DNS
   queries, in practice it is used much less frequently than mDNS.



   The Discovery Proxy [I-D.ietf-dnssd-hybrid] provides one way to
   automatically populate the DNS namespace, but is only appropriate on
   networks where services are easily advertised using mDNS.  This
   document describes a solution more suitable for networks where
   multicast is inefficient, or where sleepy devices are common, by
   supporting both offering of services, and discovery of services,
   using unicast.




2. Service Registration Protocol

   Services that implement SRP use DNS Update [RFC2136] [RFC3007] to
   publish service information in the DNS.  Two variants exist, one for
   full-featured hosts, and one for devices designed for "Constrained-
   Node Networks" [RFC7228].



   Full-featured hosts are either configured manually with a
   registration domain, or use the "dr._dns-sd._udp.<domain>" query
   ([RFC6763] Section 11) to learn the default registration domain from
   the network.  RFC6763 says to discover the registration domain using
   either ".local" or a network-supplied domain name for <domain>.
   Services using SRP MUST use the domain name received through the
   DHCPv4 Domain Name option ([RFC2132] section 3.17), if available, or
   the Neighbor Discovery DNS Search List option [RFC8106].  If the DNS
   Search List option contains more than one domain name, it MUST NOT be
   used.  If neither option is available, the Service Registration
   protocol is not available on the local network.



   Manual configuration of the registraton domain can be done either by
   querying the list of available registration zones ("r._dns-sd._udp")
   and allowing the user to select one from the UI, or by any other
   means appropriate to the particular use case being addressed.  Full-
   featured devices construct the names of the SRV, TXT, and PTR records
   describing their service(s) as subdomains of the chosen service
   registration domain.  For these names they then discover the zone
   apex of the closest enclosing DNS zone using SOA queries
   [I-D.ietf-dnssd-push].  Having discovered the enclosing DNS zone,
   they query for the "_dnssd-srp._tcp<zone>" SRV record to discover the
   server to which they should send DNS updates.  Hosts that support SRP
   updates using TLS use the "_dnssd-srp-tls._tcp<zone>" SRV record
   instead.



   For devices designed for Constrained-Node Networks [RFC7228] some
   simplifications are available.  Instead of being configured with (or
   discovering) the service registration domain, the (proposed) special-
   use domain name (see [RFC6761]) "default.service.arpa" is used.  The
   details of how SRP server(s) are discovered will be specific to the
   constrained network, and therefore we do not suggest a specific
   mechanism here.



   SRP clients on constrained networks are expected to receive from the
   network a list of SRP servers with which to register.  It is the
   responsibility of a Constrained-Node Network supporting SRP to
   provide one or more SRP server addresses.  It is the responsibility
   of the SRP server supporting a Constrained-Node Network to handle the
   updates appropriately.  In some network environments, updates may be
   accepted directly into a local "default.service.arpa" zone, which has
   only local visibility.  In other network environments, updates for
   names ending in "default.service.arpa" may be rewritten internally to
   names with broader visibility.



   The reason for these different assumptions is that low-power devices
   that typically use Constrained-Node Networks may have very limited
   battery power.  The series of DNS lookups required to discover an SRP
   server and then communicate with it will increase the power required
   to advertise a service; for low-power devices, the additional
   flexibility this provides does not justify the additional use of
   power.  It is also fairly typical of such networks that some network
   service information is obtained as part of the process of joining the
   network, and so this can be relied upon to provide nodes with the
   information they need.



   Networks that are not constrained networks can more complicated
   topologies at the Internet layer.  Nodes connected to such networks
   can be assumed to be able to do DNSSD service registration domain
   discovery.  Such networks are generally able to provide registration
   domain discovery and routing.  By requiring the use of TCP, the
   possibility of off-network spoofing is eliminated.



   We will discuss several parts to this process: how to know what to
   publish, how to know where to publish it (under what name), how to
   publish it, how to secure its publication, and how to maintain the
   information once published.




2.1. What to publish

   We refer to the DNS Update message sent by services using SRP as an
   SRP update.  Three types of updates appear in an SRP update: Service
   Discovery records, Service Description records, and Host Description
   records.



   o  Service Discovery records are one or more PTR RRs, mapping from
      the generic service type (or subtype) to the specific Service
      Instance Name.



   o  Service Description records are exactly one SRV RR, exactly one
      KEY RR, and one or more TXT RRs, all with the same name, the
      Service Instance Name ([RFC6763] section 4.1).  In principle



      Service Description records can include other record types, with
      the same Service Instance Name, though in practice they rarely do.
      The Service Instance Name MUST be referenced by one or more
      Service Discovery PTR records, unless it is a placeholder service
      registration for an intentionally non-discoverable service name.



   o  The Host Description records for a service are a KEY RR, used to
      claim exclusive ownership of the service registration, and one or
      more RRs of type A or AAAA, giving the IPv4 or IPv6 address(es) of
      the host where the service resides.



   RFC 6763 describes the details of what each of these types of updates
   contains and is the definitive source for information about what to
   publish; the reason for summarizing this here is to provide the
   reader with enough information about what will be published that the
   service registration process can be understood at a high level
   without first learning the full details of DNS-SD.  Also, the
   "Service Instance Name" is an important aspect of first-come, first-
   serve naming, which we describe later on in this document.




2.2. Where to publish it

   Multicast DNS uses a single namespace, ".local", which is valid on
   the local link.  This convenience is not available for DNS-SD using
   the DNS protocol: services must exist in some specific unicast
   namespace.



   As described above, full-featured devices are responsible for knowing
   in what domain they should register their services.  Devices made for
   Constrained-Node Networks register in the (proposed) special use
   domain name [RFC6761] "default.service.arpa", and let the SRP server
   handle rewriting that to a different domain if necessary.




2.3. How to publish it

   It is possible to issue a DNS Update that does several things at
   once; this means that it's possible to do all the work of adding a
   PTR resource record to the PTR RRset on the Service Name, and
   creating or updating the Service Instance Name and Host Description,
   in a single transaction.



   An SRP update takes advantage of this: it is implemented as a single
   DNS Update message that contains a service's Service Discovery
   records, Service Description records, and Host Description records.



   Updates done according to this specification are somewhat different
   than regular DNS Updates as defined in RFC2136.  The RFC2136 update
   process can involve many update attempts: you might first attempt to
   add a name if it doesn't exist; if that fails, then in a second
   message you might update the name if it does exist but matches
   certain preconditions.  Because the registration protocol uses a
   single transaction, some of this adaptability is lost.



   In order to allow updates to happen in a single transaction, SRP
   updates do not include update prerequisites.  The requirements
   specified in Section 2.4.3 are implicit in the processing of SRP
   updates, and so there is no need for the service sending the SRP
   update to put in any explicit prerequisites.



2.3.1.  How DNS-SD Service Registration differs from standard RFC2136
        DNS Update



   DNS-SD Service Registration is based on standard RFC2136 DNS Update,
   with some differences:



   o  It implements first-come first-served name allocation, protected
      using SIG(0) [RFC2931].



   o  It enforces policy about what updates are allowed.



   o  It optionally performs rewriting of "default.service.arpa" to some
      other domain.



   o  It optionally performs automatic population of the address-to-name
      reverse mapping domains.



   o  An SRP server is not required to implement general DNS Update
      prerequsite processing.



   o  Clients are allowed to send updates to the generic domain
      "default.service.arpa"




2.4. How to secure it

   Traditional DNS update is secured using the TSIG protocol, which uses
   a secret key shared between the client (which issues the update) and
   the server (which authenticates it).  This model does not work for
   automatic service registration.



   The goal of securing the DNS-SD Registration Protocol is to provide
   the best possible security given the constraint that service
   registration has to be automatic.  It is possible to layer more
   operational security on top of what we describe here, but what we
   describe here is an improvement over the security of mDNS.  The goal
   is not to provide the level of security of a network managed by a
   skilled operator.




2.4.1. First-Come First-Served Naming

   First-Come First-Serve naming provides a limited degree of security:
   a service that registers its service using DNS-SD Registration
   protocol is given ownership of a name for an extended period of time
   based on the key used to authenticate the DNS Update.  As long as the
   registration service remembers the name and the key used to register
   that name, no other service can add or update the information
   associated with that.  FCFS naming is used to protect both the
   Service Description and the Host Description.




2.4.1.1. Service Behavior

   The service generates a public/private key pair.  This key pair MUST
   be stored in stable storage; if there is no writable stable storage
   on the client, the client MUST be pre-configured with a public/
   private key pair in read-only storage that can be used.  This key
   pair MUST be unique to the device.



   When sending DNS updates, the service includes a KEY record
   containing the public portion of the key in each Host Description
   update and each Service Description update.  Each KEY record MUST
   contain the same public key.  The update is signed using SIG(0),
   using the private key that corresponds to the public key in the KEY
   record.  The lifetimes of the records in the update is set using the
   EDNS(0) Update Lease option [I-D.sekar-dns-ul].



   The KEY record in Service Description updates MAY be omitted for
   brevity; if it is omitted, the SRP server MUST behave as if the same
   KEY record that is given for the Host Description is also given for
   each Service Description for which no KEY record is provided.
   Omitted KEY records are not used when computing the SIG(0) signature.



   The lifetime of the DNS-SD PTR, SRV, A, AAAA and TXT records
   [RFC6763] uses the LEASE field of the Update Lease option, and is
   typically set to two hours.  This means that if a device is
   disconnected from the network, it does not appear in the user
   interfaces of devices looking for services of that type for too long.



   The lifetime of the KEY records is set using the KEY-LEASE field of
   the Update Lease Option, and should be set to a much longer time,
   typically 14 days.  The result of this is that even though a device
   may be temporarily unplugged, disappearing from the network for a few
   days, it makes a claim on its name that lasts much longer.



   This means that even if a device is unplugged from the network for a
   few days, and its services are not available for that time, no other
   device can come along and claim its name the moment it disappears
   from the network.  In the event that a device is unplugged from the
   network and permanently discarded, then its name is eventually
   cleaned up and made available for re-use.




2.4.2. Removing published services

   To remove a service registration, the client retransmits its most
   recent update with an Update Lease option that has a LEASE value of
   zero.  If the registration is to be permanently removed, KEY-LEASE
   should also be zero.  Otherwise, it should have the same value it had
   previously; this holds the name in reserve for when the client is
   once again able to provide the service.



   SRP clients are normally expected to remove all service instances
   when removing a host.  However, in some cases a client may not have
   retained sufficient state to know that some service instance is
   pointing to a host that it is removing.  Nevertheless, removing the
   host can be assumed to mean that all service instances pointing to it
   are no longer valid.  Therefore, SRP servers MAY remove all service
   instances pointing to a host when a host is removed, even if the
   client doesn't remove them explicitly.




2.4.3. SRP Server Behavior


2.4.3.1. Validation of Adds

   The SRP server first validates that the DNS Update is a syntactically
   and semantically valid DNS Update according to the rules specified in
   RFC2136.



   SRP Updates consist of a set of Instructions that together add one or
   more services.  Each instruction consists either of a single add, or
   a delete followed by an add.  When an instruction contains a delete
   and an add, the delete MUST precede the add.



   The SRP server checks each Instruction in the SRP update to see that
   it is either a Service Discovery update, a Service Description
   update, or a Host Description update.  Order matters in DNS updates.
   Specifically, deletes must precede adds for records that the deletes
   would affect; otherwise the add will have no effect.  This is the
   only ordering constraint; aside from this constraint, updates may
   appear in whatever order is convenient when constructing the update.



   Because the SRP update is a DNS update, it MUST contain a single
   question that indicates the zone to be updated.  Every delete and
   update in an SRP update MUST be within the zone that is specified for
   the SRP Update.



   An Instruction is a Service Discovery Instruction if it contains



o  exactly one "Add to an RRSet" ([RFC2136] Section 2.5.1) RR,
o  which is a PTR RR,
o  which points to a Service Instance Name
o  for which a Service Description Instruction is present in the SRP
   Update.
o  Service Discovery Instructions do not contain any deletes, and do
   not contain any other adds.



   An Instruction is a Service Description Instruction if, for the
   appropriate Service Instance Name, it contains



o  exactly one "Delete all RRsets from a name" update for the service
   instance name [RFC2136] Section 2.5.3,
o  exactly one "Add to an RRset" SRV RR,
o  zero or one "Add to an RRset" KEY RR that contains the public key
   corresponding to the private key that was used to sign the message
   (if present, the KEY MUST match the KEY RR given in the Host
   Description),
o  one or more "Add to an RRset" TXT RRs,
o  and the target of the SRV RR Add points to a hostname for which
   there is a Host Description Instruction in the SRP Update.
o  Service Descriptions Instructions do not modify any other RRs.



   An Instruction is a Host Description Instruction if, for the
   appropriate hostname, it contains



o  exactly one "Delete all RRsets from a name" RR,
o  one or more "Add to an RRset" RRs of type A and/or AAAA,
o  exactly one "Add to an RRset" RR that adds a KEY RR that contains
   the public key corresponding to the private key that was used to
   sign the message,
o  there is a Service Instance Name Instruction in the SRP update for
   which the SRV RR that is added points to the hostname being
   updated by this update.
o  Host Description updates do not modify any other records.



   An SRP Update MUST include at least one Service Discovery
   Instruction, at least one Service Description Instruction, and
   exactly one Host Description Instruction.  A DNS Update that does not
   is not an SRP update.  A DNS Update that contains any other adds, any
   other deletes, or any prerequisites, is not an SRP update.  Such
   messages should either be processed as regular RFC2136 updates,
   including access control checks and constraint checks, if supported,
   or else rejected with RCODE=REFUSED.



   Note that if the definitions of each of these update types are
   followed carefully, this means that many things that look very much
   like SRP updates nevertheless are not.  For example, a DNS update
   that contains an RRset Add to a Service Name and an RRset Add to a
   Service Instance Name, where the Service Name does not reference the
   Service Instance Name, is not a valid SRP update message, but may be
   a valid RFC2136 update.



   Assuming that a DNS Update message has been validated with these
   conditions and is a valid SRP Update, the server checks that the name
   in the Host Description Instruction exists.  If so, then the server
   checks to see if the KEY record on that name is the same as the KEY
   record in the Host Description Instruction.  The server performs the
   same check for the KEY records in any Service Description
   Instrructions.  For KEY records that were omitted from Service
   Description Instructions, the KEY from the Host Description
   Instruction is used.  If any existing KEY record corresponding to a
   KEY record in the SRP Update does not match the KEY same record in
   the SRP Update (whether provided or taken from the Host Description
   Instruction), then the server MUST reject the SRP Update with the
   YXDOMAIN RCODE.



   Otherwise, the server validates the SRP Update using SIG(0) on the
   public key in the KEY record of the Host Description update.  If the
   validation fails, the server MUST reject the SRP Update with the
   REFUSED RCODE.  Otherwise, the SRP update is considered valid and
   authentic, and is processed according to the method described in
   RFC2136.



   KEY record updates omitted from Service Description update are
   processed as if they had been explicitly present: every Service
   Description that is updated MUST, after the update, have a KEY RR,
   and it must be the same KEY RR that is present in the Host
   Description to which the Service Description refers.



   The status that is returned depends on the result of processing the
   update, and can be either SUCCESS or SERVFAIL: all other possible
   outcomes should already have been accounted for when applying the
   constraints that qualify the update as an SRP Update.



   The server MAY add a Reverse Mapping that corresponds to the Host
   Description.  This is not required because the Reverse Mapping serves
   no protocol function, but it may be useful for debugging, e.g. in
   annotating network packet traces or logs.  In order for the server to
   add a reverse mapping update, it must be authoritative for the zone
   or have credentials to do the update.  The client MAY also do a
   reverse mapping update if it has credentials to do so.



   The server MAY apply additional criteria when accepting updates.  In
   some networks, it may be possible to do out-of-band registration of
   keys, and only accept updates from pre-registered keys.  In this
   case, an update for a key that has not been registered should be
   rejected with the REFUSED RCODE.



   There are at least two benefits to doing this rather than simply
   using normal SIG(0) DNS updates.  First, the same registration
   protocol can be used in both cases, so both use cases can be
   addressed by the same service implementation.  Second, the
   registration protocol includes maintenance functionality not present
   with normal DNS updates.



   Note that the semantics of using SRP in this way are different than
   for typical RFC2136 implementations: the KEY used to sign the SRP
   update only allows the client to update records that refer to its
   Host Description.  RFC2136 implementations do not normally provide a
   way to enforce a constraint of this type.



   The server may also have a dictionary of names or name patterns that
   are not permitted.  If such a list is used, updates for Service
   Instance Names that match entries in the dictionary are rejected with
   YXDOMAIN.




2.5. TTL Consistency

   All RRs within an RRset are required to have the same TTL
   (Clarifications to the DNS Specification [RFC2181], Section 5.2).  In
   order to avoid inconsistencies, SRP places restrictions on TTLs sent
   by services and requires that SRP Servers enforce consistency.



   Services sending SRP updates MUST use consistent TTLs in all RRs
   within the SRP update.



   SRP update servers MUST check that the TTLs for all RRs within the
   SRP update are the same.  If they are not, the SRP update MUST be
   rejected with a REFUSED RCODE.



   Additionally, when adding RRs to an RRset, for example when
   processing Service Discovery records, the server MUST use the same
   TTL on all RRs in the RRset.  How this consistency is enforced is up
   to the implementation.



   TTLs sent in SRP updates are advisory: they indicate the client's
   guess as to what a good TTL would be.  SRP servers may override these
   TTLs.  SRP servers SHOULD ensure that TTLs are reasonable: neither
   too long nor too short.  The TTL should never be longer than the
   lease time Section 2.6.1.  Shorter TTLs will result in more frequent
   data refreshes; this increases latency on the client side, and
   increases load on any caching resolvers and on the authoritative
   server.  Longer TTLs will increase the likelihood that data in caches
   will be stale.  TTL minimums and maximums SHOULD be configurable by
   the operator of the SRP server.




2.6. Maintenance


2.6.1. Cleaning up stale data

   Because the DNS-SD registration protocol is automatic, and not
   managed by humans, some additional bookkeeping is required.  When an
   update is constructed by the client, it MUST include include an
   EDNS(0) Update Lease Option [I-D.sekar-dns-ul].  The Update Lease
   Option contains two lease times: the Lease Time and the Key Lease
   Time.



   These leases are promises, similar to DHCP leases [RFC2131], from the
   client that it will send a new update for the service registration
   before the lease time expires.  The Lease time is chosen to represent
   the time after the update during which the registered records other
   than the KEY record should be assumed to be valid.  The Key Lease
   time represents the time after the update during which the KEY record
   should be assumed to be valid.



   The reasoning behind the different lease times is discussed in the
   section on first-come, first-served naming Section 2.4.1.  SRP
   servers may be configured with limits for these values.  A default
   limit of two hours for the Lease and 14 days for the SIG(0) KEY are
   currently thought to be good choices.  Clients that are going to
   continue to use names on which they hold leases should update well
   before the lease ends, in case the registration service is
   unavailable or under heavy load.



   The SRP server MUST include an EDNS(0) Update Lease option in the
   response if the lease time proposed by the service has been shortened
   or lengthened.  The service MUST check for the EDNS(0) Update Lease
   option in the response and MUST use the lease times from that option
   in place of the options that it sent to the server when deciding when
   to update its registration.  The times may be shorter or longer than
   those specified in the SRP update; the client must honor them in
   either case.



   Clients should assume that each lease ends N seconds after the update
   was first transmitted, where N is the lease duration.  Servers should
   assume that each lease ends N seconds after the update that was
   successfully processed was received.  Because the server will always
   receive the update after the client sent it, this avoids the
   possibility of misunderstandings.



   SRP servers MUST reject updates that do not include an EDNS(0) Update
   Lease option.  Dual-use servers MAY accept updates that don't include
   leases, but SHOULD differentiate between SRP updates and other
   updates, and MUST reject updates that would otherwise be SRP updates
   updates if they do not include leases.



   Lease times have a completely different function than TTLs.  On an
   authoritative DNS server, the TTL on a resource record is a constant:
   whenever that RR is served in a DNS response, the TTL value sent in
   the answer is the same.  The lease time is never sent as a TTL; its
   sole purpose is to determine when the authoritative DNS server will
   delete stale records.  It is not an error to send a DNS response with
   a TTL of 'n' when the remaining time on the lease is less than 'n'.




2.6.2. Sleep Proxy

   Another use of SRP is for devices that sleep to reduce power
   consumption.



   In this case, in addition to the DNS Update Lease option
   [I-D.sekar-dns-ul] described above, the device includes an EDNS(0)
   OWNER Option [I-D.cheshire-edns0-owner-option].



   The EDNS(0) Update Lease option constitutes a promise by the device
   that it will wake up before this time elapses, to renew its
   registration and thereby demonstrate that it is still attached to the
   network.  If it fails to renew the registration by this time, that
   indicates that it is no longer attached to the network, and its
   registration (except for the KEY in the Host Description) should be
   deleted.



   The EDNS(0) OWNER Option indicates that the device will be asleep,
   and will not be receptive to normal network traffic.  When a DNS
   server receives a DNS Update with an EDNS(0) OWNER Option, that
   signifies that the SRP server should set up a proxy for any IPv4 or
   IPv6 address records in the DNS Update message.  This proxy should
   send ARP or ND messages claiming ownership of the IPv4 and/or IPv6
   addresses in the records in question.  In addition, proxy should
   answer future ARP or ND requests for those IPv4 and/or IPv6
   addresses, claiming ownership of them.  When the DNS server receives
   a TCP SYN or UDP packet addressed to one of the IPv4 or IPv6
   addresses for which it proxying, it should then wake up the sleeping
   device using the information in the EDNS(0) OWNER Option.  At present
   version 0 of the OWNER Option specifies the "Wake-on-LAN Magic
   Packet" that needs to be sent; future versions could be extended to
   specify other wakeup mechanisms.



   Note that although the authoritative DNS server that implements the
   SRP function need not be on the same link as the sleeping host, the
   Sleep Proxy must be on the same link.



   It is not required that sleepy nodes on a Constrained-Node Network
   support sleep proxy.  Such devices may have different mechanisms for
   dealing with sleep and wakeup.  An SRP registration for such a device
   will be useful regardless of the mechanism whereby messages are
   delivered to the sleepy end device.  For example, the message might
   be held in a buffer for an extended period of time by an intermediate
   device on a mesh network, and then delivered to the device when it
   wakes up.  The exact details of such behaviors are out of scope for
   this document.




3. Security Considerations


3.1. Source Validation

   SRP updates have no authorization semantics other than first-come,
   first-served.  This means that if an attacker from outside of the
   administrative domain of the server knows the server's IP address, it
   can in principle send updates to the server that will be processed
   successfully.  Servers should therefore be configured to reject
   updates from source addresses outside of the administrative domain of
   the server.



   For Anycast updates, this validation must be enforced by every router
   that connects the Constrained-Device Network to the unconstrained
   portion of the network.  For TCP updates, the initial SYN-SYN+ACK
   handshake prevents updates being forged by an off-network attacker.
   In order to ensure that this handshake happens, Service Discovery
   Protocol servers MUST NOT accept TCP Fast Open payloads.



   Note that these rules only apply to the validation of SRP updates.  A
   server that accepts updates from DNS-SD registration protocol clients
   may also accept other DNS updates, and those DNS updates may be
   validated using different rules.  However, in the case of a DNS
   service that accepts SRP updates, the intersection of the SRP update
   rules and whatever other update rules are present must be considered
   very carefully.



   For example, a normal, authenticated RFC2136 update to any RR that
   was added using SRP, but that is authenticated using a different key,
   could be used to override a promise made by the registration
   protocol, by replacing all or part of the service registration
   information with information provided by a different client.  An
   implementation that allows both kinds of updates should not allow
   updates to records added by SRP updates using different
   authentication and authorization credentials.




3.2. SIG(0) signature validation

   This specification does not provide a mechanism for validating
   responses from DNS servers to SRP clients.  In the case of
   Constrained Network/Constrained Node clients, such validation isn't
   practical because there's no way to establish trust.  In principle, a
   KEY RR could be used by a non-constrained SRP client to validate
   responses from the server, but this is not required, nor do we
   specify a mechanism for determining which key to use.




3.3. Required Signature Algorithm

   For validation, SRP Servers MUST implement the ECDSAP256SHA256
   signature algorithm.  SRP servers SHOULD implement the algorithms
   specified in [I-D.ietf-dnsop-algorithm-update] section 3.1, in the
   validation column of the table, starting with algorithm number 13.
   SRP clients MUST NOT assume that any algorithm numbered lower than 13
   is available for use in validating SIG(0) signatures.




4. Privacy Considerations

   Because DNSSD SRP updates can be sent off-link, the privacy
   implications of SRP are different than for multicast DNS responses.
   Host implementations that are using TCP SHOULD also use TLS if
   available.  Server implementations MUST offer TLS support.  The use
   of TLS with DNS is described in [RFC7858] and [RFC8310].



   Hosts that implement TLS support SHOULD NOT fall back to TCP; since
   servers are required to support TLS, it is entirely up to the host
   implementation whether to use it.




5. Delegation of 'service.arpa.'

   In order to be fully functional, there must be a delegation of
   'service.arpa.' in the '.arpa.' zone [RFC3172].  This delegation
   should be set up as was done for 'home.arpa', as a result of the
   specification in [RFC8375]Section 7.




6. IANA Considerations

6.1.  Registration and Delegation of 'service.arpa' as a Special-Use
      Domain Name



   IANA is requested to record the domain name 'service.arpa.' in the
   Special-Use Domain Names registry [SUDN].  IANA is requested, with
   the approval of IAB, to implement the delegation requested in
   Section 5.



   IANA is further requested to add a new entry to the "Transport-
   Independent Locally-Served Zones" subregistry of the the "Locally-
   Served DNS Zones" registry[LSDZ].  The entry will be for the domain
   'service.arpa.' with the description "DNS-SD Registration Protocol
   Special-Use Domain", listing this document as the reference.




6.2. 'dnssd-srp' Service Name

   IANA is also requested to add a new entry to the Service Names and
   Port Numbers registry for dnssd-srp with a transport type of tcp.  No
   port number is to be assigned.  The reference should be to this
   document, and the Assignee and Contact information should reference
   the authors of this document.  The Description should be as follows:



   Availability of DNS Service Discovery Service Registration Protocol
   Service for a given domain is advertised using the
   "_dnssd-srp._tcp.<domain>."  SRV record gives the target host and
   port where DNSSD Service Registration Service is provided for the
   named domain.




6.3. 'dnssd-srp-tls' Service Name

   IANA is also requested to add a new entry to the Service Names and
   Port Numbers registry for dnssd-srp with a transport type of tcp.  No
   port number is to be assigned.  The reference should be to this
   document, and the Assignee and Contact information should reference
   the authors of this document.  The Description should be as follows:



   Availability of DNS Service Discovery Service Registration Protocol
   Service for a given domain over TLS is advertised using the
   "_dnssd-srp-tls._tcp.<domain>."  SRV record gives the target host and
   port where DNSSD Service Registration Service is provided for the
   named domain.




6.4. Anycast Address

   IANA is requested to allocate an IPv6 Anycast address from the IPv6
   Special-Purpose Address Registry, similar to the Port Control
   Protocol anycast address, 2001:1::1.  This address is referred to
   within the document as TBD1, and the document should be updated to
   reflect the address that was allocated.
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Appendix A. Testing using standard RFC2136-compliant servers

   It may be useful to set up a DNS server for testing that does not
   implement SRP.  This can be done by configuring the server to listen
   on the anycast address, or advertising it in the
   _dnssd-srp._tcp.<zone> SRV and _dnssd-srp-tls._tcp.<zone> record.  It
   must be configured to be authoritative for "default.service.arpa",
   and to accept updates from hosts on local networks for names under
   "default.service.arpa" without authentication, since such servers
   will not have support for FCFS authentication Section 2.4.1.



   A server configured in this way will be able to successfully accept
   and process SRP updates from services that send SRP updates.
   However, no prerequisites will be applied, and this means that the
   test server will accept internally inconsistent SRP updates, and will
   not stop two SRP updates, sent by different services, that claim the
   same name(s), from overwriting each other.



   Since SRP updates are signed with keys, validation of the SIG(0)
   algorithm used by the client can be done by manually installing the
   client public key on the DNS server that will be receiving the
   updates.  The key can then be used to authenticate the client, and
   can be used as a requirement for the update.  An example
   configuration for testing SRP using BIND 9 is given in Appendix C.



Appendix B.  How to allow services to update standard RFC2136-compliant
             servers



   Ordinarily SRP updates will fail when sent to an RFC 2136-compliant
   server that does not implement SRP because the zone being updated is
   "default.service.arpa", and no DNS server that is not an SRP server
   should normally be configured to be authoritative for
   "default.service.arpa".  Therefore, a service that sends an SRP
   update can tell that the receiving server does not support SRP, but
   does support RFC2136, because the RCODE will either be NOTZONE,
   NOTAUTH or REFUSED, or because there is no response to the update
   request (when using the anycast address)



   In this case a service MAY attempt to register itself using regular
   RFC2136 DNS updates.  To do so, it must discover the default
   registration zone and the DNS server designated to receive updates
   for that zone, as described earlier, using the _dns-update._udp SRV
   record.  It can then make the update using the port and host pointed
   to by the SRV record, and should use appropriate prerequisites to
   avoid overwriting competing records.  Such updates are out of scope
   for SRP, and a service that implements SRP MUST first attempt to use
   SRP to register itself, and should only attempt to use RFC2136
   backwards compatibility if that fails.  Although the owner name for
   the SRV record specifies the UDP protocol for updates, it is also
   possible to use TCP, and TCP should be required to prevent spoofing.




Appendix C. Sample BIND9 configuration for default.service.arpa.

zone "default.service.arpa." {
  type master;
  file "/etc/bind/master/service.db";
  allow‑update { key demo.default.service.arpa.; };
};



                     Zone Configuration in named.conf



$ORIGIN .
$TTL 57600  ; 16 hours
default.service.arpa IN SOA          ns3.default.service.arpa.
                            postmaster.default.service.arpa. (
                2951053287 ; serial
                3600       ; refresh (1 hour)
                1800       ; retry (30 minutes)
                604800     ; expire (1 week)
                3600       ; minimum (1 hour)
)
                        NS           ns3.default.service.arpa.
                        SRV 0 0 53   ns3.default.service.arpa.
$ORIGIN default.service.arpa.
$TTL 3600   ; 1 hour
_ipps._tcp              PTR          demo._ipps._tcp
$ORIGIN _ipps._tcp.default.service.arpa.
demo                    TXT          "0"
                        SRV 0 0 9992 demo.default.service.arpa.
$ORIGIN _udp.default.service.arpa.
$TTL 3600   ; 1 hour
_dns‑update             PTR          ns3.default.service.arpa.
$ORIGIN _tcp.default.service.arpa.
_dnssd‑srp              PTR          ns3.default.service.arpa.
$ORIGIN default.service.arpa.
$TTL 300    ; 5 minutes
ns3                     AAAA         2001:db8:0:1::1
$TTL 3600   ; 1 hour
demo                    AAAA         2001:db8:0:2::1
                        KEY 513 3 13 (
                           qweEmaaq0FAWok5//ftuQtZgiZoiFSUsm0srWREdywQU
                           9dpvtOhrdKWUuPT3uEFF5TZU6B4q1z1I662GdaUwqg==
                        ); alg = ECDSAP256SHA256 ; key id = 15008
                        AAAA    ::1



                             Example Zone file
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Abstract

   This document presents operational, policy, and security
   considerations for DNS recursive resolver operators who choose to
   offer DNS Privacy services.  With these recommendations, the operator
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   and how the decisions and alternatives impact the privacy of users.
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   writers of a Recursive operator Privacy Statement (analogous to DNS
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1. Introduction

   The Domain Name System (DNS) is at the core of the Internet; almost
   every activity on the Internet starts with a DNS query (and often
   several).  However the DNS was not originally designed with strong
   security or privacy mechanisms.  A number of developments have taken
   place in recent years which aim to increase the privacy of the DNS
   system and these are now seeing some deployment.  This latest
   evolution of the DNS presents new challenges to operators and this
   document attempts to provide an overview of considerations for
   privacy focused DNS services.



   In recent years there has also been an increase in the availability
   of "public resolvers" [RFC8499] which users may prefer to use instead
   of the default network resolver either because they offer a specific
   feature (e.g., good reachability or encrypted transport) or because
   the network resolver lacks a specific feature (e.g., strong privacy
   policy or unfiltered responses).  These public resolvers have tended
   to be at the forefront of adoption of privacy-related enhancements
   but it is anticipated that operators of other resolver services will
   follow.



   Whilst protocols that encrypt DNS messages on the wire provide
   protection against certain attacks, the resolver operator still has
   (in principle) full visibility of the query data and transport
   identifiers for each user.  Therefore, a trust relationship (whether
   explicit or implicit) is assumed to exist between each user and the
   operator of the resolver(s) used by that user.  The ability of the
   operator to provide a transparent, well documented, and secure
   privacy service will likely serve as a major differentiating factor
   for privacy conscious users if they make an active selection of which
   resolver to use.



   It should also be noted that the choice of a user to configure a
   single resolver (or a fixed set of resolvers) and an encrypted
   transport to use in all network environments has both advantages and
   disadvantages.  For example, the user has a clear expectation of
   which resolvers have visibility of their query data.  However, this
   resolver/transport selection may provide an added mechanism to track
   them as they move across network environments.  Commitments from
   resolver operators to minimize such tracking as users move between
   networks are also likely to play a role in user selection of
   resolvers.



   More recently the global legislative landscape with regard to
   personal data collection, retention, and pseudonymization has seen
   significant activity.  Providing detailed practice advice about these
   areas to the operator is out of scope, but Section 5.3.3 describes
   some mitigations of data sharing risk.



   This document has two main goals:



   o  To provide operational and policy guidance related to DNS over
      encrypted transports and to outline recommendations for data
      handling for operators of DNS privacy services.



   o  To introduce the Recursive operator Privacy Statement (RPS) and
      present a framework to assist writers of an RPS.  An RPS is a
      document that an operator should publish which outlines their
      operational practices and commitments with regard to privacy,
      thereby providing a means for clients to evaluate both the
      measurable and claimed privacy properties of a given DNS privacy
      service.  The framework identifies a set of elements and specifies
      an outline order for them.  This document does not, however,
      define a particular privacy statement, nor does it seek to provide
      legal advice as to the contents.



   A desired operational impact is that all operators (both those
   providing resolvers within networks and those operating large public
   services) can demonstrate their commitment to user privacy thereby
   driving all DNS resolution services to a more equitable footing.
   Choices for users would (in this ideal world) be driven by other
   factors, e.g., differing security policies or minor difference in
   operator policy, rather than gross disparities in privacy concerns.



   Community insight [or judgment?] about operational practices can
   change quickly, and experience shows that a Best Current Practice
   (BCP) document about privacy and security is a point-in-time
   statement.  Readers are advised to seek out any updates that apply to
   this document.




2. Scope

   "DNS Privacy Considerations" [RFC7626] describes the general privacy
   issues and threats associated with the use of the DNS by Internet
   users and much of the threat analysis here is lifted from that
   document and from [RFC6973].  However this document is limited in
   scope to best practice considerations for the provision of DNS
   privacy services by servers (recursive resolvers) to clients (stub
   resolvers or forwarders).  Choices that are made exclusively by the
   end user, or those for operators of authoritative nameservers are out
   of scope.



   This document includes (but is not limited to) considerations in the
   following areas:



   1.  Data "on the wire" between a client and a server.



   2.  Data "at rest" on a server (e.g., in logs).



   3.  Data "sent onwards" from the server (either on the wire or shared
       with a third party).



   Whilst the issues raised here are targeted at those operators who
   choose to offer a DNS privacy service, considerations for areas 2 and
   3 could equally apply to operators who only offer DNS over
   unencrypted transports but who would otherwise like to align with
   privacy best practice.




3. Privacy-related documents

   There are various documents that describe protocol changes that have
   the potential to either increase or decrease the privacy properties
   of the DNS in various ways.  Note this does not imply that some
   documents are good or bad, better or worse, just that (for example)
   some features may bring functional benefits at the price of a
   reduction in privacy and conversely some features increase privacy
   with an accompanying increase in complexity.  A selection of the most
   relevant documents are listed in Appendix A for reference.




4. Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.



   DNS terminology is as described in [RFC8499] with one modification:
   we restate the clause in the original definition of Privacy-enabling
   DNS server in [RFC8310] to include the requirement that a DNS over
   (D)TLS server should also offer at least one of the credentials
   described in Section 8 of [RFC8310] and implement the (D)TLS profile
   described in Section 9 of [RFC8310].



   Other Terms:



   o  RPS: Recursive operator Privacy Statement, see Section 6.



   o  DNS privacy service: The service that is offered via a privacy-
      enabling DNS server and is documented either in an informal
      statement of policy and practice with regard to users privacy or a
      formal RPS.




5. Recommendations for DNS privacy services

   In the following sections we first outline the threats relevant to
   the specific topic and then discuss the potential actions that can be
   taken to mitigate them.



   We describe two classes of threats:



   o  Threats described in [RFC6973] 'Privacy Considerations for
      Internet Protocols'



      *  Privacy terminology, threats to privacy, and mitigations as
         described in Sections 3, 5, and 6 of [RFC6973].



   o  DNS Privacy Threats



      *  These are threats to the users and operators of DNS privacy
         services that are not directly covered by [RFC6973].  These may
         be more operational in nature such as certificate management or
         service availability issues.



   We describe three classes of actions that operators of DNS privacy
   services can take:



   o  Threat mitigation for well understood and documented privacy
      threats to the users of the service and in some cases to the
      operators of the service.



   o  Optimization of privacy services from an operational or management
      perspective.



   o  Additional options that could further enhance the privacy and
      usability of the service.



   This document does not specify policy - only best practice, however
   for DNS Privacy services to be considered compliant with these best
   practice guidelines they SHOULD implement (where appropriate) all:



   o  Threat mitigations to be minimally compliant.



   o  Optimizations to be moderately compliant.



   o  Additional options to be maximally compliant.



   The rest of this document does not use normative language but instead
   refers only to the three differing classes of action which correspond
   to the three named levels of compliance stated above.  However,
   compliance (to the indicated level) remains a normative requirement.




5.1. On the wire between client and server

   In this section we consider both data on the wire and the service
   provided to the client.




5.1.1. Transport recommendations

   [RFC6973] Threats:



   o  Surveillance:



      *  Passive surveillance of traffic on the wire



   DNS Privacy Threats:



   o  Active injection of spurious data or traffic.



   Mitigations:



   A DNS privacy service can mitigate these threats by providing service
   over one or more of the following transports



   o  DNS over TLS (DoT) [RFC7858] and [RFC8310].



   o  DNS over HTTPS (DoH) [RFC8484].



   It is noted that a DNS privacy service can also be provided over DNS
   over DTLS [RFC8094], however this is an Experimental specification
   and there are no known implementations at the time of writing.



   It is also noted that DNS privacy service might be provided over
   IPSec, DNSCrypt, or VPNs.  However, there are no specific RFCs that
   cover the use of these transports for DNS and any discussion of best
   practice for providing such a service is out of scope for this
   document.



   Whilst encryption of DNS traffic can protect against active injection
   on the paths traversed by the encrypted connection this does not
   diminish the need for DNSSEC, see Section 5.1.4.




5.1.2. Authentication of DNS privacy services

   [RFC6973] Threats:



   o  Surveillance:



      *  Active attacks on client resolver configuration



   Mitigations:



   DNS privacy services should ensure clients can authenticate the
   server.  Note that this, in effect, commits the DNS privacy service
   to a public identity users will trust.



   When using DoT, clients that select a 'Strict Privacy' usage profile
   [RFC8310] (to mitigate the threat of active attack on the client)
   require the ability to authenticate the DNS server.  To enable this,
   DNS privacy services that offer DNS over TLS need to provide
   credentials that will be accepted by the client's trust model, in the
   form of either X.509 certificates [RFC5280] or Subject Public Key
   Info (SPKI) pin sets [RFC8310].



   When offering DoH [RFC8484], HTTPS requires authentication of the
   server as part of the protocol.



   Server operators should also follow the best practices with regard to
   certificate revocation as described in [RFC7525].




5.1.2.1. Certificate management

   Anecdotal evidence to date highlights the management of certificates
   as one of the more challenging aspects for operators of traditional
   DNS resolvers that choose to additionally provide a DNS privacy
   service as management of such credentials is new to those DNS
   operators.



   It is noted that SPKI pin set management is described in [RFC7858]
   but that key pinning mechanisms in general have fallen out of favor
   operationally for various reasons such as the logistical overhead of
   rolling keys.



   DNS Privacy Threats:



   o  Invalid certificates, resulting in an unavailable service which
      might force a user to fallback to cleartext.



   o  Mis-identification of a server by a client e.g., typos in DoH URL
      templates [RFC8484] or authentication domain names [RFC8310] which
      accidentally direct clients to attacker controlled servers.



   Mitigations:



   It is recommended that operators:



   o  Follow the guidance in Section 6.5 of [RFC7525] with regards to
      certificate revocation.



   o  Automate the generation, publication, and renewal of certificates.
      For example, ACME [RFC8555] provides a mechanism to actively
      manage certificates through automation and has been implemented by
      a number of certificate authorities.



   o  Monitor certificates to prevent accidental expiration of
      certificates.



   o  Choose a short, memorable authentication domain name for the
      service.




5.1.3. Protocol recommendations


5.1.3.1. DoT

   DNS Privacy Threats:



   o  Known attacks on TLS such as those described in [RFC7457].



   o  Traffic analysis, for example: [Pitfalls-of-DNS-Encryption].



   o  Potential for client tracking via transport identifiers.



   o  Blocking of well known ports (e.g., 853 for DoT).



   Mitigations:



   In the case of DoT, TLS profiles from Section 9 of [RFC8310] and the
   Countermeasures to DNS Traffic Analysis from section 11.1 of
   [RFC8310] provide strong mitigations.  This includes but is not
   limited to:



   o  Adhering to [RFC7525].



   o  Implementing only (D)TLS 1.2 or later as specified in [RFC8310].



   o  Implementing EDNS(0) Padding [RFC7830] using the guidelines in
      [RFC8467] or a successor specification.



   o  Servers should not degrade in any way the query service level
      provided to clients that do not use any form of session resumption
      mechanism, such as TLS session resumption [RFC5077] with TLS 1.2,
      section 2.2 of [RFC8446], or Domain Name System (DNS) Cookies
      [RFC7873].



   o  A DoT privacy service on both port 853 and 443.  If the operator
      deploys DoH on the same IP address this requires the use of the
      'dot' ALPN value [dot-ALPN].



   Optimizations:



   o  Concurrent processing of pipelined queries, returning responses as
      soon as available, potentially out of order as specified in
      [RFC7766].  This is often called 'OOOR' - out-of-order responses
      (providing processing performance similar to HTTP multiplexing).



   o  Management of TLS connections to optimize performance for clients
      using [RFC7766] and EDNS(0) Keepalive [RFC7828]



   Additional Options:



   Management of TLS connections to optimize performance for clients
   using DNS Stateful Operations [RFC8490].




5.1.3.2. DoH

   DNS Privacy Threats:



   o  Known attacks on TLS such as those described in [RFC7457].



   o  Traffic analysis, for example: [DNS-Privacy-not-so-private].



   o  Potential for client tracking via transport identifiers.



   Mitigations:



   o  Clients must be able to forgo the use of HTTP Cookies [RFC6265]
      and still use the service.



   o  Use of HTTP/2 padding and/or EDNS(0) padding as described in
      Section 9 of [RFC8484]



   o  Clients should not be required to include any headers beyond the
      absolute minimum to obtain service from a DoH server.  (See
      Section 6.1 of [I-D.ietf-httpbis-bcp56bis].)




5.1.4. DNSSEC

   DNS Privacy Threats:



   o  Users may be directed to bogus IP addresses which, depending on
      the application, protocol and authentication method, might lead
      users to reveal personal information to attackers.  One example is
      a website that doesn't use TLS or its TLS authentication can
      somehow be subverted.



   Mitigations:



   o  All DNS privacy services must offer a DNS privacy service that
      performs Domain Name System Security Extensions (DNSSEC)
      validation.  In addition they must be able to provide the DNSSEC
      RRs to the client so that it can perform its own validation.



   The addition of encryption to DNS does not remove the need for DNSSEC
   [RFC4033] - they are independent and fully compatible protocols, each
   solving different problems.  The use of one does not diminish the
   need nor the usefulness of the other.



   While the use of an authenticated and encrypted transport protects
   origin authentication and data integrity between a client and a DNS
   privacy service it provides no proof (for a non-validating client)
   that the data provided by the DNS privacy service was actually DNSSEC
   authenticated.  As with cleartext DNS the user is still solely
   trusting the AD bit (if present) set by the resolver.



   It should also be noted that the use of an encrypted transport for
   DNS actually solves many of the practical issues encountered by DNS
   validating clients e.g.  interference by middleboxes with cleartext
   DNS payloads is completely avoided.  In this sense a validating
   client that uses a DNS privacy service which supports DNSSEC has a
   far simpler task in terms of DNSSEC Roadblock avoidance [RFC8027].




5.1.5. Availability

   DNS Privacy Threats:



   o  A failed DNS privacy service could force the user to switch
      providers, fallback to cleartext or accept no DNS service for the
      outage.



   Mitigations:



   A DNS privacy service should strive to engineer encrypted services to
   the same availability level as any unencrypted services they provide.
   Particular care should to be taken to protect DNS privacy services
   against denial-of-service attacks, as experience has shown that
   unavailability of DNS resolving because of attacks is a significant
   motivation for users to switch services.  See, for example
   Section IV-C of [Passive-Observations-of-a-Large-DNS].



   Techniques such as those described in Section 10 of [RFC7766] can be
   of use to operators to defend against such attacks.




5.1.6. Service options

   DNS Privacy Threats:



   o  Unfairly disadvantaging users of the privacy service with respect
      to the services available.  This could force the user to switch
      providers, fallback to cleartext or accept no DNS service for the
      outage.



   Mitigations:



   A DNS privacy service should deliver the same level of service as
   offered on un-encrypted channels in terms of options such as
   filtering (or lack thereof), DNSSEC validation, etc.



5.1.7.  Impact of Encryption on Monitoring by DNS Privacy Service
        Operators



   DNS Privacy Threats:



   o  Increased use of encryption can impact DNS privacy service
      operator ability to monitor traffic and therefore manage their DNS
      servers [RFC8404].



   Many monitoring solutions for DNS traffic rely on the plain text
   nature of this traffic and work by intercepting traffic on the wire,
   either using a separate view on the connection between clients and
   the resolver, or as a separate process on the resolver system that
   inspects network traffic.  Such solutions will no longer function
   when traffic between clients and resolvers is encrypted.  Many DNS
   privacy service operators still have need to inspect DNS traffic,
   e.g., to monitor for network security threats.  Operators may
   therefore need to invest in alternative means of monitoring that
   relies on either the resolver software directly, or exporting DNS
   traffic from the resolver using e.g., [dnstap].



   Optimization:



   When implementing alternative means for traffic monitoring, operators
   of a DNS privacy service should consider using privacy conscious
   means to do so (see section Section 5.2 for more details on data
   handling and also the discussion on the use of Bloom Filters in
   Appendix B.



5.1.8.  Limitations of fronting a DNS privacy service with a pure TLS
        proxy



   DNS Privacy Threats:



   o  Limited ability to manage or monitor incoming connections using
      DNS specific techniques.



   o  Misconfiguration (e.g., of the target server address in the proxy
      configuration) could lead to data leakage if the proxy to target
      server path is not encrypted.



   Optimization:



   Some operators may choose to implement DoT using a TLS proxy (e.g.
   [nginx], [haproxy], or [stunnel]) in front of a DNS nameserver
   because of proven robustness and capacity when handling large numbers
   of client connections, load balancing capabilities and good tooling.
   Currently, however, because such proxies typically have no specific
   handling of DNS as a protocol over TLS or DTLS using them can
   restrict traffic management at the proxy layer and at the DNS server.
   For example, all traffic received by a nameserver behind such a proxy
   will appear to originate from the proxy and DNS techniques such as
   ACLs, RRL, or DNS64 will be hard or impossible to implement in the
   nameserver.



   Operators may choose to use a DNS aware proxy such as [dnsdist] which
   offers custom options (similar to that proposed in
   [I-D.bellis-dnsop-xpf]) to add source information to packets to
   address this shortcoming.  It should be noted that such options
   potentially significantly increase the leaked information in the
   event of a misconfiguration.




5.2. Data at rest on the server


5.2.1. Data handling

   [RFC6973] Threats:



   o  Surveillance.



   o  Stored data compromise.



   o  Correlation.



   o  Identification.



   o  Secondary use.



   o  Disclosure.



   Other Threats



   o  Contravention of legal requirements not to process user data.



   Mitigations:



   The following are recommendations relating to common activities for
   DNS service operators and in all cases data retention should be
   minimized or completely avoided if possible for DNS privacy services.
   If data is retained it should be encrypted and either aggregated,
   pseudonymized, or anonymized whenever possible.  In general the
   principle of data minimization described in [RFC6973] should be
   applied.



   o  Transient data (e.g., that is used for real time monitoring and
      threat analysis which might be held only in memory) should be



      retained for the shortest possible period deemed operationally
      feasible.



   o  The retention period of DNS traffic logs should be only those
      required to sustain operation of the service and, to the extent
      that such exists, meet regulatory requirements.



   o  DNS privacy services should not track users except for the
      particular purpose of detecting and remedying technically
      malicious (e.g., DoS) or anomalous use of the service.



   o  Data access should be minimized to only those personnel who
      require access to perform operational duties.  It should also be
      limited to anonymized or pseudonymized data where operationally
      feasible, with access to full logs (if any are held) only
      permitted when necessary.



   Optimizations:



   o  Consider use of full disk encryption for logs and data capture
      storage.




5.2.2. Data minimization of network traffic

   Data minimization refers to collecting, using, disclosing, and
   storing the minimal data necessary to perform a task, and this can be
   achieved by removing or obfuscating privacy-sensitive information in
   network traffic logs.  This is typically personal data, or data that
   can be used to link a record to an individual, but may also include
   revealing other confidential information, for example on the
   structure of an internal corporate network.



   The problem of effectively ensuring that DNS traffic logs contain no
   or minimal privacy-sensitive information is not one that currently
   has a generally agreed solution or any standards to inform this
   discussion.  This section presents an overview of current techniques
   to simply provide reference on the current status of this work.



   Research into data minimization techniques (and particularly IP
   address pseudonymization/anonymization) was sparked in the late
   1990s/early 2000s, partly driven by the desire to share significant
   corpuses of traffic captures for research purposes.  Several
   techniques reflecting different requirements in this area and
   different performance/resource tradeoffs emerged over the course of
   the decade.  Developments over the last decade have been both a
   blessing and a curse; the large increase in size between an IPv4 and
   an IPv6 address, for example, renders some techniques impractical,
   but also makes available a much larger amount of input entropy, the
   better to resist brute force re-identification attacks that have
   grown in practicality over the period.



   Techniques employed may be broadly categorized as either
   anonymization or pseudonymization.  The following discussion uses the
   definitions from [RFC6973] Section 3, with additional observations
   from [van-Dijkhuizen-et-al.]



   o  Anonymization.  To enable anonymity of an individual, there must
      exist a set of individuals that appear to have the same
      attribute(s) as the individual.  To the attacker or the observer,
      these individuals must appear indistinguishable from each other.



   o  Pseudonymization.  The true identity is deterministically replaced
      with an alternate identity (a pseudonym).  When the
      pseudonymization schema is known, the process can be reversed, so
      the original identity becomes known again.



   In practice there is a fine line between the two; for example, how to
   categorize a deterministic algorithm for data minimization of IP
   addresses that produces a group of pseudonyms for a single given
   address.




5.2.3. IP address pseudonymization and anonymization methods

   A major privacy risk in DNS is connecting DNS queries to an
   individual and the major vector for this in DNS traffic is the client
   IP address.



   There is active discussion in the space of effective pseudonymization
   of IP addresses in DNS traffic logs, however there seems to be no
   single solution that is widely recognized as suitable for all or most
   use cases.  There are also as yet no standards for this that are
   unencumbered by patents.



   Appendix B provides a more detailed survey of various techniques
   employed or under development in 2019.



5.2.4.  Pseudonymization, anonymization, or discarding of other
        correlation data



   DNS Privacy Threats:



   o  Fingerprinting of the client OS via various means including: IP
      TTL/Hoplimit, TCP parameters (e.g., window size, ECN support,
      SACK), OS specific DNS query patterns (e.g., for network
      connectivity, captive portal detection, or OS specific updates).



   o  Fingerprinting of the client application or TLS library by, e.g.,
      HTTP headers (e.g., User-Agent, Accept, Accept-Encoding), TLS
      version/Cipher suite combinations, or other connection parameters.



   o  Correlation of queries on multiple TCP sessions originating from
      the same IP address.



   o  Correlating of queries on multiple TLS sessions originating from
      the same client, including via session resumption mechanisms.



   o  Resolvers _might_ receive client identifiers, e.g., MAC addresses
      in EDNS(0) options - some Customer-premises equipment (CPE)
      devices are known to add them [MAC-address-EDNS].



   Mitigations:



   o  Data minimization or discarding of such correlation data.




5.2.5. Cache snooping

   [RFC6973] Threats:



   o  Surveillance:



      *  Profiling of client queries by malicious third parties.



   Mitigations:



   o  See [ISC-Knowledge-database-on-cache-snooping] for an example
      discussion on defending against cache snooping.  Options proposed
      include limiting access to a server and limiting non-recursive
      queries.




5.3. Data sent onwards from the server

   In this section we consider both data sent on the wire in upstream
   queries and data shared with third parties.




5.3.1. Protocol recommendations

   [RFC6973] Threats:



   o  Surveillance:



      *  Transmission of identifying data upstream.



   Mitigations:



   As specified in [RFC8310] for DoT but applicable to any DNS Privacy
   services the server should:



   o  Implement QNAME minimization [RFC7816].



   o  Honor a SOURCE PREFIX-LENGTH set to 0 in a query containing the
      EDNS(0) Client Subnet (ECS) option ([RFC7871] Section 7.1.2).



   Optimizations:



   o  As per Section 2 of [RFC7871] the server should either:



      *  not use the ECS option in upstream queries at all, or



      *  offer alternative services, one that sends ECS and one that
         does not.



   If operators do offer a service that sends the ECS options upstream
   they should use the shortest prefix that is operationally feasible
   and ideally use a policy of allowlisting upstream servers to send ECS
   to in order to reduce data leakage.  Operators should make clear in
   any policy statement what prefix length they actually send and the
   specific policy used.



   Allowlisting has the benefit that not only does the operator know
   which upstream servers can use ECS but also allows the operator to
   decide which upstream servers apply privacy policies that the
   operator is happy with.  However some operators consider allowlisting
   to incur significant operational overhead compared to dynamic
   detection of ECS support on authoritative servers.



   Additional options:



   o  Aggressive Use of DNSSEC-Validated Cache [RFC8198] and [RFC8020]
      (NXDOMAIN: There Really Is Nothing Underneath) to reduce the
      number of queries to authoritative servers to increase privacy.



   o  Run a copy of the root zone on loopback [RFC8806] to avoid making
      queries to the root servers that might leak information.




5.3.2. Client query obfuscation

   Additional options:



   Since queries from recursive resolvers to authoritative servers are
   performed using cleartext (at the time of writing), resolver services
   need to consider the extent to which they may be directly leaking
   information about their client community via these upstream queries
   and what they can do to mitigate this further.  Note, that even when
   all the relevant techniques described above are employed there may
   still be attacks possible, e.g.  [Pitfalls-of-DNS-Encryption].  For
   example, a resolver with a very small community of users risks
   exposing data in this way and ought to obfuscate this traffic by
   mixing it with 'generated' traffic to make client characterization
   harder.  The resolver could also employ aggressive pre-fetch
   techniques as a further measure to counter traffic analysis.



   At the time of writing there are no standardized or widely recognized
   techniques to perform such obfuscation or bulk pre-fetches.



   Another technique that particularly small operators may consider is
   forwarding local traffic to a larger resolver (with a privacy policy
   that aligns with their own practices) over an encrypted protocol so
   that the upstream queries are obfuscated among those of the large
   resolver.




5.3.3. Data sharing

   [RFC6973] Threats:



   o  Surveillance.



   o  Stored data compromise.



   o  Correlation.



   o  Identification.



   o  Secondary use.



   o  Disclosure.



   DNS Privacy Threats:



   o  Contravention of legal requirements not to process user data.



   Mitigations:



   Operators should not share identifiable data with third-parties.



   If operators choose to share identifiable data with third-parties in
   specific circumstance they should publish the terms under which data
   is shared.



   Operators should consider including specific guidelines for the
   collection of aggregated and/or anonymized data for research
   purposes, within or outside of their own organization.  This can
   benefit not only the operator (through inclusion in novel research)
   but also the wider Internet community.  See the policy published by
   SURFnet [SURFnet-policy] on data sharing for research as an example.




6. Recursive operator Privacy Statement (RPS)

   To be compliant with this Best Common Practices document, a DNS
   recursive operator SHOULD publish a Recursive operator Privacy
   Statement (RPS).  Adopting the outline, and including the headings in
   the order provided, is a benefit to persons comparing RPSs from
   multiple operators.



   Appendix C provides a comparison of some existing policy and privacy
   statements.




6.1. Outline of an RPS

   The contents of Section 6.1.1 and Section 6.1.2 are non-normative,
   other than the order of the headings.  Material under each topic is
   present to assist the operator developing their own RPS and:



   o  Relates _only_ to matters around to the technical operation of DNS
      privacy services, and not on any other matters.



   o  Does not attempt to offer an exhaustive list for the contents of
      an RPS.



   o  Is not intended to form the basis of any legal/compliance
      documentation.



   Appendix D provides an example (also non-normative) of an RPS
   statement for a specific operator scenario.




6.1.1. Policy

   1.  Treatment of IP addresses.  Make an explicit statement that IP
       addresses are treated as personal data.



   2.  Data collection and sharing.  Specify clearly what data
       (including IP addresses) is:



       *  Collected and retained by the operator, and for what period it
          is retained.



       *  Shared with partners.



       *  Shared, sold, or rented to third-parties.



       and in each case whether it is aggregated, pseudonymized, or
       anonymized and the conditions of data transfer.  Where possible
       provide details of the techniques used for the above data
       minimizations.



   3.  Exceptions.  Specify any exceptions to the above, for example,
       technically malicious or anomalous behavior.



   4.  Associated entities.  Declare and explicitly enumerate any
       partners, third-party affiliations, or sources of funding.



   5.  Correlation.  Whether user DNS data is correlated or combined
       with any other personal information held by the operator.



   6.  Result filtering.  This section should explain whether the
       operator filters, edits or alters in any way the replies that it
       receives from the authoritative servers for each DNS zone, before
       forwarding them to the clients.  For each category listed below,
       the operator should also specify how the filtering lists are
       created and managed, whether it employs any third-party sources
       for such lists, and which ones.



       *  Specify if any replies are being filtered out or altered for
          network and computer security reasons (e.g., preventing
          connections to malware-spreading websites or botnet control
          servers).



       *  Specify if any replies are being filtered out or altered for
          mandatory legal reasons, due to applicable legislation or
          binding orders by courts and other public authorities.



       *  Specify if any replies are being filtered out or altered for
          voluntary legal reasons, due to an internal policy by the
          operator aiming at reducing potential legal risks.



       *  Specify if any replies are being filtered out or altered for
          any other reason, including commercial ones.




6.1.2. Practice

   [NOTE FOR RFC EDITOR: Please update this section to use letters for
   the sub-bullet points instead of numbers.  This was not done during
   review because the markdown tool used to write the document did not
   support it.]



   Communicate the current operational practices of the service.



   1.  Deviations.  Specify any temporary or permanent deviations from
       the policy for operational reasons.



   2.  Client facing capabilities.  With reference to each subsection of
       Section 5.1 provide specific details of which capabilities
       (transport, DNSSEC, padding, etc.) are provided on which client
       facing addresses/port combination or DoH URI template.  For
       Section 5.1.2, clearly specify which specific authentication
       mechanisms are supported for each endpoint that offers DoT:



       1.  The authentication domain name to be used (if any).



       2.  The SPKI pin sets to be used (if any) and policy for rolling
           keys.



   3.  Upstream capabilities.  With reference to section Section 5.3
       provide specific details of which capabilities are provided
       upstream for data sent to authoritative servers.



   4.  Support.  Provide contact/support information for the service.



   5.  Data Processing.  This section can optionally communicate links
       to and the high level contents of any separate statements the
       operator has published which cover applicable data processing
       legislation or agreements with regard to the location(s) of
       service provision.




6.2. Enforcement/accountability

   Transparency reports may help with building user trust that operators
   adhere to their policies and practices.



   Independent monitoring or analysis could be performed where possible
   of:



   o  ECS, QNAME minimization, EDNS(0) padding, etc.



   o  Filtering.



   o  Uptime.



   This is by analogy with several TLS or website analysis tools that
   are currently available e.g., [SSL-Labs] or [Internet.nl].



   Additionally operators could choose to engage the services of a third
   party auditor to verify their compliance with their published RPS.




7. IANA considerations

   None




8. Security considerations

   Security considerations for DNS over TCP are given in [RFC7766], many
   of which are generally applicable to session based DNS.  Guidance on
   operational requirements for DNS over TCP are also available in [I-
   D.dnsop-dns-tcp-requirements].  Security considerations for DoT are
   given in [RFC7858] and [RFC8310], those for DoH in [RFC8484].



   Security considerations for DNSSEC are given in [RFC4033], [RFC4034]
   and [RFC4035].
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      some further qualifications about content
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   o  Move section 6.2 to an appendix
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   o  Address IETF Last call comments.
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   o  Change all URIs to Informational References.
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   o  Final minor changes from second WGLC.
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   o  Remove some text on consent:



      *  Paragraph 2 in section 5.3.3



      *  Item 6 in the DROP Practice statement (and example)



   o  Remove .onion and TLSA options



   o  Include ACME as a reference for certificate management



   o  Update text on session resumption usage



   o  Update section 5.2.4 on client fingerprinting



   draft-ietf-dprive-bcp-op-04



   o  Change DPPPS to DROP (DNS Recursive Operator Privacy) statement



   o  Update structure of DROP slightly



   o  Add example DROP statement



   o  Add text about restricting access to full logs



   o  Move table in section 5.2.3 from SVG to inline table



   o  Fix many editorial and reference nits



   draft-ietf-dprive-bcp-op-03



   o  Add paragraph about operational impact



   o  Move DNSSEC requirement out of the Appendix into main text as a
      privacy threat that should be mitigated



   o  Add TLS version/Cipher suite as tracking threat



   o  Add reference to Mozilla TRR policy



   o  Remove several TODOs and QUESTIONS.



   draft-ietf-dprive-bcp-op-02



   o  Change 'open resolver' for 'public resolver'



   o  Minor editorial changes



   o  Remove recommendation to run a separate TLS 1.3 service



   o  Move TLSA to purely a optimization in Section 5.2.1



   o  Update reference on minimal DoH headers.



   o  Add reference on user switching provider after service issues in
      Section 5.1.4



   o  Add text in Section 5.1.6 on impact on operators.



   o  Add text on additional threat to TLS proxy use (Section 5.1.7)



   o  Add reference in Section 5.3.1 on example policies.



   draft-ietf-dprive-bcp-op-01



   o  Many minor editorial fixes



   o  Update DoH reference to RFC8484 and add more text on DoH



   o  Split threat descriptions into ones directly referencing RFC6973
      and other DNS Privacy threats



   o  Improve threat descriptions throughout



   o  Remove reference to the DNSSEC TLS Chain Extension draft until new
      version submitted.



   o  Clarify use of allowlisting for ECS



   o  Re-structure the DPPPS, add Result filtering section.



   o  Remove the direct inclusion of privacy policy comparison, now just
      reference dnsprivacy.org and an example of such work.



   o  Add an appendix briefly discussing DNSSEC



   o  Update affiliation of 1 author



   draft-ietf-dprive-bcp-op-00



   o  Initial commit of re-named document after adoption to replace
      draft-dickinson-dprive-bcp-op-01
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Appendix A. Documents

   This section provides an overview of some DNS privacy-related
   documents, however, this is neither an exhaustive list nor a
   definitive statement on the characteristic of the document.




A.1. Potential increases in DNS privacy

   These documents are limited in scope to communications between stub
   clients and recursive resolvers:



   o  'Specification for DNS over Transport Layer Security (TLS)'
      [RFC7858].



   o  'DNS over Datagram Transport Layer Security (DTLS)' [RFC8094].
      Note that this document has the Category of Experimental.



   o  'DNS Queries over HTTPS (DoH)' [RFC8484].



   o  'Usage Profiles for DNS over TLS and DNS over DTLS' [RFC8310].



   o  'The EDNS(0) Padding Option' [RFC7830] and 'Padding Policy for
      EDNS(0)' [RFC8467].



   These documents apply to recursive and authoritative DNS but are
   relevant when considering the operation of a recursive server:



   o  'DNS Query Name minimization to Improve Privacy' [RFC7816].




A.2. Potential decreases in DNS privacy

   These documents relate to functionality that could provide increased
   tracking of user activity as a side effect:



   o  'Client Subnet in DNS Queries' [RFC7871].



   o  'Domain Name System (DNS) Cookies' [RFC7873]).



   o  'Transport Layer Security (TLS) Session Resumption without Server-
      Side State' [RFC5077] referred to here as simply TLS session
      resumption.



   o  [RFC8446] Appendix C.4 describes Client Tracking Prevention in TLS
      1.3



   o  'A DNS Packet Capture Format' [RFC8618].



   o  Passive DNS [RFC8499].



   o  Section 8 of [RFC8484] outlines the privacy considerations of DoH.
      Note that (while that document advises exposing the minimal set of
      data needed to achieve the desired feature set) depending on the
      specifics of a DoH implementation there may be increased
      identification and tracking compared to other DNS transports.




A.3. Related operational documents

   o  'DNS Transport over TCP - Implementation Requirements' [RFC7766].



   o  'Operational requirements for DNS over TCP'
      [I-D.ietf-dnsop-dns-tcp-requirements].



   o  'The edns-tcp-keepalive EDNS0 Option' [RFC7828].



   o  'DNS Stateful Operations' [RFC8490].




Appendix B. IP address techniques

   The following table presents a high level comparison of various
   techniques employed or under development in 2019, and classifies them
   according to categorization of technique and other properties.  Both
   the specific techniques and the categorisations are described in more
   detail in the following sections.  The list of techniques includes
   the main techniques in current use, but does not claim to be
   comprehensive.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑+‑‑‑+‑‑‑‑+‑‑‑+‑‑‑‑+‑‑‑+‑‑‑+
| Categorization/Property   | GA | d | TC | C | TS | i | B |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑+‑‑‑+‑‑‑‑+‑‑‑+‑‑‑‑+‑‑‑+‑‑‑+
| Anonymization             | X  | X | X  |   |    |   | X |
| Pseudoanonymization       |    |   |    | X | X  | X |   |
| Format preserving         | X  | X | X  | X | X  | X |   |
| Prefix preserving         |    |   | X  | X | X  |   |   |
| Replacement               |    |   | X  |   |    |   |   |
| Filtering                 | X  |   |    |   |    |   |   |
| Generalization            |    |   |    |   |    |   | X |
| Enumeration               |    | X |    |   |    |   |   |
| Reordering/Shuffling      |    |   | X  |   |    |   |   |
| Random substitution       |    |   | X  |   |    |   |   |
| Cryptographic permutation |    |   |    | X | X  | X |   |
| IPv6 issues               |    |   |    |   | X  |   |   |
| CPU intensive             |    |   |    | X |    |   |   |
| Memory intensive          |    |   | X  |   |    |   |   |
| Security concerns         |    |   |    |   |    | X |   |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑+‑‑‑+‑‑‑‑+‑‑‑+‑‑‑‑+‑‑‑+‑‑‑+



                   Table 1: Classification of techniques



   Legend of techniques: GA = Google Analytics, d = dnswasher, TC =
   TCPdpriv, C = CryptoPAn, TS = TSA, i = ipcipher, B = Bloom filter



   The choice of which method to use for a particular application will
   depend on the requirements of that application and consideration of
   the threat analysis of the particular situation.



   For example, a common goal is that distributed packet captures must
   be in an existing data format such as PCAP [pcap] or C-DNS [RFC8618]
   that can be used as input to existing analysis tools.  In that case,
   use of a format-preserving technique is essential.  This, though, is
   not cost-free - several authors (e.g., [Brenker-and-Arnes] have
   observed that, as the entropy in an IPv4 address is limited, if an
   attacker can



   o  ensure packets are captured by the target and



   o  send forged traffic with arbitrary source and destination
      addresses to that target and



   o  obtain a de-identified log of said traffic from that target



   any format-preserving pseudonymization is vulnerable to an attack
   along the lines of a cryptographic chosen plaintext attack.




B.1. Categorization of techniques

   Data minimization methods may be categorized by the processing used
   and the properties of their outputs.  The following builds on the
   categorization employed in [RFC6235]:



   o  Format-preserving.  Normally when encrypting, the original data
      length and patterns in the data should be hidden from an attacker.
      Some applications of de-identification, such as network capture
      de-identification, require that the de-identified data is of the
      same form as the original data, to allow the data to be parsed in
      the same way as the original.



   o  Prefix preservation.  Values such as IP addresses and MAC
      addresses contain prefix information that can be valuable in
      analysis, e.g., manufacturer ID in MAC addresses, subnet in IP
      addresses.  Prefix preservation ensures that prefixes are de-
      identified consistently; e.g., if two IP addresses are from the
      same subnet, a prefix preserving de-identification will ensure
      that their de-identified counterparts will also share a subnet.
      Prefix preservation may be fixed (i.e. based on a user selected
      prefix length identified in advance to be preserved ) or general.



   o  Replacement.  A one-to-one replacement of a field to a new value
      of the same type, for example, using a regular expression.



   o  Filtering.  Removing or replacing data in a field.  Field data can
      be overwritten, often with zeros, either partially (truncation or
      reverse truncation) or completely (black-marker anonymization).



   o  Generalization.  Data is replaced by more general data with
      reduced specificity.  One example would be to replace all TCP/UDP
      port numbers with one of two fixed values indicating whether the
      original port was ephemeral (>=1024) or non-ephemeral (>1024).
      Another example, precision degradation, reduces the accuracy of
      e.g., a numeric value or a timestamp.



   o  Enumeration.  With data from a well-ordered set, replace the first
      data item data using a random initial value and then allocate
      ordered values for subsequent data items.  When used with
      timestamp data, this preserves ordering but loses precision and
      distance.



   o  Reordering/shuffling.  Preserving the original data, but
      rearranging its order, often in a random manner.



   o  Random substitution.  As replacement, but using randomly generated
      replacement values.



   o  Cryptographic permutation.  Using a permutation function, such as
      a hash function or cryptographic block cipher, to generate a
      replacement de-identified value.




B.2. Specific techniques


B.2.1. Google Analytics non-prefix filtering

   Since May 2010, Google Analytics has provided a facility
   [IP-Anonymization-in-Analytics] that allows website owners to request
   that all their users IP addresses are anonymized within Google
   Analytics processing.  This very basic anonymization simply sets to
   zero the least significant 8 bits of IPv4 addresses, and the least
   significant 80 bits of IPv6 addresses.  The level of anonymization
   this produces is perhaps questionable.  There are some analysis
   results [Geolocation-Impact-Assessement] which suggest that the
   impact of this on reducing the accuracy of determining the user's
   location from their IP address is less than might be hoped; the
   average discrepancy in identification of the user city for UK users
   is no more than 17%.



   Anonymization: Format-preserving, Filtering (trucation).




B.2.2. dnswasher

   Since 2006, PowerDNS have included a de-identification tool dnswasher
   [PowerDNS-dnswasher] with their PowerDNS product.  This is a PCAP
   filter that performs a one-to-one mapping of end user IP addresses
   with an anonymized address.  A table of user IP addresses and their
   de-identified counterparts is kept; the first IPv4 user addresses is
   translated to 0.0.0.1, the second to 0.0.0.2 and so on.  The de-
   identified address therefore depends on the order that addresses
   arrive in the input, and running over a large amount of data the
   address translation tables can grow to a significant size.



   Anonymization: Format-preserving, Enumeration.




B.2.3. Prefix-preserving map

   Used in [TCPdpriv], this algorithm stores a set of original and
   anonymised IP address pairs.  When a new IP address arrives, it is
   compared with previous addresses to determine the longest prefix
   match.  The new address is anonymized by using the same prefix, with
   the remainder of the address anonymized with a random value.  The use
   of a random value means that TCPdpriv is not deterministic; different
   anonymized values will be generated on each run.  The need to store
   previous addresses means that TCPdpriv has significant and unbounded
   memory requirements, and because of the need to allocated anonymized
   addresses sequentially cannot be used in parallel processing.



   Anonymization: Format-preserving, prefix preservation (general).




B.2.4. Cryptographic Prefix-Preserving Pseudonymization

   Cryptographic prefix-preserving pseudonymization was originally
   proposed as an improvement to the prefix-preserving map implemented
   in TCPdpriv, described in [Xu-et-al.] and implemented in the
   [Crypto-PAn] tool.  Crypto-PAn is now frequently used as an acronym
   for the algorithm.  Initially it was described for IPv4 addresses
   only; extension for IPv6 addresses was proposed in [Harvan].  This
   uses a cryptographic algorithm rather than a random value, and thus
   pseudonymity is determined uniquely by the encryption key, and is
   deterministic.  It requires a separate AES encryption for each output
   bit, so has a non-trivial calculation overhead.  This can be
   mitigated to some extent (for IPv4, at least) by pre-calculating
   results for some number of prefix bits.



   Pseudonymization: Format-preserving, prefix preservation (general).




B.2.5. Top-hash Subtree-replicated Anonymization

   Proposed in [Ramaswamy-and-Wolf], Top-hash Subtree-replicated
   Anonymization (TSA) originated in response to the requirement for
   faster processing than Crypto-PAn.  It used hashing for the most
   significant byte of an IPv4 address, and a pre-calculated binary tree
   structure for the remainder of the address.  To save memory space,
   replication is used within the tree structure, reducing the size of
   the pre-calculated structures to a few Mb for IPv4 addresses.
   Address pseudonymization is done via hash and table lookup, and so
   requires minimal computation.  However, due to the much increased
   address space for IPv6, TSA is not memory efficient for IPv6.



   Pseudonymization: Format-preserving, prefix preservation (general).




B.2.6. ipcipher

A recently‑released proposal from PowerDNS, ipcipher [ipcipher1]
[ipcipher2]  is a simple pseudonymization technique for IPv4 and IPv6
addresses.  IPv6 addresses are encrypted directly with AES‑128 using
a key (which may be derived from a passphrase).  IPv4 addresses are
similarly encrypted, but using a recently proposed encryption
[ipcrypt] suitable for 32bit block lengths.  However, the author of
ipcrypt has since indicated [ipcrypt‑analysis] that it has low
security, and further analysis has revealed it is vulnerable to
attack.



   Pseudonymization: Format-preserving, cryptographic permutation.




B.2.7. Bloom filters

   van Rijswijk-Deij et al.  have recently described work using Bloom
   filters [Bloom-filter] to categorize query traffic and record the
   traffic as the state of multiple filters.  The goal of this work is
   to allow operators to identify so-called Indicators of Compromise
   (IOCs) originating from specific subnets without storing information
   about, or be able to monitor the DNS queries of an individual user.
   By using a Bloom filter, it is possible to determine with a high
   probability if, for example, a particular query was made, but the set
   of queries made cannot be recovered from the filter.  Similarly, by
   mixing queries from a sufficient number of users in a single filter,
   it becomes practically impossible to determine if a particular user
   performed a particular query.  Large numbers of queries can be
   tracked in a memory-efficient way.  As filter status is stored, this
   approach cannot be used to regenerate traffic, and so cannot be used
   with tools used to process live traffic.



   Anonymized: Generalization.




Appendix C. Current policy and privacy statements

   A tabular comparison of policy and privacy statements from various
   DNS Privacy service operators based loosely on the proposed RPS
   structure can be found at [policy-comparison].  The analysis is based
   on the data available in December 2019.



   We note that the existing set of policies vary widely in style,
   content and detail and it is not uncommon for the full text for a
   given operator to equate to more than 10 pages of moderate font sized
   A4 text.  It is a non-trivial task today for a user to extract a
   meaningful overview of the different services on offer.



   It is also noted that Mozilla have published a DoH resolver policy
   [DoH-resolver-policy], which describes the minimum set of policy
   requirements that a party must satisfy to be considered as a
   potential partner for Mozilla's Trusted Recursive Resolver (TRR)
   program.




Appendix D. Example RPS

   The following example RPS is very loosely based on some elements of
   published privacy statements for some public resolvers, with
   additional fields populated to illustrate the what the full contents
   of an RPS might look like.  This should not be interpreted as



   o  having been reviewed or approved by any operator in any way



   o  having any legal standing or validity at all



   o  being complete or exhaustive



   This is a purely hypothetical example of an RPS to outline example
   contents - in this case for a public resolver operator providing a
   basic DNS Privacy service via one IP address and one DoH URI with
   security based filtering.  It does aim to meet minimal compliance as
   specified in Section 5.




D.1. Policy

   1.  Treatment of IP addresses.  Many nations classify IP addresses as
       personal data, and we take a conservative approach in treating IP
       addresses as personal data in all jurisdictions in which our
       systems reside.



   2.  Data collection and sharing.



       1.  IP addresses.  Our normal course of data management does not
           have any IP address information or other personal data logged
           to disk or transmitted out of the location in which the query
           was received.  We may aggregate certain counters to larger
           network block levels for statistical collection purposes, but
           those counters do not maintain specific IP address data nor
           is the format or model of data stored capable of being
           reverse-engineered to ascertain what specific IP addresses
           made what queries.



       2.  Data collected in logs.  We do keep some generalized location
           information (at the city/metropolitan area level) so that we
           can conduct debugging and analyze abuse phenomena.  We also
           use the collected information for the creation and sharing of
           telemetry (timestamp, geolocation, number of hits, first
           seen, last seen) for contributors, public publishing of
           general statistics of system use (protections, threat types,
           counts, etc.)  When you use our DNS Services, here is the
           full list of items that are included in our logs:



           +  Request domain name, e.g., example.net



           +  Record type of requested domain, e.g., A, AAAA, NS, MX,
              TXT, etc.



+  Transport protocol on which the request arrived, i.e. UDP,
   TCP, DoT,
   DoH



           +  Origin IP general geolocation information: i.e. geocode,
              region ID, city ID, and metro code



           +  IP protocol version - IPv4 or IPv6



           +  Response code sent, e.g., SUCCESS, SERVFAIL, NXDOMAIN,
              etc.



           +  Absolute arrival time using a precision in ms



           +  Name of the specific instance that processed this request



           +  IP address of the specific instance to which this request
              was addressed (no relation to the requestor's IP address)



           We may keep the following data as summary information,
           including all the above EXCEPT for data about the DNS record
           requested:



           +  Currently-advertised BGP-summarized IP prefix/netmask of
              apparent client origin



           +  Autonomous system number (BGP ASN) of apparent client
              origin



           All the above data may be kept in full or partial form in
           permanent archives.



       3.  Sharing of data.  Except as described in this document, we do
           not intentionally share, sell, or rent individual personal
           information associated with the requestor (i.e. source IP
           address or any other information that can positively identify
           the client using our infrastructure) with anyone without your
           consent.  We generate and share high level anonymized
           aggregate statistics including threat metrics on threat type,
           geolocation, and if available, sector, as well as other
           vertical metrics including performance metrics on our DNS
           Services (i.e. number of threats blocked, infrastructure
           uptime) when available with our threat intelligence (TI)
           partners, academic researchers, or the public.  Our DNS
           Services share anonymized data on specific domains queried
           (records such as domain, timestamp, geolocation, number of
           hits, first seen, last seen) with our threat intelligence
           partners.  Our DNS Services also builds, stores, and may
           share certain DNS data streams which store high level
           information about domain resolved, query types, result codes,
           and timestamp.  These streams do not contain IP address
           information of requestor and cannot be correlated to IP
           address or other personal data.  We do not and never will
           share any of its data with marketers, nor will it use this
           data for demographic analysis.



   3.  Exceptions.  There are exceptions to this storage model: In the
       event of actions or observed behaviors which we deem malicious or
       anomalous, we may utilize more detailed logging to collect more
       specific IP address data in the process of normal network defence
       and mitigation.  This collection and transmission off-site will
       be limited to IP addresses that we determine are involved in the
       event.



   4.  Associated entities.  Details of our Threat Intelligence partners
       can be found at our website page (insert link).



   5.  Correlation of Data.  We do not correlate or combine information
       from our logs with any personal information that you have
       provided us for other services, or with your specific IP address.



   6.  Result filtering.



       1.  Filtering.  We utilise cyber threat intelligence about
           malicious domains from a variety of public and private
           sources and blocks access to those malicious domains when
           your system attempts to contact them.  An NXDOMAIN is
           returned for blocked sites.



           1.  Censorship.  We will not provide a censoring component
               and will limit our actions solely to the blocking of
               malicious domains around phishing, malware, and exploit
               kit domains.



           2.  Accidental blocking.  We implement allowlisting
               algorithms to make sure legitimate domains are not
               blocked by accident.  However, in the rare case of
               blocking a legitimate domain, we work with the users to
               quickly allowlist that domain.  Please use our support
               form (insert link) if you believe we are blocking a
               domain in error.




D.2. Practice

   1.  Deviations from Policy.  None in place since (insert date).



   2.  Client facing capabilities.



       1.  We offer UDP and TCP DNS on port 53 on (insert IP address)



       2.  We offer DNS over TLS as specified in RFC7858 on (insert IP
           address).  It is available on port 853 and port 443.  We also
           implement RFC7766.



           1.  The DoT authentication domain name used is (insert domain
               name).



           2.  We do not publish SPKI pin sets.



       3.  We offer DNS over HTTPS as specified in RFC8484 on (insert
           URI template).



       4.  Both services offer TLS 1.2 and TLS 1.3.



       5.  Both services pad DNS responses according to RFC8467.



       6.  Both services provide DNSSEC validation.



   3.  Upstream capabilities.



       1.  Our servers implement QNAME minimization.



       2.  Our servers do not send ECS upstream.



   4.  Support.  Support information for this service is available at
       (insert link).



   5.  Data Processing.  We operate as the legal entity (insert entity)
       registered in (insert country); as such we operate under (insert
       country/region) law.  Our separate statement regarding the
       specifics of our data processing policy, practice, and agreements
       can be found here (insert link).
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Abstract

   This document describes the use of QUIC to provide transport privacy
   for DNS.  The encryption provided by QUIC has similar properties to
   that provided by TLS, while QUIC transport eliminates the head-of-
   line blocking issues inherent with TCP and provides more efficient
   error corrections than UDP.  DNS over QUIC (DoQ) has privacy
   properties similar to DNS over TLS (DoT) specified in RFC7858, and
   latency characteristics similar to classic DNS over UDP.




Status of This Memo

   This Internet-Draft is submitted in full conformance with the
   provisions of BCP 78 and BCP 79.



   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF).  Note that other groups may also distribute
   working documents as Internet-Drafts.  The list of current Internet-
   Drafts is at https://datatracker.ietf.org/drafts/current/.



   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
   time.  It is inappropriate to use Internet-Drafts as reference
   material or to cite them other than as "work in progress."



   This Internet-Draft will expire on October 29, 2020.




Copyright Notice

   Copyright (c) 2020 IETF Trust and the persons identified as the
   document authors.  All rights reserved.



   This document is subject to BCP 78 and the IETF Trust's Legal
   Provisions Relating to IETF Documents
   (https://trustee.ietf.org/license-info) in effect on the date of
   publication of this document.  Please review these documents
   carefully, as they describe your rights and restrictions with respect
   to this document.  Code Components extracted from this document must
   include Simplified BSD License text as described in Section 4.e of
   the Trust Legal Provisions and are provided without warranty as
   described in the Simplified BSD License.
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1. Introduction

   Domain Name System (DNS) concepts are specified in "Domain names -
   concepts and facilities" [RFC1034].  The transmission of DNS queries
   and responses over UDP and TCP is specified in "Domain names -
   implementation and specification" [RFC1035].  This document presents
   a mapping of the DNS protocol over the QUIC transport
   [I-D.ietf-quic-transport] [I-D.ietf-quic-tls].  DNS over QUIC is
   referred here as DoQ, in line with the "Terminology for DNS
   Transports and Location" [I-D.ietf-dnsop-terminology-ter].  The goals
   of the DoQ mapping are:



   1.  Provide the same DNS privacy protection as DNS over TLS (DoT)
       [RFC7858].  This includes an option for the client to
       authenticate the server by means of an authentication domain name
       as specified in "Usage Profiles for DNS over TLS and DNS over
       DTLS" [RFC8310].



   2.  Provide an improved level of source address validation for DNS
       servers compared to classic DNS over UDP.



   3.  Provide a transport that is not constrained by path MTU
       limitations on the size of DNS responses it can send.



   4.  Explore the characteristics of using QUIC as a DNS transport,
       versus other solutions like DNS over UDP [RFC1035], DoT
       [RFC7858], or DNS over HTTPS (DoH) [RFC8484].



   In order to achieve these goals, the focus of this document is
   limited to the "stub to recursive resolver" scenario also addressed
   by DoT [RFC7858].  That is, the protocol described here works for
   queries and responses between stub clients and recursive servers.
   The specific non-goals of this document are:



   1.  No attempt is made to support AXFR "DNS Zone Transfer Protocol
       (AXFR)" [RFC5936] or IXFR "Incremental Zone Transfer in DNS"
       [RFC1885], as these mechanisms are not relevant to the stub to
       recursive resolver scenario.



   2.  No attempt is made to evade potential blocking of DNS over QUIC
       traffic by middleboxes.



   3.  No attempt to support server initiated transactions, are these
       are not relevant for the "stub to recursive resolver" scenario,
       see Section 3.5.



   Users interested in zone transfers should continue using TCP based
   solutions and will also want to take note of work in progress to
   support "DNS Zone Transfer-over-TLS" [I-D.ietf-dprive-xfr-over-tls].



   Specifying the transmission of an application over QUIC requires
   specifying how the application's messages are mapped to QUIC streams,
   and generally how the application will use QUIC.  This is done for
   HTTP in "Hypertext Transfer Protocol Version 3
   (HTTP/3)"[I-D.ietf-quic-http].  The purpose of this document is to
   define the way DNS messages can be transmitted over QUIC.



   In this document, Section 3 presents the reasoning that guided the
   proposed design.  Section 4 specifies the actual mapping of DoQ.
   Section 5 presents guidelines on the implementation, usage and
   deployment of DoQ.




2. Key Words

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
   document are to be interpreted as described in BCP 14 [RFC8174].




3. Design Considerations

   This section and its subsection present the design guidelines that
   were used for DoQ.  This section is informative in nature.




3.1. Scope is Limited to the Stub to Resolver Scenario

   Usage scenarios for the DNS protocol can be broadly classified in
   three groups: stub to recursive resolver, recursive resolver to
   authoritative server, and server to server.  This design focuses only
   on the "stub to recursive resolver" scenario following the approach
   taken in DoT [RFC7858] and "Usage Profiles for DNS over TLS and DNS
   over DTLS" [RFC8310].



   QUESTION: Should this document specify any aspects of configuration
   of discoverability differently to DoT?



   No attempt is made to address the recursive to authoritative
   scenarios.  Authoritative resolvers are discovered dynamically
   through NS records.  It is noted that at the time of writing work is
   ongoing in the DPRIVE working group to attempt to address the
   analogous problem for DoT [I-D.ietf-dprive-phase2-requirements].  In
   the absence of an agreed way for authoritative to signal support for
   QUIC transport, recursive resolvers would have to resort to some
   trial and error process.  At this stage of QUIC deployment, this
   would be mostly errors, and does not seem attractive.  This could
   change in the future.



   The DNS protocol is also used for zone transfers.  In the AXFR zone
   transfer scenario [RFC5936], the client emits a single AXFR query,
   and the server responds with a series of AXFR responses.  This
   creates a unique profile, in which a query results in several
   responses.  Supporting that profile would complicate the mapping of
   DNS queries over QUIC streams.  Zone transfers are not used in the
   stub to recursive scenario that is the focus here, and seem to be
   currently well served by using DNS over TCP.  There is no attempt to
   support either AXFR or IXFR in this proposed mapping of DNS to QUIC.




3.2. Provide DNS Privacy

   DoT [RFC7858] defines how to mitigate some of the issues described in
   "DNS Privacy Considerations" [RFC7626] by specifying how to transmit
   DNS messages over TLS.  The "Usage Profiles for DNS over TLS and DNS
   over DTLS" [RFC8310] specify Strict and Opportunistic Usage Profiles
   for DoT including how stub resolvers can authenticate recursive
   resolvers.



   QUIC connection setup includes the negotiation of security parameters
   using TLS, as specified in "Using TLS to Secure QUIC"
   [I-D.ietf-quic-tls], enabling encryption of the QUIC transport.
   Transmitting DNS messages over QUIC will provide essentially the same
   privacy protections as DoT [RFC7858] including Strict and
   Opportunistic Usage Profiles [RFC8310].  Further discussion on this
   is provided in Section 7.




3.3. Design for Minimum Latency

   QUIC is specifically designed to reduce the delay between HTTP
   queries and HTTP responses.  This is achieved through three main
   components:



   1.  Support for 0-RTT data during session resumption.



   2.  Support for advanced error recovery procedures as specified in
       "QUIC Loss Detection and Congestion Control"
       [I-D.ietf-quic-recovery].



   3.  Mitigation of head-of-line blocking by allowing parallel delivery
       of data on multiple streams.



   This mapping of DNS to QUIC will take advantage of these features in
   three ways:



   1.  Optional support for sending 0-RTT data during session resumption
       (the security and privacy implications of this are discussed in
       later sections).



   2.  Long-lived QUIC connections over which multiple DNS transactions
       are performed, generating the sustained traffic required to
       benefit from advanced recovery features.



   3.  Fast resumption of QUIC connections to manage the disconnect-on-
       idle feature of QUIC without incurring retransmission time-outs.



   4.  Mapping of each DNS Query/Response transaction to a separate
       stream, to mitigate head-of-line blocking.  This enables servers
       to respond to queries "out of order".  It also enables clients to
       process responses as soon as they arrive, without having to wait
       for in order delivery of responses previously posted by the
       server.



   These considerations will be reflected in the mapping of DNS traffic
   to QUIC streams in Section 4.2.




3.4. No Specific Middlebox Bypass Mechanism

   The mapping of DNS over QUIC is defined for minimal overhead and
   maximum performance.  This means a different traffic profile than
   HTTP3 over QUIC.  This difference can be noted by firewalls and
   middleboxes.  There may be environments in which HTTP3 over QUIC will
   be able to pass through, but DoQ will be blocked by these middle
   boxes.




3.5. No Server Initiated Transactions

   As stated in Section 1, this document does not specify support for
   server initiated transactions because these are not relevant for the
   "stub to recursive resolver" scenario.  Note that "DNS Stateful
   Operations" (DSO) [RFC8490] are only applicable for DNS over TCP and
   DNS over TLS.  DSO is not applicable to DNS over HTTP since HTTP has
   its own mechanism for managing sessions, and this is incompatible
   with the DSO; the same is true for DNS over QUIC.




4. Specifications


4.1. Connection Establishment

   DoQ connections are established as described in the QUIC transport
   specification [I-D.ietf-quic-transport].  During connection
   establishment, DoQ support is indicated by selecting the ALPN token
   "doq" in the crypto handshake.




4.1.1. Draft Version Identification

   *RFC Editor's Note:* Please remove this section prior to publication
   of a final version of this document.



   Only implementations of the final, published RFC can identify
   themselves as "doq".  Until such an RFC exists, implementations MUST
   NOT identify themselves using this string.



   Implementations of draft versions of the protocol MUST add the string
   "-" and the corresponding draft number to the identifier.  For
   example, draft-ietf-dprive-dnsoquic-00 is identified using the string
   "doq-i00".




4.1.2. Port Selection

   By default, a DNS server that supports DoQ MUST listen for and accept
   QUIC connections on the dedicated UDP port TBD (number to be defined
   in Section 8), unless it has mutual agreement with its clients to use
   a port other than TBD for DoQ.  In order to use a port other than
   TBD, both clients and servers would need a configuration option in
   their software.



   By default, a DNS client desiring to use DoQ with a particular server
   MUST establish a QUIC connection to UDP port TBD on the server,
   unless it has mutual agreement with its server to use a port other
   than port TBD for DoQ.  Such another port MUST NOT be port 53 or port
   853.  This recommendation against use of port 53 for DoQ is to avoid
   confusion between DoQ and the use of DNS over UDP [RFC1035].
   Similarly, using port 853 would cause confusion between DoQ and DNS
   over DTLS [RFC8094].




4.2. Stream Mapping and Usage

   The mapping of DNS traffic over QUIC streams takes advantage of the
   QUIC stream features detailed in Section 2 of the QUIC transport
   specification [I-D.ietf-quic-transport].



   The stub to resolver DNS traffic follows a simple pattern in which
   the client sends a query, and the server provides a response.  This
   design specifies that for each subsequent query on a QUIC connection
   the client MUST select the next available client-initiated
   bidirectional stream, in conformance with the QUIC transport
   specification [I-D.ietf-quic-transport].



   The client MUST send the DNS query over the selected stream, and MUST
   indicate through the STREAM FIN mechanism that no further data will
   be sent on that stream.



   The server MUST send the response on the same stream, and MUST
   indicate through the STREAM FIN mechanism that no further data will
   be sent on that stream.



   Therefore, a single client initiated DNS transaction consumes a
   single stream.  This means that the client's first query occurs on
   QUIC stream 0, the second on 4, and so on.




4.2.1. Transaction Errors

   Peers normally complete transactions by sending a DNS response on the
   transaction's stream, including cases where the DNS response
   indicates a DNS error.  For example, a Server Failure (SERVFAIL,
   [RFC1035]) SHOULD be notified to the initiator of the transaction by
   sending back a response with the Response Code set to SERVFAIL.



   If a peer is incapable of sending a DNS response due to an internal
   error, it may issue a QUIC Stream Reset with error code
   DOQ_INTERNAL_ERROR.  The corresponding transaction MUST be abandoned.




4.3. DoQ Error Codes

   The following error codes are defined for use when abruptly
   terminating streams, aborting reading of streams, or immediately
   closing connections:



DOQ_NO_ERROR (0x00):  No error.  This is used when the connection or
   stream needs to be closed, but there is no error to signal.

DOQ_INTERNAL_ERROR (0x01):  The DoQ implementation encountered an
   internal error and is incapable of pursuing the transaction or the
   connection.

DOQ_TRANSPORT_PARAMETER_ERROR (0x02):  One or some of the transport
   parameters proposed by the peer are not acceptable.




4.4. Connection Management

   Section 10 of the QUIC transport specification
   [I-D.ietf-quic-transport] specifies that connections can be closed in
   three ways:



   o  idle timeout



   o  immediate close



   o  stateless reset



   Clients and servers implementing DNS over QUIC SHOULD negotiate use
   of the idle timeout.  Closing on idle timeout is done without any
   packet exchange, which minimizes protocol overhead.  Per section 10.2
   of the QUIC transport specification, the effective value of the idle
   timeout is computed as the minimum of the values advertised by the
   two endpoints.  Practical considerations on setting the idle timeout
   are discussed in Section 5.6.2.



   Clients SHOULD monitor the idle time incurred on their connection to
   the server, defined by the time spent since the last packet from the
   server has been received.  When a client prepares to send a new DNS
   query to the server, it will check whether the idle time is
   sufficient lower than the idle timer.  If it is, the client will send
   the DNS query over the existing connection.  If not, the client will
   establish a new connection and send the query over that connection.



   Clients MAY discard their connection to the server before the idle
   timeout expires.  If they do that, they SHOULD close the connection
   explicitly, using QUIC's CONNECTION_CLOSE mechanisms, and indicating
   the Application reason "No Error".



   Clients and servers MAY close the connection for a variety of other
   reasons, indicated using QUIC's CONNECTION_CLOSE.  Client and servers
   that send packets over a connection discarded by their peer MAY
   receive a stateless reset indication.  If a connection fails, all
   queries in progress over the connection MUST be considered failed,
   and a Server Failure (SERVFAIL, [RFC1035]) SHOULD be notified to the
   initiator of the transaction.




4.5. Connection Resume and 0-RTT

   A stub resolver MAY take advantage of the connection resume
   mechanisms supported by QUIC transport [I-D.ietf-quic-transport] and
   QUIC TLS [I-D.ietf-quic-tls].  Stub resolvers SHOULD consider
   potential privacy issues associated with session resume before
   deciding to use this mechanism.  These privacy issues are detailed in
   Section 7.2.



   When resuming a session, a stub resolver MAY take advantage of the
   0-RTT mechanism supported by QUIC.  The 0-RTT mechanism MUST NOT be
   used to send data that is not "replayable" transactions.  For
   example, a stub resolver MAY transmit a Query as 0-RTT, but MUST NOT
   transmit an Update.




4.6. Message Sizes

   DoQ Queries and Responses are sent on QUIC streams, which in theory
   can carry up to 2^62 bytes.  However, DNS messages are restricted in
   practice to a maximum size of 65535 bytes.  This maximum size is
   enforced by the use of a two-octet message length field in DNS over
   TCP [RFC1035] and DNS over TLS [RFC7858], and by the definition of
   the "application/dns-message" for DNS over HTTP [RFC8484].  DoQ
   enforces the same restriction.



   The maximum size of messages is controlled in QUIC by the transport
   parameters:



   o  initial_max_stream_data_bidi_local: when set by the client,
      specifies the amount of data that servers can send on a "response"
      stream without waiting for a MAX_STREAM_DATA frame.



   o  initial_max_stream_data_bidi_remote: when set by the server,
      specifies the amount of data that clients can send on a "query"
      stream without waiting for a MAX_STREAM_DATA frame.



   Clients and servers MUST set these two parameters to the value 65535.
   If they receive a different value, they SHOULD close the QUIC
   connection with an application error "Invalid Parameter".



   The Extension Mechanisms for DNS (EDNS) [RFC6891] allow peers to
   specify the UDP message size.  This parameter is ignored by DoQ.  DoQ
   implementations always assume that the maximum message size is 65535
   bytes.




5. Implementation Requirements


5.1. Authentication

   For the stub to recursive resolver scenario, the authentication
   requirements are the same as described in DoT [RFC7858] and "Usage
   Profiles for DNS over TLS and DNS over DTLS" [RFC8310].  There is no
   need to authenticate the client's identity in either scenario.




5.2. Fall Back to Other Protocols on Connection Failure

   If the establishment of the DoQ connection fails, clients SHOULD
   attempt to fall back to DoT and then potentially clear text, as
   specified in DoT [RFC7858] and "Usage Profiles for DNS over TLS and
   DNS over DTLS" [RFC8310], depending on their privacy profile.



   DNS clients SHOULD remember server IP addresses that don't support
   DoQ, including timeouts, connection refusals, and QUIC handshake
   failures, and not request DoQ from them for a reasonable period (such
   as one hour per server).  DNS clients following an out-of-band key-
   pinned privacy profile ([RFC7858]) MAY be more aggressive about
   retrying DoQ connection failures.




5.3. Address Validation

   Section 8 of the QUIC transport specification
   [I-D.ietf-quic-transport] defines Address Validation procedures to
   avoid servers being used in address amplification attacks.  DoQ
   implementations MUST conform to this specification, which limits the
   worst case amplification to a factor 3.



   DoQ implementations SHOULD consider configuring servers to use the
   Address Validation using Retry Packets procedure defined in section
   8.1.2 of the QUIC transport specification [I-D.ietf-quic-transport]).
   This procedure imposes a 1-RTT delay for verifying the return
   routability of the source address of a client, similar to the DNS
   Cookies mechanism [RFC7873].



   DoQ implementations that configure Address Validation using Retry
   Packets SHOULD implement the Address Validation for Future
   Connections procedure defined in section 8.1.3 of the QUIC transport
   specification [I-D.ietf-quic-transport]).  This defines how servers
   can send NEW TOKEN frames to clients after the client address is
   validated, in order to avoid the 1-RTT penalty during subsequent
   connections by the client from the same address.




5.4. DNS Message IDs

   When sending queries over a QUIC connection, the DNS Message ID MUST
   be set to zero.




5.5. Padding

   There are mechanisms specified for padding individual DNS messages in
   "The EDNS(0) Padding Option" [RFC7830] and for padding within QUIC
   packets (see Section 8.6 of the QUIC transport specification
   [I-D.ietf-quic-transport]).



   Implementations SHOULD NOT use DNS options for padding individual DNS
   messages, because QUIC transport MAY transmit multiple STREAM frames
   containing separate DNS messages in a single QUIC packet.  Instead,
   implementations SHOULD use QUIC PADDING frames to align the packet
   length to a small set of fixed sizes, aligned with the
   recommendations of the "Padding Policies for Extension Mechanisms for
   DNS (EDNS(0))" [RFC8467].




5.6. Connection Handling

   "DNS Transport over TCP - Implementation Requirements" [RFC7766]
   provides updated guidance on DNS over TCP, some of which is
   applicable to DoQ.  This section attempts to specify which and how
   those considerations apply to DoQ.




5.6.1. Connection Reuse

   Historic implementations of DNS stub resolvers are known to open and
   close TCP connections for each DNS query.  To avoid excess QUIC
   connections, each with a single query, clients SHOULD reuse a single
   QUIC connection to the recursive resolver.



   In order to achieve performance on par with UDP, DNS clients SHOULD
   send their queries concurrently over the QUIC streams on a QUIC
   connection.  That is, when a DNS client sends multiple queries to a
   server over a QUIC connection, it SHOULD NOT wait for an outstanding
   reply before sending the next query.




5.6.2. Resource Management and Idle Timeout Values

   Proper management of established and idle connections is important to
   the healthy operation of a DNS server.  An implementation of DoQ
   SHOULD follow best practices similar to those specified for DNS over
   TCP [RFC7766], in particular with regard to:



   o  Concurrent Connections (Section 6.2.2)



   o  Security Considerations (Section 10)



   Failure to do so may lead to resource exhaustion and denial of
   service.



   Clients that want to maintain long duration DoQ connections SHOULD
   use the idle timeout mechanisms defined in Section 10.2 of the QUIC
   transport specification [I-D.ietf-quic-transport].  Clients and
   servers MUST NOT send the edns-tcp-keepalive EDNS(0) Option [RFC7828]
   in any messages sent on a DoQ connection (because it is specific to
   the use of TCP/TLS as a transport).  If any message sent on a DoQ
   connection contains an edns-tcp-keepalive EDNS(0) Option, this is a
   fatal error and the recipient of the defective message MUST forcibly
   abort the connection immediately.



   This document does not make specific recommendations for timeout
   values on idle connections.  Clients and servers should reuse and/or
   close connections depending on the level of available resources.
   Timeouts may be longer during periods of low activity and shorter
   during periods of high activity.



   Clients that are willing to use QUIC's 0-RTT mechanism can
   reestablish connections and send transactions on the new connection
   with minimal delay overhead.  These clients MAY chose low values of
   the idle timer.




5.7. Processing Queries in Parallel

   As specified in Section 7 of "DNS Transport over TCP - Implementation
   Requirements" [RFC7766], resolvers are RECOMMENDED to support the
   preparing of responses in parallel and sending them out of order.  In
   DoQ, they do that by sending responses on their specific stream as
   soon as possible, without waiting for availability of responses for
   previously opened streams.




5.8. Flow Control Mechanisms

   Servers and Clients manage flow control as specified in QUIC.



   Servers MAY use the "maximum stream ID" option of the QUIC transport
   to limit the number of streams opened by the client.  This mechanism
   will effectively limit the number of DNS queries that a client can
   send on a single DoQ connection.




6. Security Considerations

   The security considerations of DoQ should be comparable to those of
   DoT [RFC7858].




7. Privacy Considerations

   DoQ is specifically designed to protect the DNS traffic between stub
   and resolver from observations by third parties, and thus protect the
   privacy of queries sent by the stub.  However, the recursive resolver
   has full visibility of the stub's traffic, and could be used as an
   observation point, as discussed in the revision of "DNS Privacy
   Considerations" [I-D.ietf-dprive-rfc7626-bis].  These considerations
   do not differ between DoT and DoQ and are not discussed further here.
   QUIC incorporates the mechanisms of TLS 1.3 [RFC8446] and this
   enables QUIC transmission of "0-RTT" data.  This can provide
   interesting latency gains, but it raises two concerns:



   1.  Adversaries could replay the 0-RTT data and infer its content
       from the behavior of the receiving server.



   2.  The 0-RTT mechanism relies on TLS resume, which can provide
       linkability between successive client sessions.



   These issues are developed in Section 7.1 and Section 7.2.




7.1. Privacy Issues With 0-RTT data

   The 0-RTT data can be replayed by adversaries.  That data may trigger
   queries by a recursive resolver to authoritative resolvers.
   Adversaries may be able to pick a time at which the recursive
   resolver outgoing traffic is observable, and thus find out what name
   was queried for in the 0-RTT data.



   This risk is in fact a subset of the general problem of observing the
   behavior of the recursive resolver discussed in "DNS Privacy
   Considerations" [RFC7626].  The attack is partially mitigated by
   reducing the observability of this traffic.  However, the risk is
   amplified for 0-RTT data, because the attacker might replay it at
   chosen times, several times.



   The recommendation for TLS 1.3 [RFC8446] is that the capability to
   use 0-RTT data should be turned off by default, and only enabled if
   the user clearly understands the associated risks.



   QUESTION: Should 0-RTT only be used with Opportunistic profiles (i.e.
   disabled by default for Strict only)?




7.2. Privacy Issues With Session Resume

   The QUIC session resume mechanism reduces the cost of re-establishing
   sessions and enables 0-RTT data.  There is a linkability issue
   associated with session resume, if the same resume token is used
   several times, but this risk is mitigated by the mechanisms
   incorporated in QUIC and in TLS 1.3.  With these mechanisms, clients
   and servers can cooperate to avoid linkability by third parties.
   However, the server will always be able to link the resumed session
   to the initial session.  This creates a virtual long duration
   session.  The series of queries in that session can be used by the
   server to identify the client.



   Enabling the server to link client sessions through session resume is
   probably not a large additional risk if the client's connectivity did
   not change between the sessions, since the two sessions can probably
   be correlated by comparing the IP addresses.  On the other hand, if
   the addresses did change, the client SHOULD consider whether the
   linkability risk exceeds the privacy benefits.  This evaluation will
   obviously depend on the level of trust between stub and recursive.




7.3. Traffic Analysis

   Even though QUIC packets are encrypted, adversaries can gain
   information from observing packet lengths, in both queries and
   responses, as well as packet timing.  Many DNS requests are emitted
   by web browsers.  Loading a specific web page may require resolving
   dozen of DNS names.  If an application adopts a simple mapping of one
   query or response per packet, or "one QUIC STREAM frame per packet",
   then the succession of packet lengths may provide enough information
   to identify the requested site.



   Implementations SHOULD use the mechanisms defined in Section 5.5 to
   mitigate this attack.




8. IANA Considerations


8.1. Registration of DoQ Identification String

   This document creates a new registration for the identification of
   DoQ in the "Application Layer Protocol Negotiation (ALPN) Protocol
   IDs" registry [RFC7301].



   The "doq" string identifies DoQ:



   Protocol: DoQ



   Identification Sequence: 0x64 0x6F 0x71 ("doq")



   Specification: This document




8.2. Reservation of Dedicated Port

   IANA is required to add the following value to the "Service Name and
   Transport Protocol Port Number Registry" in the System Range.  The
   registry for that range requires IETF Review or IESG Approval
   {{?RFC6335], and such a review was requested using the early
   allocation process {{?RFC7120] for the well-known UDP port in this
   document.  Since port 853 is reserved for 'DNS query-response
   protocol run over TLS' consideration is requested for reserving port
   TBD for 'DNS query-response



   protocol run over QUIC'.



Service Name           domain‑s
Transport Protocol(s)  TCP/UDP
Assignee               IESG
Contact                IETF Chair
Description            DNS query‑response protocol run over QUIC
Reference              This document




8.2.1. Port number 784 for experimentations

   *RFC Editor's Note:* Please remove this section prior to publication
   of a final version of this document.



   Early experiments MAY use port 784.  This port is marked in the IANA
   registry as unassigned.
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1. Introduction

   TLS 1.3 [TLS13] defines a mechanism, called 0-RTT session resumption
   or early data, that allows clients to send data to servers in the
   first round-trip of a resumed connection without having to wait for
   the TLS handshake to complete.



   This can be used to send DNS queries to DNS over TLS [DOT] servers
   without incurring in the cost of the additional round-trip required
   by the TLS handshake.  This can provide significant performance
   improvements in cases where new DNS over TLS connections need to be
   established often such as on mobile clients where the network might
   not be stable, or on resolvers where keeping an open connection to
   many authoritative servers might not be practical.



   However the use of early data allows an attacker to capture and
   replay the encrypted DNS queries carried on the TLS connection.  This
   can have unwanted consequences and help in recovering information
   about those queries.  While [TLS13] describes tecniques to reduce the
   likelihood of a replay attack, they are not perfect and still leave
   some potential for exploitation.




2. Notational Conventions

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.




3. Early Data in DNS over TLS

   Early data forms a single stream of data along with other application
   data, meaning that one or more DNS queries can either be partially or
   fully contained within early data.  Once the TLS handshake has
   completed, the early data is known to not be a replayed copy of that
   data, but this doesn't mean that it can't be replayed, or that it
   hasn't already been replayed, in another connection.



   A server can signal to clients whether it is willing to accept early
   data in future connections by providing the "early_data" TLS
   extension as part of a TLS session ticket, as well as limit the
   amount of early data it is willing to accept using the
   "max_early_data_size" field of the "early_data" extension.



   In addition to the mitigation mechanisms mandated in [TLS13] that
   reduce the ability of an attacker to replay early data, but may not
   completely eliminate it, a server that decided to offer early data to
   clients MAY reject early data at the TLS layer, or delay the
   processing of early data after the handshake is completed.



   If the server rejects early data at the TLS layer, a client MUST
   forget information it optmisitically assumed about the onnection when
   sending early data, such as the negotiated protocol [ALPN].  Any DNS
   queries sent in early data will need to be sent again, unless the
   client decides to abandon them.



   Not all types of DNS messages are safe to be sent as early data, as
   they might modfify the server's state, or expose sensitive data,
   through replay.  Clients MUST NOT use early data to send messages
   that make use of opcodes other than "Query" and RR types not listed
   in the registry defined in Section 5.1.  Servers receiving any of
   those messages MUST reply with a "FormErr" response code.




4. Security Considerations


4.1. Information Exposure

   By replaying DNS queries that were captured when transmitted over
   early data, an attacker might be able to expose information about
   those queries, even if encrypted.



   For example, it's a common behavior for DNS servers to statefully
   rotate the order of RRs when replying to DNS queries for an RRSet
   that contains multiple RRs.  If the order of rotation is predictable,
   replaying a captured early data DNS query and observing the order of
   RRs in DNS responses before and after the replayed query, might allow
   the attacker to confirm whether the query targeted a specific name
   that was suspected of being queried.



   When accepting early data, servers SHOULD either use fixed ordering
   for multiple RRs in the same DNS response or shuffle the RRs at
   random, but MUST NOT use stateful and deterministic ordering across
   multiple queries.




4.2. Denial of Service

   Accepting early data exposes a server to potential denial of service
   through the replay of queries that might be expensive to handle.



   When under load, a server MAY reject TLS early data such that the
   client is forced to retry them after the handshake is completed.




5. IANA Considerations

   This document has no actions for IANA.




5.1. Registry for DNS Resource Record (RR) TYPEs for TLS Early Data

   This document establishes a registry of DNS RR types that can be used
   within TLS early data, titled "DNS Resource Record (RR) TYPEs for Use
   with TLS Early Data", under the existing "Domain Name System (DNS)
   Parameters" heading.



   The entries in the registry are:



+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| TYPE   | Reference       |
+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| A      | [this document] |
|        |                 |
| NS     | [this document] |
|        |                 |
| CNAME  | [this document] |
|        |                 |
| SOA    | [this document] |
|        |                 |
| PTR    | [this document] |
|        |                 |
| MX     | [this document] |
|        |                 |
| TXT    | [this document] |
|        |                 |
| AAAA   | [this document] |
|        |                 |
| SRV    | [this document] |
|        |                 |
| DNAME  | [this document] |
|        |                 |
| DS     | [this document] |
|        |                 |
| DNSKEY | [this document] |
+‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



   The values in this registry MUST correspond to existing entries in
   the "Resource Record (RR) TYPEs" registry.  Specifically, the value
   of the "TYPE" column for each entry in this new registry MUST match
   the value of the "TYPE" column of an entry in the "Resource Record
   (RR) TYPEs" registry.
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1. Introduction & Scope

   The 2018 approved charter of the IETF DPRIVE Working Group [1]
   contains milestones related to confidentiality aspects of DNS
   transactions between the iterative resolver and authoritative name
   servers.



   This is also reflected in the DPRIVE milestones [2], which (as of
   October 2019) contains two relevant milestones:



      Develop requirements for adding confidentiality to DNS exchanges
      between recursive resolvers and authoritative servers (unpublished
      document).



      Investigate potential solutions for adding confidentiality to DNS
      exchanges involving authoritative servers (Experimental).



   This document intends to cover the first milestone for defining
   requirements for adding confidentiality to DNS exchanges between
   recursive resolvers and authoritative servers.  This may in turn lead
   to progress in investigating, developing and standardizing potential
   experimental methods of meeting those requirements.



   The motivation for this work is to extend the confidentiality methods
   used between a user's stub resolver and a recursive resolver to the
   recursive queries sent by recursive resolvers in response to a DNS
   lookup (when a cache miss occurs and the server must perform
   recursion to obtain a response to the query).  A recursive resolver
   will send queries to root servers, to Top Level Domain (TLD) servers,
   to authoritative second level domain servers and potentially to other
   authoritative DNS servers and each of these query/response
   transactions presents an opportunity to extend the confidentiality of
   user DNS queries.




2. Document Work Via GitHub

   The authors are working on this document via GitHub at
   https://github.com/alex-nicat/ietf-dprive-phase2-requirements.
   Feedback via pull requests and issues are invited there.




3. Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.



   This document also makes use of DNS Terminology defined in [RFC8499]




4. Threat Model and Problem Statement

   Currently, protocols such as DoT provide encryption between the
   user's stub resolver and a recursive resolver.  This potentially
   provides (1) protection from observation of end user DNS queries and
   responses, (2) protection from on-the-wire modification DNS queries
   or responses (including potentially forcing a downgrade to an
   unencrypted communication).  Of course, observation and modification
   are still possible when performed by the recursive resolver, which
   decrypts queries, serves a response from cache or performs recursion
   to obtain a response (or synthesizes a response), and then encrypts
   the response and sends it back to the user's stub resolver.



   But observation and modification threats still exist when a recursive
   resolver must perform DNS recursion, from the root to TLD to
   authoritative servers.  This document specifies requirements for
   filling those gaps.




5. Requirements

   The requirements of different interested stakeholders are outlined
   below.




5.1. Mandatory Requirements

   1.   Each implementing party should be able to independently take
        incremental steps to meet requirements without the need for
        close coordination (e.g. loosely coupled)



   2.   Use a secure transport protocol between a recursive resolver and
        authoritative servers



   3.   Use a secure transport protocol between a recursive resolver and
        TLD servers



   4.   Use a secure transport protocol between a recursive resolver and
        the root servers



   5.   The secure transport MUST only be established when referential
        integrity can be verified, MUST NOT have circular dependencies,
        and MUST be easily analyzed for diagnostic purposes.



   6.   Use a secure transport protocol or other DNS privacy protections
        in a manner that enables operators to perform appropriate
        performance and security monitoring, conduct relevant research,
        etc.



   7.   The authoritative domain owner or their administrator MUST have
        the option to specify their secure transport preferences (e.g.
        what specific protocols are supported).  This SHALL include a
        method to publish a list of secure transport protocols (e.g.
        DoH, DoT and other future protocols not yet developed).  In
        addition this SHALL include whether a secure transport protocol
        MUST always be used (non-downgradable) or whether a secure
        transport protocol MAY be used on an opportunistic (not strict)
        basis.



   8.   The authoritative domain owner or their administrator MUST have
        the option to vary their preferences on an authoritative
        nameserver to nameserver basis, due to the fact that
        administration of a particular DNS zone may be delegated to
        multiple parties (such as several CDNs), each of which may have
        different technical capabilities.



   9.   The specification of secure transport preferences MUST be
        performed using the DNS and MUST NOT depend on non-DNS
        protocols.



   10.  For the secure transport, TLS 1.3 (or later versions) MUST be
        supported and downgrades from TLS 1.3 to prior versions MUST not
        occur.




5.2. Optional Requirements

   1.  QNAME minimisation SHOULD be implemented in all steps of
       recursion



   2.  DNSSEC validation SHOULD be performed



   3.  If an authoritative domain owner or their administrator indicates
       that (1) multiple secure transport protocols are available or
       that (2) a secure transport and insecure transport are available,
       then per the recommendations in [RFC8305] (aka Happy Eyeballs) a
       recursive server SHOULD initiate concurrent connections to
       available protocols.  Consistent with Section 2 of [RFC8305] this
       would be: (1) Initiation of asynchronous DNS queries to determine
       what transport protocols are supported, (2) Sorting of resolved
       destination transport protocols, (3) Initiation of asynchronous
       connection attempts, and (4) Establishment of one connection,
       which cancels all other attempts.




6. Security Considerations

   This entire document concerns the security of DNS traffic, so a
   specific section on security is superfluous.




7. IANA Considerations

   This document has no actions for IANA.




8. Changelog

   Version 00: Updated prior individual draft following IETF-106
   feedback




9. APPENDIX: Perspectives and Use Cases

   The DNS resolving process involves several entities.  These entities
   have different interests/requirements, and hence it does make sense
   to examine the interests of those entities separately - though in
   many cases their interests are aligned.  Four different entities can
   be identified, and their interests are described in the following
   sections:



   o  Users



   o  Operators



   o  Implementors / Software Developers



   o  Researchers




9.1. The User Perspective and Use Cases

   The privacy and confidentiality of Users (that is, users as in
   clients of recursive resolvers, which in turn forward/resolve the
   user's DNS requests by contacting authoritative servers) can be
   improved in several ways.  We call this "minimisation of exposure",
   and there are currently three ways to reduce that exposure:



   o  Qname minimisation [RFC7816], reducing the amount of information
      to what is absolutely necessary to resolve a query



   o  Aggressive NSEC/local auth cache [RFC8198], reducing the amount of
      outgoing queries in the first place



   o  Encryption, removing exposure of information while in transit



   As recursors typically forwards queries received from the user to
   authoritative servers.  This creates a transitive trust between the
   user and the recursor, as well as the authoritative server, since
   information created by the user is exposed to the authoritative
   server.  However, the user never has a chance to identify what data
   was exposed to which authoritative party (via which path).



   Also, Users would want to be informed about the status of the
   connections which were made on their behalf, which adds a fourth
   point



   Encryption/privacy status signaling



   *TODO*: Actual requirements - what do users "want"?  Start below:




9.2. The Operator Perspective and Use Cases

   Operators of authoritative services have to provide stable and fast
   DNS services, and interact with a wide range of clients, not all of
   them authoritative servers.  The operator side actually consists of
   two sides:



   o  The "upstream" facing side of recursive resolvers



   o  The "downstream" side of authoritative servers



   Those two sides are typically operated by different entities, but
   many entities operate "both sides".  Even though that is discouraged
   (*TODO* source), the two sides might even be operated on the same
   nameserver.



   o  Maybe different technical perspectives for operators



      *  Intelligence (sharing information)



      *  SLD popularity for marketing



   o  Focus initially on Second Level Domains (SLDs) initially



      *  Is there a difference for TLDs vs. SLDs from a "protocol"
         perspective?



   o  Monitoring and aggregated data analysis



   o  Signaling provisioning information



      *  New record type for finding authoritative server key and
         authentication?  Use SRV?  (Being able to use different servers
         for serving up DNS-over-{TCP,UDP} vs DNS-over-TLS responses may
         be valuable.



      *  Signal secure transport details (DNS-over-TLS, DNS-over-QUIC,
         EncryptedSNI, connectionless, etc.), perhaps in an extensible
         manner?  Minimize RTTs and reduce need for trials.



      *  Large provider use cases where the NS names are out of
         bailiwick for the zone (e.g. small number of distinct NS
         records serving 100k+ zones)



   o  EDNS client subnet (JL: Not sure ECS crosses the cost/benefit
      threshold to be included as a requirement and many CDNs that run
      auth servers will likely say ECS is quite operationally important)



   o  Decide between TLS and connectionless (such as COSE-based
      messages)



   o  Costs of TLS connection vs. connectionless



      *  Technical solution, e.g. encryption of the DNS query, shouldn't
         enable an attack vector for DDoS or resource exhaustion.  For



         example, only if the client uses DNS-over-TLS, the upstream
         query to the authoritative will be over DNS-over-TLS also.  If
         the client uses UDP, the resolver won't invest resources in
         DNS-over-TLS to prevent a potential resource exhaustion attack.



      *  Reuse connection state (if any) and examine resumption
         considerations



      *  Minimize server-side state (eg, with session tickets)



      *  Need empirical studies on capacity, traffic, attack vectors



      *  Evaluate impact on architecture and footprint expansion



      *  Analyze optimal persistent connection time/time-out



      *  Analyze optimal number of persistent connections recursive
         resolvers should maintain



      *  Consider operational concerns with respect to capabilities
         signaling



      *  Develop a profile that has operational advantages for operators



   *TODO*: Actual requirements - what do operators "want"?




9.3. The Implementor / Software Vendor Perspective and Use Cases

   Implementer requirements follows requirements from user and operator
   perspectives:



   o  Non-functional requirements, e.g. diversity of implementations



   o  Horizontal vs. vertical scaling, for example similar to http
      servers



   o  Use of DANE [RFC6698] for authentication: strict vs. opportunistic



   o  Incremental deployment



   o  Cache reuse vs. downgrade?  Does the cache need to be partitioned?
      When can an in-cache answer retrieved via cleartext be served
      encrypted to a recursive query?



   o  (Use of TCP fast open) - but this might be a requirement for the
      actual encryption protocol



   *TODO*: Actual requirements of implementors - essentially, they
   follow what Operators need?
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Abstract

   This document describes the privacy issues associated with the use of
   the DNS by Internet users.  It is intended to be an analysis of the
   present situation and does not prescribe solutions.  This document
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1. Introduction

   This document is an analysis of the DNS privacy issues, in the spirit
   of Section 8 of [RFC6973].



   The Domain Name System (DNS) is specified in [RFC1034], [RFC1035],
   and many later RFCs, which have never been consolidated.  It is one
   of the most important infrastructure components of the Internet and
   often ignored or misunderstood by Internet users (and even by many
   professionals).  Almost every activity on the Internet starts with a
   DNS query (and often several).  Its use has many privacy implications
   and this document is an attempt at a comprehensive and accurate list.
   Let us begin with a simplified reminder of how the DNS works (See
   also [RFC8499]).  A client, the stub resolver, issues a DNS query to
   a server, called the recursive resolver (also called caching resolver
   or full resolver or recursive name server).  Let's use the query
   "What are the AAAA records for www.example.com?" as an example.  AAAA
   is the QTYPE (Query Type), and www.example.com is the QNAME (Query
   Name).  (The description that follows assumes a cold cache, for
   instance, because the server just started.)  The recursive resolver
   will first query the root name servers.  In most cases, the root name
   servers will send a referral.  In this example, the referral will be
   to the .com name servers.  The resolver repeats the query to one of
   the .com name servers.  The .com name servers, in turn, will refer to
   the example.com name servers.  The example.com name server will then
   return the answer.  The root name servers, the name servers of .com,
   and the name servers of example.com are called authoritative name
   servers.  It is important, when analyzing the privacy issues, to
   remember that the question asked to all these name servers is always
   the original question, not a derived question.  The question sent to
   the root name servers is "What are the AAAA records for
   www.example.com?", not "What are the name servers of .com?".  By
   repeating the full question, instead of just the relevant part of the
   question to the next in line, the DNS provides more information than
   necessary to the name server.  In this simplified description,
   recursive resolvers do not implement QNAME minimization as described
   in [RFC7816], which will only send the relevant part of the question
   to the upstream name server.



   DNS relies on caching heavily, so the algorithm described above is
   actually a bit more complicated, and not all questions are sent to
   the authoritative name servers.  If a few seconds later the stub
   resolver asks the recursive resolver, "What are the SRV records of
   _xmpp-server._tcp.example.com?", the recursive resolver will remember
   that it knows the name servers of example.com and will just query
   them, bypassing the root and .com.  Because there is typically no
   caching in the stub resolver, the recursive resolver, unlike the
   authoritative servers, sees all the DNS traffic.  (Applications, like
   web browsers, may have some form of caching that does not follow DNS
   rules, for instance, because it may ignore the TTL.  So, the
   recursive resolver does not see all the name resolution activity.)



   It should be noted that DNS recursive resolvers sometimes forward
   requests to other recursive resolvers, typically bigger machines,
   with a larger and more shared cache (and the query hierarchy can be
   even deeper, with more than two levels of recursive resolvers).  From
   the point of view of privacy, these forwarders are like resolvers,
   except that they do not see all of the requests being made (due to
   caching in the first resolver).



   At the time of writing, almost all this DNS traffic is currently sent
   in clear (i.e., unencrypted).  However there is increasing deployment
   of DNS-over-TLS (DoT) [RFC7858] and DNS-over-HTTPS (DoH) [RFC8484],
   particularly in mobile devices, browsers, and by providers of anycast
   recursive DNS resolution services.  There are a few cases where there
   is some alternative channel encryption, for instance, in an IPsec VPN
   tunnel, at least between the stub resolver and the resolver.



   Today, almost all DNS queries are sent over UDP [thomas-ditl-tcp].
   This has practical consequences when considering encryption of the
   traffic as a possible privacy technique.  Some encryption solutions
   are only designed for TCP, not UDP and new solutions are still
   emerging [I-D.ietf-quic-transport] [I-D.huitema-quic-dnsoquic].



   Another important point to keep in mind when analyzing the privacy
   issues of DNS is the fact that DNS requests received by a server are
   triggered by different reasons.  Let's assume an eavesdropper wants
   to know which web page is viewed by a user.  For a typical web page,
   there are three sorts of DNS requests being issued:



   o  Primary request: this is the domain name in the URL that the user
      typed, selected from a bookmark, or chose by clicking on an
      hyperlink.  Presumably, this is what is of interest for the
      eavesdropper.



   o  Secondary requests: these are the additional requests performed by
      the user agent (here, the web browser) without any direct
      involvement or knowledge of the user.  For the Web, they are
      triggered by embedded content, Cascading Style Sheets (CSS),
      JavaScript code, embedded images, etc.  In some cases, there can
      be dozens of domain names in different contexts on a single web
      page.



   o  Tertiary requests: these are the additional requests performed by
      the DNS system itself.  For instance, if the answer to a query is
      a referral to a set of name servers, and the glue records are not
      returned, the resolver will have to do additional requests to turn
      the name servers' names into IP addresses.  Similarly, even if
      glue records are returned, a careful recursive server will do
      tertiary requests to verify the IP addresses of those records.



   It can be noted also that, in the case of a typical web browser, more
   DNS requests than strictly necessary are sent, for instance, to
   prefetch resources that the user may query later or when
   autocompleting the URL in the address bar.  Both are a big privacy
   concern since they may leak information even about non-explicit
   actions.  For instance, just reading a local HTML page, even without
   selecting the hyperlinks, may trigger DNS requests.



   For privacy-related terms, we will use the terminology from
   [RFC6973].




2. Scope

   This document focuses mostly on the study of privacy risks for the
   end user (the one performing DNS requests).  We consider the risks of
   pervasive surveillance [RFC7258] as well as risks coming from a more
   focused surveillance.



   This document does not attempt a comparison of specific privacy
   protections provided by individual networks or organizations, it
   makes only general observations about typical current practices.



   Privacy risks for the holder of a zone (the risk that someone gets
   the data) are discussed in [RFC5936] and [RFC5155].



   Privacy risks for recursive operators (including access providers and
   operators in enterprise networks) such as leakage of private
   namespaces or blocklists are out of scope for this document.



   Non-privacy risks (e.g security related considerations such as cache
   poisoning) are also out of scope.



   The privacy risks associated with the use of other protocols that
   make use of DNS information are not considered here.




3. Risks

   The following four sections outline the privacy considerations
   associated with different aspects of the DNS for the end user.  When
   reading these sections it needs to be kept in mind that many of the
   considerations (for example, recursive resolver and transport
   protocol) can be specific to the network context that a device is
   using at a given point in time.  A user may have many devices and
   each device might utilize many different networks (e.g. home, work,
   public or cellular) over a period of time or even concurrently.  An
   exhaustive analysis of the privacy considerations for an individual
   user would need to take into account the set of devices used and the
   multiple dynamic contexts of each device.  This document does not
   attempt such a complex analysis, instead it presents an overview of
   the various considerations that could form the basis of such an
   analysis.




4. Risks in the DNS Data


4.1. The Alleged Public Nature of DNS Data

   It has long been claimed that "the data in the DNS is public".  While
   this sentence makes sense for an Internet-wide lookup system, there
   are multiple facets to the data and metadata involved that deserve a
   more detailed look.  First, access control lists (ACLs) and private
   namespaces notwithstanding, the DNS operates under the assumption
   that public-facing authoritative name servers will respond to "usual"
   DNS queries for any zone they are authoritative for without further
   authentication or authorization of the client (resolver).  Due to the
   lack of search capabilities, only a given QNAME will reveal the
   resource records associated with that name (or that name's non-
   existence).  In other words: one needs to know what to ask for, in
   order to receive a response.  The zone transfer QTYPE [RFC5936] is
   often blocked or restricted to authenticated/authorized access to
   enforce this difference (and maybe for other reasons).



   Another differentiation to be considered is between the DNS data
   itself and a particular transaction (i.e., a DNS name lookup).  DNS
   data and the results of a DNS query are public, within the boundaries
   described above, and may not have any confidentiality requirements.
   However, the same is not true of a single transaction or a sequence
   of transactions; those transaction are not / should not be public.  A
   single transactions reveals both the originator of the query and the
   query contents which potentially leaks sensitive information about a
   specific user.  A typical example from outside the DNS world is: the
   web site of Alcoholics Anonymous is public; the fact that you visit
   it should not be.  Furthermore, the ability to link queries reveals
   information about individual use patterns.




4.2. Data in the DNS Request

   The DNS request includes many fields, but two of them seem
   particularly relevant for the privacy issues: the QNAME and the
   source IP address. "source IP address" is used in a loose sense of
   "source IP address + maybe source port number", because the port
   number is also in the request and can be used to differentiate
   between several users sharing an IP address (behind a Carrier-Grade
   NAT (CGN), for instance [RFC6269]).



   The QNAME is the full name sent by the user.  It gives information
   about what the user does ("What are the MX records of example.net?"
   means he probably wants to send email to someone at example.net,
   which may be a domain used by only a few persons and is therefore
   very revealing about communication relationships).  Some QNAMEs are
   more sensitive than others.  For instance, querying the A record of a
   well-known web statistics domain reveals very little (everybody
   visits web sites that use this analytics service), but querying the A
   record of www.verybad.example where verybad.example is the domain of
   an organization that some people find offensive or objectionable may
   create more problems for the user.  Also, sometimes, the QNAME embeds
   the software one uses, which could be a privacy issue.  For instance,
   _ldap._tcp.Default-First-Site-Name._sites.gc._msdcs.example.org.
   There are also some BitTorrent clients that query an SRV record for
   _bittorrent-tracker._tcp.domain.example.



   Another important thing about the privacy of the QNAME is the future
   usages.  Today, the lack of privacy is an obstacle to putting
   potentially sensitive or personally identifiable data in the DNS.  At
   the moment, your DNS traffic might reveal that you are doing email
   but not with whom.  If your Mail User Agent (MUA) starts looking up
   Pretty Good Privacy (PGP) keys in the DNS [RFC7929], then privacy
   becomes a lot more important.  And email is just an example; there
   would be other really interesting uses for a more privacy-friendly
   DNS.



   For the communication between the stub resolver and the recursive
   resolver, the source IP address is the address of the user's machine.
   Therefore, all the issues and warnings about collection of IP
   addresses apply here.  For the communication between the recursive
   resolver and the authoritative name servers, the source IP address
   has a different meaning; it does not have the same status as the
   source address in an HTTP connection.  It is typically the IP address
   of the recursive resolver that, in a way, "hides" the real user.
   However, hiding does not always work.  Sometimes EDNS(0) Client
   subnet [RFC7871] is used (see its privacy analysis in
   [denis-edns-client-subnet]).  Sometimes the end user has a personal
   recursive resolver on her machine.  In both cases, the IP address
   originating queries to the authoritative server is as sensitive as it
   is for HTTP [sidn-entrada].



   A note about IP addresses: there is currently no IETF document that
   describes in detail all the privacy issues around IP addressing in
   general, although [RFC7721] does discuss privacy considerations for
   IPv6 address generation mechanisms.  In the meantime, the discussion
   here is intended to include both IPv4 and IPv6 source addresses.  For
   a number of reasons, their assignment and utilization characteristics
   are different, which may have implications for details of information
   leakage associated with the collection of source addresses.  (For
   example, a specific IPv6 source address seen on the public Internet
   is less likely than an IPv4 address to originate behind an address
   sharing scheme.)  However, for both IPv4 and IPv6 addresses, it is
   important to note that source addresses are propagated with queries
   and comprise metadata about the host, user, or application that
   originated them.




4.2.1. Data in the DNS Payload

   At the time of writing there are no standardized client identifiers
   contained in the DNS payload itself (ECS [RFC7871] while widely used
   is only of Category Informational).



   DNS Cookies [RFC7873] are a lightweight DNS transaction security
   mechanism that provides limited protection against a variety of
   increasingly common denial-of-service and amplification/forgery or
   cache poisoning attacks by off-path attackers.  It is noted, however,
   that they are designed to just verify IP addresses (and should change
   once a client's IP address changes), they are not designed to
   actively track users (like HTTP cookies).



   There are anecdotal accounts of MAC addresses [1] and even user names
   being inserted in non-standard EDNS(0) options [RFC6891] for stub to
   resolver communications to support proprietary functionality
   implemented at the resolver (e.g., parental filtering).




4.3. Cache Snooping

   The content of recursive resolvers' caches can reveal data about the
   clients using it (the privacy risks depend on the number of clients).
   This information can sometimes be examined by sending DNS queries
   with RD=0 to inspect cache content, particularly looking at the DNS
   TTLs [grangeia.snooping].  Since this also is a reconnaissance
   technique for subsequent cache poisoning attacks, some counter
   measures have already been developed and deployed
   [cache-snooping-defence].




5. Risks On the Wire


5.1. Unencrypted Transports

   For unencrypted transports, DNS traffic can be seen by an
   eavesdropper like any other traffic.  (DNSSEC, specified in
   [RFC4033], explicitly excludes confidentiality from its goals.)  So,
   if an initiator starts an HTTPS communication with a recipient, while
   the HTTP traffic will be encrypted, the DNS exchange prior to it will
   not be.  When other protocols will become more and more privacy-aware
   and secured against surveillance (e.g., [RFC8446],
   [I-D.ietf-quic-transport]), the use of unencrypted transports for DNS
   may become "the weakest link" in privacy.  It is noted that at the
   time of writing there is on-going work attempting to encrypt the SNI
   in the TLS handshake [I-D.ietf-tls-sni-encryption].



   An important specificity of the DNS traffic is that it may take a
   different path than the communication between the initiator and the
   recipient.  For instance, an eavesdropper may be unable to tap the
   wire between the initiator and the recipient but may have access to
   the wire going to the recursive resolver, or to the authoritative
   name servers.



   The best place to tap, from an eavesdropper's point of view, is
   clearly between the stub resolvers and the recursive resolvers,
   because traffic is not limited by DNS caching.



   The attack surface between the stub resolver and the rest of the
   world can vary widely depending upon how the end user's device is
   configured.  By order of increasing attack surface:



   o  The recursive resolver can be on the end user's device.  In
      (currently) a small number of cases, individuals may choose to
      operate their own DNS resolver on their local machine.  In this
      case, the attack surface for the connection between the stub
      resolver and the caching resolver is limited to that single
      machine.



   o  The recursive resolver may be at the local network edge.  For
      many/most enterprise networks and for some residential users, the
      caching resolver may exist on a server at the edge of the local
      network.  In this case, the attack surface is the local network.
      Note that in large enterprise networks, the DNS resolver may not
      be located at the edge of the local network but rather at the edge
      of the overall enterprise network.  In this case, the enterprise
      network could be thought of as similar to the Internet Access
      Provider (IAP) network referenced below.



   o  The recursive resolver can be in the IAP network.  For most
      residential users and potentially other networks, the typical case
      is for the end user's device to be configured (typically
      automatically through DHCP or RA options) with the addresses of
      the DNS proxy in the CPE, which in turns points to the DNS
      recursive resolvers at the IAP.  The attack surface for on-the-
      wire attacks is therefore from the end user system across the
      local network and across the IAP network to the IAP's recursive
      resolvers.



   o  The recursive resolver can be a public DNS service (or a privately
      run DNS resolver hosted on the public internet).  Some machines
      may be configured to use public DNS resolvers such as those
      operated by Google Public DNS or OpenDNS.  The end user may have
      configured their machine to use these DNS recursive resolvers
      themselves -- or their IAP may have chosen to use the public DNS



      resolvers rather than operating their own resolvers.  In this
      case, the attack surface is the entire public Internet between the
      end user's connection and the public DNS service.  It can be noted
      that if the user selects a single resolver with a small client
      population (even when using an encrypted transport) it can
      actually serve to aid tracking of that user as they move across
      network environment.



   It is also noted that typically a device connected _only_ to a modern
   cellular network is



   o  directly configured with only the recursive resolvers of the IAP
      and



   o  afforded some level of protection against some types of
      eavesdropping for all traffic (including DNS traffic) due to the
      cellular network link-layer encryption.



   The attack surface for this specific scenario is not considered here.




5.2. Encrypted Transports

   The use of encrypted transports directly mitigates passive
   surveillance of the DNS payload, however there are still some privacy
   attacks possible.  This section enumerates the residual privacy risks
   to an end user when an attacker can passively monitor encrypted DNS
   traffic flows on the wire.



   These are cases where user identification, fingerprinting or
   correlations may be possible due to the use of certain transport
   layers or clear text/observable features.  These issues are not
   specific to DNS, but DNS traffic is susceptible to these attacks when
   using specific transports.



   There are some general examples, for example, certain studies have
   highlighted that IPv4 TTL, IPv6 Hop Limit, or TCP Window sizes os-
   fingerprint [2] values can be used to fingerprint client OS's or that
   various techniques can be used to de-NAT DNS queries dns-de-nat [3].



   Note that even when using encrypted transports the use of clear text
   transport options to decrease latency can provide correlation of a
   users' connections e.g.  using TCP Fast Open [RFC7413].



   Implementations that support encrypted transports also commonly re-
   use connections for multiple DNS queries to optimize performance
   (e.g. via DNS pipelining or HTTPS multiplexing).  Default
   configuration options for encrypted transports could in principle
   fingerprint a specific client application.  For example:



   o  TLS version or cipher suite selection



   o  session resumption



   o  the maximum number of messages to send or



   o  a maximum connection time before closing a connections and re-
      opening.



   If libraries or applications offer user configuration of such options
   (e.g.  [getdns]) then they could in principle help to identify a
   specific user.  Users may want to use only the defaults to avoid this
   issue.



   Whilst there are known attacks on older versions of TLS the most
   recent recommendations [RFC7525] and the development of TLS 1.3
   [RFC8446] largely mitigate those.



   Traffic analysis of unpadded encrypted traffic is also possible
   [pitfalls-of-dns-encryption] because the sizes and timing of
   encrypted DNS requests and responses can be correlated to unencrypted
   DNS requests upstream of a recursive resolver.




6. Risks in the Servers

   Using the terminology of [RFC6973], the DNS servers (recursive
   resolvers and authoritative servers) are enablers: they facilitate
   communication between an initiator and a recipient without being
   directly in the communications path.  As a result, they are often
   forgotten in risk analysis.  But, to quote again [RFC6973], "Although
   [...] enablers may not generally be considered as attackers, they may
   all pose privacy threats (depending on the context) because they are
   able to observe, collect, process, and transfer privacy-relevant
   data."  In [RFC6973] parlance, enablers become observers when they
   start collecting data.



   Many programs exist to collect and analyze DNS data at the servers --
   from the "query log" of some programs like BIND to tcpdump and more
   sophisticated programs like PacketQ [packetq] and DNSmezzo
   [dnsmezzo].  The organization managing the DNS server can use this
   data itself, or it can be part of a surveillance program like PRISM
   [prism] and pass data to an outside observer.



   Sometimes, this data is kept for a long time and/or distributed to
   third parties for research purposes [ditl] [day-at-root], security
   analysis, or surveillance tasks.  These uses are sometimes under some
   sort of contract, with various limitations, for instance, on
   redistribution, given the sensitive nature of the data.  Also, there
   are observation points in the network that gather DNS data and then
   make it accessible to third parties for research or security purposes
   ("passive DNS" [passive-dns]).




6.1. In the Recursive Resolvers

   Recursive Resolvers see all the traffic since there is typically no
   caching before them.  To summarize: your recursive resolver knows a
   lot about you.  The resolver of a large IAP, or a large public
   resolver, can collect data from many users.




6.1.1. Resolver Selection

   Given all the above considerations, the choice of recursive resolver
   has direct privacy considerations for end users.  Historically, end
   user devices have used the DHCP-provided local network recursive
   resolver.  The choice by a user to join a particular network (e.g. by
   physically plugging in a cable or selecting a network in a OS
   dialogue) typically updates a number of system resources - these can
   include IP addresses, availability of IPv4/IPv6, DHCP server, and DNS
   resolver.  These individual changes, including the change in DNS
   resolver, are not normally communicated directly to the user by the
   OS when the network is joined.  The choice of network has
   historically determined the default system DNS resolver selection;
   the two are directly coupled in this model.



   The vast majority of users do not change their default system DNS
   settings and so implicitly accept the network settings for DNS.  The
   network resolvers have therefore historically been the sole
   destination for all of the DNS queries from a device.  These
   resolvers may have strong, medium, or weak privacy policies depending
   on the network.  Privacy policies for these servers may or may not be
   available and users need to be aware that privacy guarantees will
   vary with network.



   All major OS's expose the system DNS settings and allow users to
   manually override them if desired.



   More recently, some networks and end users have actively chosen to
   use a large public resolver, e.g., Google Public DNS [4], Cloudflare
   [5], or Quad9 [6].  There can be many reasons: cost considerations
   for network operators, better reliability or anti-censorship
   considerations are just a few.  Such services typically do provide a
   privacy policy and the end user can get an idea of the data collected
   by such operators by reading one e.g., Google Public DNS - Your
   Privacy [7].



   In general, as with many other protocols, issues around
   centralization also arise with DNS.  The picture is fluid with
   several competing factors contributing which can also vary by
   geographic region.  These include:



   o  ISP outsourcing, including to third party and public resolvers



   o  regional market domination by one or only a few ISPs



   o  popular applications directing DNS traffic by default to specific
      dominant resolvers, see Section 6.1.1.2



   An increased proportion of the global DNS resolution traffic being
   served by only a few entities means that the privacy considerations
   for end users are additionally highly dependent on the privacy
   policies and practices of those entities.  Many of the issues around
   centralization are discussed in
   [centralisation-and-data-sovereignty].




6.1.1.1. Dynamic Discovery of DoH and Strict DoT

   Whilst support for opportunistic DoT can be determined by probing a
   resolver on port 853, there is currently no standardized discovery
   mechanism for DoH and Strict DoT servers.



   This means that clients which might want to dynamically discover such
   encrypted services, and where users are willing to trust such
   services, are not able to do so.  At the time of writing, efforts to
   provide standardized signaling mechanisms to discover the services
   offered by local resolvers are in progress
   [I-D.ietf-dnsop-resolver-information].  Note that an increasing
   numbers of ISPs are deploying encrypted DNS, for example see the
   Encrypted DNS Deployment Initiative [EDDI].




6.1.1.2. Application-specific Resolver Selection

   An increasing number of applications are offering application-
   specific encrypted DNS resolution settings, rather than defaulting to
   using only the system resolver.  A variety of heuristics and
   resolvers are available in different applications including hard-
   coded lists of recognized DoH/DoT servers.



   For users to have the ability to manage the DNS resolver settings for
   each individual application in a similar fashion to the OS DNS
   settings, each application would need to expose the default settings
   to the user, provide a configuration interface to change them, and
   support configuration of user specified resolvers.



   The system resolver resolution path is sometimes used to configure
   additional DNS controls e.g. query logging, domain based query re-
   direction or filtering.  If all of the applications used on a given
   device can be configured to use the system resolver, such controls
   need only be configured on the system resolver resolution path.
   However if applications offer neither the option to use the system
   resolver nor equivalent application-specific DNS controls then users
   should take note that for queries generated by such an application
   they may not be able to



   o  directly inspect the DNS queries (e.g. if they are encrypted), or



   o  manage them to set DNS controls across the device which are
      consistent with the system resolver controls.



   Note that if a client device is compromised by a malicious
   application, the attacker can use application-specific DNS resolvers,
   transport and controls of its own choosing.



   Application-specific changes to default destinations for users' DNS
   queries might increase or decrease user privacy - it is highly
   dependent on the network context and the application-specific
   default.  This is an area of active debate and the IETF is working on
   a number of issues related to application-specific DNS settings.




6.1.2. Active Attacks on Resolver Configuration

   The previous section discussed DNS privacy, assuming that all the
   traffic was directed to the intended servers (i.e those that would be
   used in the absence of an active attack) and that the potential
   attacker was purely passive.  But, in reality, we can have active
   attackers in the network.



   The Internet Threat model, as described in [RFC3552], assumes that
   the attacker controls the network.  Such an attacker can completely
   control any insecure DNS resolution, both passively monitoring the
   queries and responses and substituting their own responses.  Even if
   encrypted DNS such as DoH or DoT is used, unless the client has been
   configured in a secure way with the server identity, an active
   attacker can impersonate the server.  This implies that opportunistic
   modes of DoH/DoT as well as modes where the client learns of the DoH/
   DoT server via in-network mechanisms such as DHCP are vulnerable to
   attack.  In addition, if the client is compromised, the attacker can
   replace the DNS configuration with one of its own choosing.




6.1.3. Blocking of User Selected DNS Resolution Services

   User privacy can also be at risk if there is blocking (by local
   network operators or more general mechanisms) of access to remote
   recursive servers that offer encrypted transports when the local
   resolver does not offer encryption and/or has very poor privacy
   policies.  For example, active blocking of port 853 for DoT or of
   specific IP addresses could restrict the resolvers available to the
   user.  The extent of the risk to end user privacy is highly dependent
   on the specific network and user context; a user on a network that is
   known to perform surveillance would be compromised if they could not
   access such services, whereas a user on a trusted network might have
   no privacy motivation to do so.



   As a matter of policy, some recursive resolvers use their position in
   the query path to selectively block access to certain DNS records.
   This is a form of Rendezvous-Based Blocking as described in
   Section 4.3 of [RFC7754].  Such blocklists often include servers know
   to be used for malware, bots or other security risks.  In order to
   prevent circumvention of their blocking policies, some networks also
   block access to resolvers with incompatible policies.



   It is also noted that attacks on remote resolver services, e.g., DDoS
   could force users to switch to other services that do not offer
   encrypted transports for DNS.




6.1.4. Encrypted Transports and Recursive Resolvers


6.1.4.1. DoT and DoH

   Use of encrypted transports does not reduce the data available in the
   recursive resolver and ironically can actually expose more
   information about users to operators.  As described in Section 5.2
   use of session based encrypted transports (TCP/TLS) can expose
   correlation data about users.




6.1.4.2. DoH Specific Considerations

   DoH inherits the full privacy properties of the HTTPS stack and as a
   consequence introduces new privacy considerations when compared with
   DNS over UDP, TCP or TLS [RFC7858].  Section 8.2 of [RFC8484]
   describes the privacy consideration in the server of the DoH
   protocol.



   A brief summary of some of the issues includes:



   o  HTTPS presents new considerations for correlation, such as
      explicit HTTP cookies and implicit fingerprinting of the unique
      set and ordering of HTTP request header fields.



   o  The User-Agent and Accept-Language request header fields often
      convey specific information about the client version or locale.



   o  Utilizing the full set of HTTP features enables DoH to be more
      than an HTTP tunnel, but it is at the cost of opening up
      implementations to the full set of privacy considerations of HTTP.



   o  Implementations are advised to expose the minimal set of data
      needed to achieve the desired feature set.



   [RFC8484] specifically makes selection of HTTPS functionality vs
   privacy an implementation choice.  At the extremes, there may be
   implementations that attempt to achieve parity with DoT from a
   privacy perspective at the cost of using no identifiable HTTP
   headers, there might be others that provide feature rich data flows
   where the low-level origin of the DNS query is easily identifiable.
   Some implementations have, in fact, chosen to restrict the use of the
   'User-Agent' header so that resolver operators cannot identify the
   specific application that is originating the DNS queries.



   Privacy focused users should be aware of the potential for additional
   client identifiers in DoH compared to DoT and may want to only use
   DoH client implementations that provide clear guidance on what
   identifiers they add.




6.2. In the Authoritative Name Servers

   Unlike what happens for recursive resolvers, observation capabilities
   of authoritative name servers are limited by caching; they see only
   the requests for which the answer was not in the cache.  For
   aggregated statistics ("What is the percentage of LOC queries?"),
   this is sufficient, but it prevents an observer from seeing
   everything.  Similarly the increasing deployment of QNAME
   minimisation [ripe-qname-measurements] reduces the data visible at
   the authoritative name server.  Still, the authoritative name servers
   see a part of the traffic, and this subset may be sufficient to
   violate some privacy expectations.



   Also, the end user often has some legal/contractual link with the
   recursive resolver (he has chosen the IAP, or he has chosen to use a
   given public resolver), while having no control and perhaps no
   awareness of the role of the authoritative name servers and their
   observation abilities.



   As noted before, using a local resolver or a resolver close to the
   machine decreases the attack surface for an on-the-wire eavesdropper.
   But it may decrease privacy against an observer located on an
   authoritative name server.  This authoritative name server will see
   the IP address of the end client instead of the address of a big
   recursive resolver shared by many users.



   This "protection", when using a large resolver with many clients, is
   no longer present if ECS [RFC7871] is used because, in this case, the
   authoritative name server sees the original IP address (or prefix,
   depending on the setup).



   As of today, all the instances of one root name server, L-root,
   receive together around 50,000 queries per second.  While most of it
   is "junk" (errors on the Top-Level Domain (TLD) name), it gives an
   idea of the amount of big data that pours into name servers.  (And
   even "junk" can leak information; for instance, if there is a typing
   error in the TLD, the user will send data to a TLD that is not the
   usual one.)



   Many domains, including TLDs, are partially hosted by third-party
   servers, sometimes in a different country.  The contracts between the
   domain manager and these servers may or may not take privacy into
   account.  Whatever the contract, the third-party hoster may be honest
   or not but, in any case, it will have to follow its local laws.  So,
   requests to a given ccTLD may go to servers managed by organizations
   outside of the ccTLD's country.  End users may not anticipate that,
   when doing a security analysis.



   Also, it seems (see the survey described in [aeris-dns]) that there
   is a strong concentration of authoritative name servers among
   "popular" domains (such as the Alexa Top N list).  For instance,
   among the Alexa Top 100K [8], one DNS provider hosts today 10% of the
   domains.  The ten most important DNS providers host together one
   third of the domains.  With the control (or the ability to sniff the
   traffic) of a few name servers, you can gather a lot of information.




7. Other risks


7.1. Re-identification and Other Inferences

   An observer has access not only to the data he/she directly collects
   but also to the results of various inferences about this data.  The
   term 'observer' here is used very generally, it might be one that is
   passively observing cleartext DNS traffic, one in the network that is
   actively attacking the user by re-directing DNS resolution, or it
   might be a local or remote resolver operator.



   For instance, a user can be re-identified via DNS queries.  If the
   adversary knows a user's identity and can watch their DNS queries for
   a period, then that same adversary may be able to re-identify the
   user solely based on their pattern of DNS queries later on regardless
   of the location from which the user makes those queries.  For
   example, one study [herrmann-reidentification] found that such re-
   identification is possible so that "73.1% of all day-to-day links
   were correctly established, i.e., user u was either re-identified
   unambiguously (1) or the classifier correctly reported that u was not
   present on day t+1 any more (2)."  While that study related to web
   browsing behavior, equally characteristic patterns may be produced
   even in machine-to-machine communications or without a user taking
   specific actions, e.g., at reboot time if a characteristic set of
   services are accessed by the device.



   For instance, one could imagine that an intelligence agency
   identifies people going to a site by putting in a very long DNS name
   and looking for queries of a specific length.  Such traffic analysis
   could weaken some privacy solutions.



   The IAB privacy and security program also have a work in progress
   [RFC7624] that considers such inference-based attacks in a more
   general framework.




7.2. More Information

   Useful background information can also be found in [tor-leak] (about
   the risk of privacy leak through DNS) and in a few academic papers:
   [yanbin-tsudik], [castillo-garcia], [fangming-hori-sakurai], and
   [federrath-fuchs-herrmann-piosecny].




8. Actual "Attacks"

   A very quick examination of DNS traffic may lead to the false
   conclusion that extracting the needle from the haystack is difficult.
   "Interesting" primary DNS requests are mixed with useless (for the
   eavesdropper) secondary and tertiary requests (see the terminology in
   Section 1).  But, in this time of "big data" processing, powerful
   techniques now exist to get from the raw data to what the
   eavesdropper is actually interested in.



   Many research papers about malware detection use DNS traffic to
   detect "abnormal" behavior that can be traced back to the activity of
   malware on infected machines.  Yes, this research was done for the
   good, but technically it is a privacy attack and it demonstrates the
   power of the observation of DNS traffic.  See [dns-footprint],
   [dagon-malware], and [darkreading-dns].



   Passive DNS systems [passive-dns] allow reconstruction of the data of
   sometimes an entire zone.  They are used for many reasons -- some
   good, some bad.  Well-known passive DNS systems keep only the DNS
   responses, and not the source IP address of the client, precisely for
   privacy reasons.  Other passive DNS systems may not be so careful.
   And there is still the potential problems with revealing QNAMEs.



   The revelations from the Edward Snowden documents, which were leaked
   from the National Security Agency (NSA) provide evidence of the use
   of the DNS in mass surveillance operations [morecowbell].  For
   example the MORECOWBELL surveillance program, which uses a dedicated
   covert monitoring infrastructure to actively query DNS servers and
   perform HTTP requests to obtain meta information about services and
   to check their availability.  Also the QUANTUMTHEORY [9] project
   which includes detecting lookups for certain addresses and injecting
   bogus replies is another good example showing that the lack of
   privacy protections in the DNS is actively exploited.




9. Legalities

   To our knowledge, there are no specific privacy laws for DNS data, in
   any country.  Interpreting general privacy laws like
   [data-protection-directive] or GDPR [10] applicable in the European
   Union in the context of DNS traffic data is not an easy task, and we
   do not know a court precedent here.  See an interesting analysis in
   [sidn-entrada].




10. Security Considerations

   This document is entirely about security, more precisely privacy.  It
   just lays out the problem; it does not try to set requirements (with
   the choices and compromises they imply), much less define solutions.
   Possible solutions to the issues described here are discussed in
   other documents (currently too many to all be mentioned); see, for
   instance, 'Recommendations for DNS Privacy Operators'
   [I-D.ietf-dprive-bcp-op].




11. IANA Considerations

   This document makes no requests of the IANA.
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13. Changelog

   draft-ietf-dprive-rfc7626-bis-05



   o  Editorial updates from second IESG last call



   o  Section renumbering as suggested by Vittorio Bertola



   draft-ietf-dprive-rfc7626-bis-04



   o  Tsvart review: Add reference to DNS-over-QUIC, fix typo.



   o  Secdir review: Add text in Section 3 on devices using many
      networks.  Update bullet in 3.4.1 on cellular encryption.



   o  Section 3.5.1.1 - re-work the section to try to address multiple
      comments.



   o  Section 3.5.1.4 - remove this section as now covered by 3.5.1.1.



   o  Section 3.5.1.5.2 - Remove several paragraphs and more directly
      reference RFC8484 by including bullet points quoting text from
      Section 8.2 of RFC8484.  Retain the last 2 paragraphs as they are
      information for users, not implementors.



   o  Section 3.4.2 - some minor updates made based on specific
      comments.



   draft-ietf-dprive-rfc7626-bis-03



   o  Address 2 minor nits (typo in section 3.4.1 and adding an IANA
      section)



   o  Minor updates from AD review



   draft-ietf-dprive-rfc7626-bis-02



   o  Numerous editorial corrections thanks to Mohamed Boucadair and



      *  Minor additions to Scope section



      *  New text on cellular network DNS



   o  Additional text from Vittorio Bertola on blocking and security



   draft-ietf-dprive-rfc7626-bis-01



   o  Re-structure section 3.5 (was 2.5)



      *  Collect considerations for recursive resolvers together



      *  Re-work several sections here to clarify their context (e.g.,
         'Rogue servers' becomes 'Active attacks on resolver
         configuration')



      *  Add discussion of resolver selection



   o  Update text and old reference on Snowdon revelations.



   o  Add text on and references to QNAME minimisation RFC and
      deployment measurements



   o  Correct outdated references



   o  Clarify scope by adding a Scope section (was Risks overview)



   o  Clarify what risks are considered in section 3.4.2



   draft-ietf-dprive-rfc7626-bis-00



   o  Rename after WG adoption



   o  Use DoT acronym throughout



   o  Minor updates to status of deployment and other drafts



   draft-bortzmeyer-dprive-rfc7626-bis-02



   o  Update various references and fix some nits.



   draft-bortzmeyer-dprive-rfc7626-bis-01



   o  Update reference for dickinson-bcp-op to draft-dickinson-dprive-
      bcp-op



   draft-borztmeyer-dprive-rfc7626-bis-00:



   Initial commit.  Differences to RFC7626:



   o  Update many references



   o  Add discussions of encrypted transports including DoT and DoH



   o  Add section on DNS payload



   o  Add section on authentication of servers



   o  Add section on blocking of services
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Abstract

   DNS zone transfers are transmitted in clear text, which gives
   attackers the opportunity to collect the content of a zone by
   eavesdropping on network connections.  The DNS Transaction Signature
   (TSIG) mechanism is specified to restrict direct zone transfer to
   authorized clients only, but it does not add confidentiality.  This
   document specifies use of TLS, rather then clear text, to prevent
   zone contents collection via passive monitoring of zone transfers.
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1. Introduction

   DNS has a number of privacy vulnerabilities, as discussed in detail
   in [RFC7626].  Stub client to recursive resolver query privacy has
   received the most attention to date, with standards track documents
   for both DNS-over-TLS (DoT) [RFC7858] and DNS-over-HTTPS (DoH)
   [RFC8484], and a proposal for DNS-over-QUIC
   [I-D.ietf-dprive-dnsoquic].  There is ongoing work on DNS privacy
   requirements for exchanges between recursive resolvers and
   authoritative servers [I-D.ietf-dprive-phase2-requirements] and some
   suggestions for how signaling of DoT support by authoritatives might
   work, e.g., [I-D.vandijk-dprive-ds-dot-signal-and-pin].  However
   there is currently no RFC that specifically defines authoritative
   support for DNS-over-TLS.



   [RFC7626] established that stub client DNS query transactions are not
   public and needed protection, but on zone transfer [RFC1995]
   [RFC5936] it says only:



      "Privacy risks for the holder of a zone (the risk that someone
      gets the data) are discussed in [RFC5936] and [RFC5155]."



   In what way is exposing the full contents of a zone a privacy risk?
   The contents of the zone could include information such as names of
   persons used in names of hosts.  Best practice is not to use personal
   information for domain names, but many such domain names exist.  The
   contents of the zone could also include references to locations that
   allow inference about location information of the individuals
   associated with the zone's organization.  It could also include
   references to other organizations.  Examples of this could be:



   o  Person-laptop.example.org



   o  MX-for-Location.example.org



   o  Service-tenant-from-another-org.example.org



   There may also be regulatory, policy or other reasons why the zone
   contents in full must be treated as private.



   Neither of the RFCs mentioned in [RFC7626] contemplates the risk that
   someone gets the data through eavesdropping on network connections,
   only via enumeration or unauthorized transfer as described in the
   following paragraphs.



   [RFC5155] specifies NSEC3 to prevent zone enumeration, which is when
   queries for the authenticated denial of existences records of DNSSEC
   allow a client to walk through the entire zone.  Note that the need
   for this protection also motivates NSEC5 [I-D.vcelak-nsec5]; zone
   walking is now possible with NSEC3 due to crypto-breaking advances,
   and NSEC5 is a response to this problem.



   [RFC5155] does not address data obtained outside zone enumeration
   (nor does [I-D.vcelak-nsec5]).  Preventing eavesdropping of zone
   transfers (this draft) is orthogonal to preventing zone enumeration,
   though they aim to protect the same information.



   [RFC5936] specifies using TSIG [RFC2845] for authorization of the
   clients of a zone transfer and for data integrity, but does not
   express any need for confidentiality, and TSIG does not offer
   encryption.  Some operators use SSH tunneling or IPSec to encrypt the
   transfer data.



   Because both AXFR and IXFR zone transfers are typically carried out
   over TCP from authoritative DNS protocol implementations, encrypting
   zone transfers using TLS, based closely on DoT [RFC7858], seems like
   a simple step forward.  This document specifies how to use TLS as a
   transport to prevent zone collection from zone transfers.




2. Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] and [RFC8174] when, and only when, they appear in all
   capitals, as shown here.



   Privacy terminology is as described in Section 3 of [RFC6973].



   Note that in this document we choose to use the terms 'primary' and
   'secondary' for two servers engaged in zone transfers.



   DNS terminology is as described in [RFC8499].



   DoT: DNS-over-TLS as specified in [RFC7858]



   XoT: Generic XFR-over-TLS mechanisms as specified in this document



   AXoT: AXFR-over-TLS



   IXoT: IXFR over-TLS




3. Use Cases for XFR-over-TLS

   o  Confidentiality.  Clearly using an encrypted transport for zone
      transfers will defeat zone content leakage that can occur via
      passive surveillance.



   o  Authentication.  Use of single or mutual TLS authentication (in
      combination with ACLs) can complement and potentially be an
      alternative to TSIG.



   o  Performance.  Existing AXFR and IXFR mechanisms have the burden of
      backwards compatibility with older implementations based on the
      original specifications in [RFC1034] and [RFC1035].  For example,
      some older AXFR servers don't support using a TCP connection for
      multiple AXFR sessions or XFRs of different zones because they
      have not been updated to follow the guidance in [RFC5936].  Any
      implementation of XFR-over-TLS (XoT) would obviously be required
      to implement optimized and interoperable transfers as described in
      [RFC5936], e.g., transfer of multiple zones over one connection.



   o  Performance.  Current usage of TCP for IXFR is sub-optimal in some
      cases i.e.  connections are frequently closed after a single IXFR.




4. Connection and Data Flows in Existing XFR Mechanisms

   The original specification for zone transfers in [RFC1034] and
   [RFC1035] was based on a polling mechanism: a secondary performed a
   periodic SOA query (based on the refresh timer) to determine if an
   AXFR was required.



   [RFC1995] and [RFC1996] introduced the concepts of IXFR and NOTIFY
   respectively, to provide for prompt propagation of zone updates.
   This has largely replaced AXFR where possible, particularly for
   dynamically updated zones.



   [RFC5936] subsequently redefined the specification of AXFR to improve
   performance and interoperability.



   In this document we use the phrase "XFR mechanism" to describe the
   entire set of message exchanges between a secondary and a primary
   that concludes in a successful AXFR or IXFR request/response.  This
   set may or may not include



   o  NOTIFY messages



   o  SOA queries



   o  Fallback from IXFR to AXFR



   o  Fallback from IXFR-over-UDP to IXFR-over-TCP



   The term is used to encompasses the range of permutations that are
   possible and is useful to distinguish the 'XFR mechanism' from a
   single XFR request/response exchange.




4.1. AXFR Mechanism

   The figure below provides an outline of an AXFR mechanism including
   NOTIFYs.



   Figure 1.  AXFR Mechanism [1]



   1.  An AXFR is often (but not always) preceded by a NOTIFY (over UDP)
       from the primary to the secondary.  A secondary may also initiate
       an AXFR based on a refresh timer or scheduled/triggered zone
       maintenance.



   2.  The secondary will normally (but not always) make a SOA query to
       the primary to obtain the serial number of the zone held by the
       primary.



   3.  If the primary serial is higher than the secondaries serial
       (using Serial Number Arithmetic [RFC1982]), the secondary makes
       an AXFR request (over TCP) to the primary after which the AXFR
       data flows in one or more AXFR responses on the TCP connection.



   [RFC5936] specifies that AXFR must use TCP as the transport protocol
   but details that there is no restriction in the protocol that a
   single TCP connection must be used only for a single AXFR exchange,
   or even solely for XFRs.  For example, it outlines that the SOA query
   can also happen on this connection.  However, this can cause
   interoperability problems with older implementations that support
   only the trivial case of one AXFR per connection.



   Further details of the limitations in existing AXFR implementations
   are outlined in [RFC5936].




4.2. IXFR Mechanism

   The figure below provides an outline of the IXFR mechanism including
   NOTIFYs.



   Figure 1.  IXFR Mechanism [2]



   1.  An IXFR is normally (but not always) preceded by a NOTIFY (over
       UDP) from the primary to the secondary.  A secondary may also
       initiate an IXFR based on a refresh timer or scheduled/triggered
       zone maintenance.



   2.  The secondary will normally (but not always) make a SOA query to
       the primary to obtain the serial number of the zone held by the
       primary.



   3.  If the primary serial is higher than the secondaries serial
       (using Serial Number Arithmetic [RFC1982]), the secondary makes
       an IXFR request to the primary after the primary sends an IXFR
       response.



   [RFC1995] specifies that Incremental Transfer may use UDP if the
   entire IXFR response can be contained in a single DNS packet,
   otherwise, TCP is used.  In fact is says in non-normative language:



        "Thus, a client should first make an IXFR query using UDP."



   So there may be a forth step above where the client falls back to
   IXFR-over-TCP.  There may also be a forth step where the secondary
   must fall back to AXFR because, e.g., the primary does not support
   IXFR.



   However it is noted that at least two widely used open source
   authoritative nameserver implementations (BIND [3] and NSD [4]) do
   IXFR using TCP by default in their latest releases.  For BIND TCP
   connections are sometimes used for SOA queries but in general they
   are not used persistently and close after an IXFR is completed.



   It is noted that the specification for IXFR was published well before
   TCP was considered a first class transport for DNS.  This document
   therefore updates [RFC1995] to state that DNS implementations that
   support IXFR-over-TCP MUST use [RFC7766] to optimize the use of TCP
   connections and SHOULD use [RFC7858] to manage persistent
   connections.




4.3. Data Leakage of NOTIFY and SOA Message Exchanges

   This section attempts to presents a rationale for also encrypting the
   other messages in the XFR mechanism.



   Since the SOA of the published zone can be trivially discovered by
   simply querying the publicly available authoritative servers leakage
   of this RR is not discussed in the following sections.




4.3.1. NOTIFY

   Unencrypted NOTIFY messages identify configured secondaries on the
   primary.



   [RFC1996] also states:



"If ANCOUNT>0, then the answer section represents an
unsecure hint at the new RRset for this (QNAME,QCLASS,QTYPE).



   But since the only supported QTYPE for NOTIFY is SOA, this does not
   pose a potential leak.




4.3.2. SOA

   For hidden primaries or secondaries the SOA response leaks the degree
   of lag of any downstream secondary.




5. Connections and Data Flows in XoT


5.1. TLS versions

   For improved security all implementations of this specification MUST
   use only TLS 1.3 [RFC8446] or later.




5.2. Connection usage

   It is useful to note that in these mechanisms it is the secondary
   that initiates the TLS connection to the primary for a XFR request,
   so that in terms of connectivity the secondary is the TLS client and
   the primary the TLS server.



   The details in [RFC7766], [RFC7858] and [RFC8310] about, e.g.,
   persistent connection and message handling are fully applicable to
   XoT as well.  However any behavior specified here takes precedence
   for XoT.




5.2.1. High level XoT descriptions

   The figure below provides an outline of the AXoT mechanism including
   NOTIFYs.



   Figure 3: AXoT mechanism [5]



   The figure below provides an outline of the IXoT mechanism including
   NOTIFYs.



   Figure 4: IXoT mechanism [6]




5.2.2. Previous specifications

   We note that whilst [RFC5936] already recommends re-using open TCP
   connections, it does state:



      "Non-AXFR session traffic can also use an open TCP connection."



   when discussing AXFR-over-TCP.  It defines an AXFR session as an AXFR
   query message and the sequence of AXFR response messages returned for
   it.  Note that this excludes any SOA queries issued as part of the
   overall AXFR mechanism.  This requirement needs to be re-evaluated
   when considering applying the same model to XoT since



   o  There is no guarantee that a XoT server (which is very likely, but
      not necessarily, a purely authoritative server) will also support
      DoT for regular queries.  Requiring a purely authoritative server
      to also respond to any query over a TLS connection would be
      equivalent to defining a form of authoritative DoT.  We consider
      this to be out of scope for this document, which is focussed
      purely on zone transfers.



   o  It would, however, be optimal for XoT to include the capability to
      send SOA queries over an already open TLS connection.



   Moreover, it is worth noting that [RFC7766] made general
   implementation recommendations with regard to TCP/TLS connection
   handling:



"To mitigate the risk of unintentional server overload, DNS
clients MUST take care to minimize the number of concurrent TCP
connections made to any individual server. It is RECOMMENDED
that for any given client/server interaction there SHOULD be no
more than one connection for regular queries, one for zone
transfers, and one for each protocol that is being used on top
of TCP (for example, if the resolver was using TLS). However,
it is noted that certain primary/ secondary configurations with
many busy zones might need to use more than one TCP connection
for zone transfers for operational reasons (for example, to
support concurrent transfers of multiple zones)."



   Whilst this recommends a particular behavior for the clients using
   TCP, it does not relax the requirement for servers to handle 'mixed'
   traffic (regular queries and zone transfers) on any open TCP/TLS
   connection.  It also overlooks the potential that other transports
   might want to take the same approach with regard to using separate
   connections for different purposes.




5.3. Update to RFC7766

   This specification for XoT updates the guidance in [RFC7766] to
   provide the same separation of connection purpose (regular queries
   and zone transfers) for all transports being used on top of TCP.
   Therefore, it is RECOMMENDED that for each protocol used on top of
   TCP in any given client/server interaction there SHOULD be no more
   than one connection for regular queries and one for zone transfers.
   We provide specific details in the following sections of reasons
   where more than one connection might be required for zone transfers.




5.4. Connection Establishment

   This specification additionally limits the scope of XoT as defined
   here to be the use of dedicated TLS connections (XoT connections) to
   exchange only traffic specific to enabling zone transfers.  The set
   of transactions supported on such connections is limited to:



   o  AXFR



   o  IXFR



   o  SOA



   and is collectively referred to hereafter as 'XoT traffic'.



   Such connections MUST use an ALPN token of 'xot' during the TLS
   handshake (see Section 11).



   In the absence of DNS specific capability signaling mechanisms this
   greatly simplifies the implementation of XoT such that a XoT exchange
   can occur between any primary and secondary regardless of the role of
   each (e.g. purely authoritative, recursive resolver also
   authoritatively hosting zones, stub) or of other DNS transport
   capability each may have.  It also clearly makes XoT support
   orthogonal to any set of zone transfer authentication mechanisms
   chosen by the two parties.



   XoT clients MUST only send XoT traffic on XoT connections.  If a XoT
   server receives traffic other than XoT traffic on a XoT connection it
   MUST respond with the extended DNS error code 21 - Not Supported
   [I-D.ietf-dnsop-extended-error].  It SHOULD treat this as protocol
   error and close the connection.



   With the update to [RFC7766] guidance above, clients are free to open
   separate connections to the server to make any other queries they may
   need over either TLS, TCP or UDP.  A specification for connections
   that support both XoT traffic and non-XoT traffic may be the subject
   of a future work.




5.4.1. Draft Version Identification

   _RFC Editor's Note:_ Please remove this section prior to publication
   of a final version of this document.



   Only implementations of the final, published RFC can identify
   themselves as "xot".  Until such an RFC exists, implementations MUST
   NOT identify themselves using this string.



   Implementations of draft versions of the protocol MUST add the string
   "-" and the corresponding draft number to the identifier.  For
   example, draft-ietf-dprive-xfr-over-tls-02 is identified using the
   string "xot-02".




5.5. Port selection

   The connection for XoT SHOULD be established using port 853, as
   specified in [RFC7858], unless there is mutual agreement between the
   secondary and primary to use a port other than port 853 for XoT.
   There MAY be agreement to use different ports for AXoT and IXoT.




5.6. AXoT mechanism


5.6.1. Coverage and relationship to RFC5936

   [RFC5936] re-specified AXFR providing additional guidance beyond that
   provided in [RFC1034] and [RFC1035].  For example, sections 4.1,
   4.1.1 and 4.1.2 of [RFC5936] provide improved guidance for AXFR
   clients and servers with regard to re-use of connections for multiple
   AXFRs and AXFRs of different zones.  However [RFC5936] was
   constrained by having to be backwards compatible with some very early
   basic implementations of AXFR.



   Here we specify some optimized behaviors for AXoT, based closely on
   those in [RFC5936], but without the constraint of backwards
   compatibility since it is expected that all implementations of AXoT
   fully implement the behavior described here.



   Where any behavior is not explicitly described here, the behavior
   specified in [RFC5936] MUST be followed.  Any behavior specified here
   takes precedence for AXoT implementations over that in [RFC5936].




5.6.2. AXoT connection and message handling

   The first paragraph of Section 4.1.1 of [RFC5936] says that clients
   SHOULD close the connection when there is no 'apparent need' to use
   the connection for some time period.



   For AXoT this requirement is updated: AXoT clients and servers SHOULD
   use EDNS0 Keepalive [RFC7828] to establish the connection timeouts to
   be used.  The client SHOULD send the EDNS0 Keepalive option on every
   AXoT request sent so that the server has every opportunity to update
   the Keepalive timeout.  The AXoT server may use the frequency of
   recent AXFRs to calculate an average update rate as input to the
   decision of what EDNS0 Keepalive timeout to use.  If the server does
   not support EDNS0 Keepalive the client MAY keep the connection open
   for a few seconds ([RFC7766] recommends that servers use timeouts of
   at least a few seconds).



Whilst the specification for EDNS0 [RFC6891]  does not specifically
mention AXFRs, it does say



       "If an OPT record is present in a received request, compliant
       responders MUST include an OPT record in their respective
       responses."



   We clarify here that if an OPT record is present in a received AXoT
   request, compliant responders MUST include an OPT record in each of
   the subsequent AXoT responses.  Note that this requirement, combined
   with the use of EDNS0 Keepalive, enables AXoT servers to signal the
   desire to close a connection due to low resources by sending an EDNS0
   Keepalive option with a timeout of 0 on any AXoT response (in the
   absence of another way to signal the abort of a AXoT transfer).



   An AXoT server MUST be able to handle multiple AXFR requests on a
   single XoT connection (for the same and different zones).



   [RFC5936] says:



       "An AXFR client MAY use an already opened TCP connection to
       start an AXFR session. Using an existing open connection is
       RECOMMENDED over opening a new connection. (Non-AXFR session
       traffic can also use an open connection.)"



   For AXoT this requirement is updated: AXoT clients SHOULD re-use an
   existing open XoT connection when starting any new AXoT session to
   the same primary, and for issuing SOA queries, instead of opening a
   new connection.  The number of XoT connections between a secondary
   and primary SHOULD be minimized.



   Valid reasons for not re-using existing connections might include:



   o  reaching a configured limit for the number of outstanding queries
      allowed on a single XoT connection



   o  the message ID pool has already been exhausted on an open
      connection



   o  a large number of timeouts or slow responses have occurred on an
      open connection



   o  an EDNS0 Keepalive option with a timeout of 0 has been received
      from the server and the client is in the process of closing the
      connection



   If no XoT connections are currently open, AXoT clients MAY send SOA
   queries over UDP, TCP or TLS.



   [RFC5936] says:



      "Some old AXFR clients expect each response message to contain
      only a single RR. To interoperate with such clients, the server
      MAY restrict response messages to a single RR."



   This is opposed to the normal behavior of containing a sufficient
   number of RRs to reasonably amortize the per-message overhead.  We
   clarify here that AXoT clients MUST be able to handle responses that
   include multiple RRs, up to the largest number that will fit within a
   DNS message (taking the required content of the other sections into
   account, as described here and in [RFC5936]).  This removes any
   burden on AXoT servers of having to accommodate a configuration
   option or support for restricting responses to containing only a
   single RR.



   An AXoT client SHOULD pipeline AXFR requests for different zones on a
   single XoT connection.  An AXoT server SHOULD respond to those
   requests as soon as the response is available i.e. potentially out of
   order.




5.6.3. Padding AXoT responses

   The goal of padding AXoT responses would be two fold:



   o  to obfuscate the actual size of the transferred zone to minimize
      information leakage about the entire contents of the zone.



   o  to obfuscate the incremental changes to the zone between SOA
      updates to minimize information leakage about zone update activity
      and growth.



   Note that the re-use of XoT connections for transfers of multiple
   different zones complicates any attempt to analyze the traffic size
   and timing to extract information.



   We note here that any requirement to obfuscate the total zone size is
   likely to require a server to create 'empty' AXoT responses.  That
   is, AXoT responses that contain no RR's apart from an OPT RR
   containing the EDNS(0) option for padding.  However, as with existing
   AXFR, the last AXoT response message sent MUST contain the same SOA
   that was in the first message of the AXoT response series in order to
   signal the conclusion of the zone transfer.



   [RFC5936] says:



"Each AXFR response message SHOULD contain a sufficient number
of RRs to reasonably amortize the per‑message overhead, up to
the largest number that will fit within a DNS message (taking
the required content of the other sections into account, as
described below)."



   'Empty' AXoT responses generated in order to meet a padding
   requirement will be exceptions to the above statement.  In order to
   guarantee support for future padding policies, we state here that
   secondary implementations MUST be resilient to receiving padded AXoT
   responses, including 'empty' AXoT responses that contain only an OPT
   RR containing the EDNS(0) option for padding.



   Recommendation of specific policies for padding AXoT responses are
   out of scope for this specification.  Detailed considerations of such
   policies and the trade-offs involved are expected to be the subject
   of future work.




5.7. IXoT mechanism


5.7.1. Coverage and relationship to RFC1995

   [RFC1995] says nothing with respect to optimizing IXFRs over TCP or
   re-using already open TCP connections to perform IXFRs or other
   queries.  Therefore, there arguably is an implicit assumption
   (probably unintentional) that a TCP connection is used for one and
   only one IXFR request.  Indeed, several open source implementations
   currently take this approach.



   We provide new guidance here specific to IXoT that aligns with the
   guidance in [RFC5936] for AXFR, that in section Section 5.6 for AXoT,
   and with that for performant TCP/TLS usage in [RFC7766] and
   [RFC7858].



   Where any behavior is not explicitly described here, the behavior
   specified in [RFC1995] MUST be followed.  Any behavior specified here
   takes precedence for IXoT implementations over that in [RFC1995].




5.7.2. IXoT connection and message handling

   In a manner entirely analogous to that described in paragraph 2 of
   Section 5.6.2 IXoT clients and servers SHOULD use EDNS0 Keepalive
   [RFC7828] to establish the connection timeouts to be used.



   An IXoT server MUST be able to handle multiple IXoT requests on a
   single XoT connection (for the same and different zones).



   IXoT clients SHOULD re-use an existing open XoT connection when
   making any new IXoT request to the same primary, and for issuing SOA
   queries, instead of opening a new connection.  The number of XoT
   connections between a secondary and primary SHOULD be minimized.



   Valid reasons for not re-using existing connections are the same as
   those described in Section 5.6.2



   If no XoT connections are currently open, IXoT clients MAY send SOA
   queries over UDP, TCP or TLS.



   An IXoT client SHOULD pipeline IXFR requests for different zones on a
   single XoT connection.  An IXoT server SHOULD respond to those
   requests as soon as the response is available i.e. potentially out of
   order.




5.7.3. Condensation of responses

   [RFC1995] says condensation of responses is optional and MAY be done.
   Whilst it does add complexity to generating responses it can
   significantly reduce the size of responses.  However any such
   reduction might be offset by increased message size due to padding.
   This specification does not update the optionality of condensation.




5.7.4. Fallback to AXFR

   Fallback to AXFR can happen, for example, if the server is not able
   to provide an IXFR for the requested SOA.  Implementations differ in
   how long they store zone deltas and how many may be stored at any one
   time.



   After a failed IXFR a IXoT client SHOULD request the AXFR on the
   already open XoT connection.




5.7.5. Padding of IXoT responses

   The goal of padding IXoT responses would be to obfuscate the
   incremental changes to the zone between SOA updates to minimize
   information leakage about zone update activity and growth.  Both the
   size and timing of the IXoT responses could reveal information.



   IXFR responses can vary in size greatly from the order of 100 bytes
   for one or two record updates, to tens of thousands of bytes for
   large dynamic DNSSEC signed zones.  The frequency of IXFR responses
   can also depend greatly on if and how the zone is DNSSEC signed.



   In order to guarantee support for future padding policies, we state
   here that secondary implementations MUST be resilient to receiving
   padded IXoT responses.



   Recommendation of specific policies for padding IXoT responses are
   out of scope for this specification.  Detailed considerations of such
   policies and the trade-offs involved are expected to be the subject
   of future work.




6. Multi-primary Configurations

   Also known as multi-master configurations this model can provide
   flexibility and redundancy particularly for IXFR.  A secondary will
   receive one or more NOTIFY messages and can send an SOA to all of the
   configured primaries.  It can then choose to send an XFR request to
   the primary with the highest SOA (or other criteria, e.g., RTT).



   When using persistent connections the secondary may have a XoT
   connection already open to one or more primaries.  Should a secondary
   preferentially request an XFR from a primary to which it already has
   an open XoT connection or the one with the highest SOA (assuming it
   doesn't have a connection open to it already)?



   Two extremes can be envisaged here.  The first one can be considered
   a 'preferred primary connection' model.  In this case the secondary
   continues to use one persistent connection to a single primary until
   it has reason not to.  Reasons not to might include the primary
   repeatedly closing the connection, long RTTs on transfers or the SOA
   of the primary being an unacceptable lag behind the SOA of an
   alternative primary.



   The other extreme can be considered a 'parallel primary connection'
   model.  Here a secondary could keep multiple persistent connections
   open to all available primaries and only request XFRs from the
   primary with the highest serial number.  Since normally the number of
   secondaries and primaries in direct contact in a transfer group is
   reasonably low this might be feasible if latency is the most
   significant concern.



   Recommendation of a particular scheme is out of scope of this
   document but implementations are encouraged to provide configuration
   options that allow operators to make choices about this behavior.




7. Zone Transfer with DoT - Authentication


7.1. TSIG

   TSIG [RFC2845] provides a mechanism for two or more parties to use
   shared secret keys which can then be used to create a message digest
   to protect individual DNS messages.  This allows each party to
   authenticate that a request or response (and the data in it) came
   from the other party, even if it was transmitted over an unsecured
   channel or via a proxy.  It provides party-to-party data
   authentication, but not hop-to-hop channel authentication or
   confidentiality.




7.2. SIG(0)

   SIG(0) [RFC2535] similarly also provides a mechanism to digitally
   sign a DNS message but uses public key authentication, where the
   public keys are stored in DNS as KEY RRs and a private key is stored
   at the signer.  It also provides party-to-party data authentication,
   but not hop-to-hop channel authentication or confidentiality.




7.3. TLS


7.3.1. Opportunistic

   Opportunistic TLS [RFC8310] provides a defense against passive
   surveillance, providing on-the-wire confidentiality.




7.3.2. Strict

   Strict TLS [RFC8310] requires that a client is configured with an
   authentication domain name (and/or SPKI pinset) that should be used
   to authenticate the TLS handshake with the server.  This additionally
   provides a defense for the client against active surveillance,
   providing client-to-server authentication and end-to-end channel
   confidentiality.




7.3.3. Mutual

   This is an extension to Strict TLS [RFC8310] which requires that a
   client is configured with an authentication domain name (and/or SPKI
   pinset) and a client certificate.  The client offers the certificate
   for authentication by the server and the client can authentic the
   server the same way as in Strict TLS.  This provides a defense for
   both parties against active surveillance, providing bi-directional
   authentication and end-to-end channel confidentiality.




7.4. IP Based ACL on the Primary

   Most DNS server implementations offer an option to configure an IP
   based Access Control List (ACL), which is often used in combination
   with TSIG based ACLs to restrict access to zone transfers on primary
   servers.



   This is also possible with XoT but it must be noted that as with TCP
   the implementation of such an ACL cannot be enforced on the primary
   until a XFR request is received on an established connection.



   If control were to be any more fine-grained than this then a
   separate, dedicated port would need to be agreed between primary and
   secondary for XoT such that implementations would be able to refuse
   connections on that port to all clients except those configured as
   secondaries.




7.5. ZONEMD

   Message Digest for DNS Zones (ZONEMD)
   [I-D.ietf-dnsop-dns-zone-digest] digest is a mechanism that can be
   used to verify the content of a standalone zone.  It is designed to
   be independent of the transmission channel or mechanism, allowing a
   general consumer of a zone to do origin authentication of the entire
   zone contents.  Note that the current version of
   [I-D.ietf-dnsop-dns-zone-digest] states:



   "As specified at this time, ZONEMD is not designed for use in large,
   dynamic zones due to the time and resources required for digest
   calculation.  The ZONEMD record described in this document includes
   fields reserved for future work to support large, dynamic zones."



   It is complementary the above mechanisms and can be used in
   conjunction with XoT but is not considered further.




7.6. Comparison of Authentication Methods

   The Table below compares the properties of a selection of the above
   methods in terms of what protection they provide to the secondary and
   primary servers during XoT in terms of:



   o  'Data Auth': Authentication that the DNS message data is signed by
      the party with whom credentials were shared (the signing party may
      or may not be party operating the far end of a TCP/TLS connection
      in a 'proxy' scenario).  For the primary the TSIG on the XFR
      request confirms that the requesting party is authorized to
      request zone data, for the secondary it authenticates the zone
      data that is received.



   o  'Channel Conf': Confidentiality of the communication channel
      between the client and server (i.e. the two end points of a TCP/
      TLS connection).



   o  Channel Auth: Authentication of the identity of party to whom a
      TCP/TLS connection is made (this might not be a direct connection
      between the primary and secondary in a proxy scenario).



   It is noted that zone transfer scenarios can vary from a simple
   single primary/secondary relationship where both servers are under
   the control of a single operator to a complex hierarchical structure
   which includes proxies and multiple operators.  Each deployment
   scenario will require specific analysis to determine which
   authentication methods are best suited to the deployment model in
   question.



   Table 1: Properties of Authentication methods for XoT [7]



   Based on this analysis it can be seen that:



   o  A combination of Opportunistic TLS and TSIG provides both data
      authentication and channel confidentiality for both parties.
      However this does not stop a MitM attack on the channel which
      could be used to gather zone data.



   o  Using just mutual TLS can be considered a standalone solution if
      the secondary has reason to place equivalent trust in channel
      authentication as data authentication, e.g., the same operator
      runs both the primary and secondary.



   o  Using TSIG, Strict TLS and an ACL on the primary provides all 3
      properties for both parties with probably the lowest operational
      overhead.




8. Policies for Both AXFR and IXFR

   We call the entire group of servers involved in XFR (all the
   primaries and all the secondaries) the 'transfer group'.



   Within any transfer group both AXFRs and IXFRs for a zone SHOULD all
   use the same policy, e.g., if AXFRs use AXoT all IXFRs SHOULD use
   IXoT.



   In order to assure the confidentiality of the zone information, the
   entire transfer group MUST have a consistent policy of requiring
   confidentiality.  If any do not, this is a weak link for attackers to
   exploit.



   A XoT policy should specify



   o  If TSIG or SIG(0) is required



   o  What kind of TLS is required (Opportunistic, Strict or mTLS)



   o  If IP based ACLs should also be used.



   Since this may require configuration of a number of servers who may
   be under the control of different operators the desired consistency
   could be hard to enforce and audit in practice.



   Certain aspects of the Policies can be relatively easily tested
   independently, e.g., by requesting zone transfers without TSIG, from
   unauthorized IP addresses or over cleartext DNS.  Other aspects such
   as if a secondary will accept data without a TSIG digest or if
   secondaries are using Strict as opposed to Opportunistic TLS are more
   challenging.



   The mechanics of co-ordinating or enforcing such policies are out of
   the scope of this document but may be the subject of future
   operational guidance.




9. Implementation Considerations

   TBD




10. Implementation Status

   The 1.9.2 version of Unbound [8] includes an option to perform AXoT
   (instead of AXFR-over-TCP).  This requires the client (secondary) to
   authenticate the server (primary) using a configured authentication
   domain name.



   It is noted that use of a TLS proxy in front of the primary server is
   a simple deployment solution that can enable server side XoT.




11. IANA Considerations


11.1. Registration of XoT Identification String

   This document creates a new registration for the identification of
   XoT in the "Application Layer Protocol Negotiation (ALPN) Protocol
   IDs" registry [RFC7301].



   The "xot" string identifies XoT:



   Protocol: XoT



   Identification Sequence: 0x64 0x6F 0x72 ("xot")



   Specification: This document




12. Security Considerations

   This document specifies a security measure against a DNS risk: the
   risk that an attacker collects entire DNS zones through eavesdropping
   on clear text DNS zone transfers.



   This does not mitigate:



   o  the risk that some level of zone activity might be inferred by
      observing zone transfer sizes and timing on encrypted connections



      (even with padding applied), in combination with obtaining SOA
      records by directly querying authoritative servers.



   o  the risk that hidden primaries might be inferred or identified via
      observation of encrypted connections.



   o  the risk of zone contents being obtained via zone enumeration
      techniques.



   Security concerns of DoT are outlined in [RFC7858] and [RFC8310].
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15. Changelog

   draft-ietf-dprive-xfr-over-tls-02



   o  Significantly update descriptions for both AXoT and IXoT for
      message and connection handling taking into account previous
      specifications in more detail



   o  Add use of APLN and limitations on traffic on XoT connections.



   o  Add new discussions of padding for both AXoT and IXoT



   o  Add text on SIG(0)



   o  Update security considerations



   o  Move multi-primary considerations to earlier as they are related
      to connection handling



   draft-ietf-dprive-xfr-over-tls-01



   o  Minor editorial updates



   o  Add requirement for TLS 1.3. or later



   draft-ietf-dprive-xfr-over-tls-00



   o  Rename after adoption and reference update.



   o  Add placeholder for SIG(0) discussion



   o  Update section on ZONEMD
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Abstract

   This document defines an architecture for protocols and services to
   support Unmanned Aircraft System Remote Identification and tracking
   (UAS RID), plus RID-related communications, including required
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1. Introduction

   This document describes a natural Internet based architecture for
   Unmanned Aircraft System Remote Identification and tracking (UAS
   RID), conforming to proposed regulations and external technical
   standards, satisfying the requirements listed in the companion
   requirements document [drip-requirements].  The requirements document
   also provides an extended introduction to the problem space, use
   cases, etc.  Only a brief summary of that introduction will be
   restated here as context, with reference to the general architecture
   shown in Figure 1 below.



   General      x                           x     Public
   Public     xxxxx                       xxxxx   Safety
   Observer     x                           x     Observer
                x                           x
               x x ‑‑‑‑‑‑‑‑‑+  +‑‑‑‑‑‑‑‑‑‑ x x
              x   x         |  |          x   x
                            |  |
                            +  +
                         xxxxxxxxxx
                        x          x
            +‑‑‑‑‑‑‑‑‑‑+x Internet x+‑‑‑‑‑‑‑‑‑‑‑‑+
            |           x          x             |
 UA1      x |            xxxxxxxxxx              | x    UA2
 Pilot  xxxxx               + + +                xxxxx  Pilot
Operator  x                 | | |                  x  Operator
          x                 | | |                  x
         x x                | | |                 x x
        x   x               | | |                x   x
                            | | |
          +‑‑‑‑‑‑‑‑‑‑+      | | |       +‑‑‑‑‑‑‑‑‑‑+
          |          |‑‑‑‑‑‑+ | +‑‑‑‑‑‑‑|          |
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          | Registry |     +‑‑‑‑‑+      | Registry |
          |          |     | DNS |      |          |
          +‑‑‑‑‑‑‑‑‑‑+     +‑‑‑‑‑+      +‑‑‑‑‑‑‑‑‑‑+



                                  Figure 1



   Many considerations (especially safety) dictate that UAS be remotely
   identifiable.  Civil Aviation Authorities (CAAs) worldwide are
   mandating Unmanned Aircraft Systems (UAS) Remote Identification
   (RID).  CAAs currently (2020) promulgate performance-based
   regulations that do not specify techniques, but rather cite industry
   consensus technical standards as acceptable means of compliance.
   ASTM International, Technical Committee F38 (UAS), Subcommittee
   F38.02 (Aircraft Operations), Work Item WK65041, developed the new
   ASTM [F3411-19] Standard Specification for Remote ID and Tracking.
   It defines one set of RID information and two means of communicating
   it.  If a UAS uses both communication methods, generally the same
   information must provided via both means.  While hybrids are possible
   (and indeed one is proposed as an optional DRIP service), the two
   basic methods are defined as follows:



      Network RID defines a RID data dictionary and data flow: from a
      UAS via unspecified means to a Network Remote ID Service Provider
      (Net-RID SP); from the Net-RID SP to an integrated, or over the
      Internet to a separate, Network Remote ID Display Provider (Net-
      RID DP); from the Net-RID DP via the Internet to Network Remote ID
      clients in response to their queries (expected typically, but not
      specified exclusively, to be web based) specifying airspace
      volumes of interest.  Network RID depends upon connectivity, in
      several segments, via the Internet, from the UAS to the Observer.



      Broadcast RID defines a set of RID messages and how the UA
      transmits them locally directly one-way, over Bluetooth or Wi-Fi.
      Broadcast RID should need Internet (or other Wide Area Network)
      connectivity only for UAS registry information lookup using the
      locally directly received UAS ID as a key.  Broadcast RID should
      be functionally usable in situations with no Internet
      connectivity.



   The less constrained but more complex case of Network RID is
   illustrated in Figure 2 below.



 x x  UA
xxxxx       ********************
 |         *              ‑‑‑‑‑‑*‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑+
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                                  Figure 2



   Via the direct Radio Frequency (RF) link between the UA and GCS:
   Command and Control (C2) flows from the GCS to the UA; for all but
   the simplest hobby aircraft, position and status flow from the UA to
   the GCS.  Via the Internet, through three distinct segments, Network
   RID information flows from the UAS (comprising the UA and its GCS) to
   the Observer.



   Other Standards Development Organizations (SDOs, e.g., 3GPP,
   Appendix A.4) may define their own communication methods for both
   Network and Broadcast RID.  The CAAs expect any additional methods to
   maintain consistency of the RID messages.



   DRIP will enable leveraging existing Internet resources (standard
   protocols, services, infrastructure and business models) to meet UAS
   RID and closely related needs.  DRIP will specify how to apply IETF
   standards, complementing [F3411-19] and other external standards, to
   satisfy UAS RID requirements.  DRIP will update existing and develop
   new protocol standards as needed to accomplish the foregoing.



   This document will outline the UAS RID architecture into which DRIP
   must fit, and an architecture for DRIP itself.  This includes
   presenting the gaps between the CAAs' Concepts of Operations and
   [F3411-19] as it relates to use of Internet technologies and UA
   direct RF communications.  Issues include, but are not limited to:



   *  Trustworthy Remote ID and trust in RID messages



   *  Privacy in RID messages (PII protection)



   *  UA -> Ground communications including Broadcast RID



   *  Broadcast RID 'harvesting' and secure forwarding into the UTM



   *  Secure UAS -> Net-RID SP communications



   *  Secure Observer -> Pilot communications




2. Terms and Definitions


2.1. Requirements Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.




2.2. Additional Definitions

   This document uses terms defined in [drip-requirements].




3. Entities and their Interfaces

   Any DRIP solutions for UAS RID must fit into the UTM (or U-space)
   system.  This implies interaction with entities including UA, GCS,
   USS, Net-RID SP, Net-RID DP, Observers, Operators, Pilots In Command,
   Remote Pilots, possibly SDSP, etc.  The only additional entities
   introduced in this document are registries, required but not
   specified by the regulations and [RFC7401], and optionally CS-RID
   SDSP and Finder nodes.



   UAS registries hold both public and private UAS information.  The
   public information is primarily pointers to the repositories of, and
   keys for looking up, the private information.  Given these different
   uses, and to improve scalability, security and simplicity of
   administration, the public and private information can be stored in
   different registries, indeed different types of registry.




3.1. Private Information Registry


3.1.1. Background

   The private information required for UAS RID is similar to that
   required for Internet domain name registration.  Thus a DRIP RID
   solution can leverage existing Internet resources: registration
   protocols, infrastructure and business models, by fitting into an ID
   structure compatible with DNS names.  This implies some sort of
   hierarchy, for scalability, and management of this hierarchy.  It is
   expected that the private registry function will be provided by the
   same organizations that run USS, and likely integrated with USS.




3.1.2. Proposed Approach

   A DRIP UAS ID MUST be amenable to handling as an Internet domain name
   (at an arbitrary level in the hierarchy), MUST be registered in at
   least a pseudo-domain (e.g. .ip6.arpa for reverse lookup), and MAY be
   registered as a sub-domain (for forward lookup).



   A DRIP private information registry MUST support essential Internet
   domain name registry operations (e.g. add, delete, update, query)
   using interoperable open standard protocols.  It SHOULD support the
   Extensible Provisioning Protocol (EPP) and the Registry Data Access
   Protocol (RDAP) with access controls.  It MAY use XACML to specify
   those access controls.  It MUST be listed in a DNS: that DNS MAY be
   private; but absent any compelling reasons for use of private DNS,
   SHOULD be the definitive public Internet DNS hierarchy.  The DRIP
   private information registry in which a given UAS is registered MUST
   be locatable, starting from the UAS ID, using the methods specified
   in [RFC7484].




3.2. Public Information Registry


3.2.1. Background

   The public information required to be made available by UAS RID is
   transmitted as cleartext to local observers in Broadcast RID and is
   served to a client by a Net-RID DP in Network RID.  Therefore, while
   IETF can offer e.g.  [RFC6280] as one way to implement Network RID,
   the only public information required to support essential DRIP
   functions for UAS RID is that required to look up Internet domain
   hosts, services, etc.




3.2.2. Proposed Approach

   A DRIP public information registry MUST be a standard DNS server, in
   the definitive public Internet DNS hierarchy.  It MUST support NS,
   MX, SRV, TXT, AAAA, PTR, CNAME and HIP RR (the last per [RFC8005])
   types.




3.3. CS-RID concept

   ASTM anticipated that regulators would require both Broadcast RID and
   Network RID for large UAS, but allow RID requirements for small UAS
   to be satisfied with the operator's choice of either Broadcast RID or
   Network RID.  The EASA initially specified Broadcast RID for UAS of
   essentially all UAS and is now considering Network RID also.  The FAA
   NPRM requires both for Standard RID and specifies Broadcast RID only
   for Limited RID.  One obvious opportunity is to enhance the
   architecture with gateways from Broadcast RID to Network RID.  This
   provides the best of both and gives regulators and operators
   flexibility.  Such gateways could be pre-positioned (e.g. around
   airports and other sensitive areas) and/or crowdsourced (as nothing
   more than a smartphone with a suitable app is needed).  Gateways can
   also perform multilateration to provide independent measurements of
   UA position, which is otherwise entirely operator self-reported in
   UAS RID and UTM.  CS-RID would be an option, beyond baseline DRIP
   functionality; if implemented, it adds two more entity types.




3.3.1. Proposed optional CS-RID SDSP

   A CS-RID SDSP MUST appear (i.e. present the same interface) to a Net-
   RID SP as a Net-RID DP.  A CS-RID SDSP MUST appear to a Net-RID DP as
   a Net-RID SP.  A CS-RID SDSP MUST NOT present a standard GCS-facing
   interface as if it were a Net-RID SP.  A CS-RID SDSP MUST NOT present
   a standard client-facing interface as if it were a Net-RID DP.  A CS-
   RID SDSP MUST present a TBD interface to a CS-RID Finder; this
   interface SHOULD be based upon but readily distinguishable from that
   between a GCS and a Net-RID SP.




3.3.2. Proposed optional CS-RID Finder

   A CS-RID Finder MUST present a TBD interface to a CS-RID SDSP; this
   interface SHOULD be based upon but readily distinguishable from that
   between a GCS and a Net-RID SP.  A CS-RID Finder must implement,
   integrate, or accept outputs from, a Broadcast RID receiver.  A CS-
   RID Finder MUST NOT interface directly with a GCS, Net-RID SP, Net-
   RID DP or Network RID client.




4. Identifiers


4.1. Background

   A DRIP UA ID needs to be "Trustworthy".  This means that within the
   framework of the RID messages, an observer can establish that the RID
   used does uniquely belong to the UA.  That the only way for any other
   UA to assert this RID would be to steal something from within the UA.
   The RID is self-generated by the UAS (either UA or GCS) and
   registered with the USS.



   Within the limitations of Broadcast RID, this is extremely
   challenging as:



   *  An RID can at most be 20 characters



   *  The ASTM Basic RID message (the message containing the RID) is 25
      characters; only 3 characters are currently unused



   *  The ASTM Authentication message, with some changes from [F3411-19]
      can carry 224 bytes of payload.



   Standard approaches like X.509 and PKI will not fit these
   constraints, even using the new EdDSA algorithm.  An example of a
   technology that will fit within these limitations is an enhancement
   of the Host Identity Tag (HIT) of HIPv2 [RFC7401] introducing
   hierarchy as defined in HHIT [hierarchical-hit]; using Hierarchical
   HITs for UAS RID is outlined in HHIT based UAS RID [drip-uas-rid].
   As PKI with X.509 is being used in other systems with which UAS RID
   must interoperate (e.g. the UTM Discovery and Synchronization Service
   and the UTM InterUSS protocol) mappings between the more flexible but
   larger X.509 certificates and the HHIT based structures must be
   devised.



   By using the EdDSA HHIT suite, self-assertions of the RID can be done
   in as little as 84 bytes.  Third-party assertions can be done in 200
   bytes.  An observer would need Internet access to validate a self-
   assertion claim.  A third-party assertion can be validated via a
   small credential cache in a disconnected environment.  This third-
   party assertion is possible when the third-party also uses HHITs for
   its identity and the UA has the public key for that HHIT.




4.2. Proposed Approach

   A DRIP UAS ID MUST be a HHIT.  It SHOULD be self-generated by the UAS
   (either UA or GCS) and MUST be registered with the Private
   Information Registry identified in its hierarchy fields.  Each UAS ID
   HHIT MUST NOT be used more than once, with one exception as follows.



   Each UA MAY be assigned, by its manufacturer, a single HI and derived
   HHIT encoded as a hardware serial number per [CTA2063A].  Such a
   static HHIT SHOULD be used only to bind one-time use UAS IDs (other
   HHITs) to the unique UA.  Depending upon implementation, this may
   leave a HI private key in the possession of the manufacturer (see
   Security Considerations).



   Each UA equipped for Broadcast RID MUST be provisioned not only with
   its HHIT but also with the HI public key from which the HHIT was
   derived and the corresponding private key, to enable message
   signature.  Each UAS equipped for Network RID MUST be provisioned
   likewise; the private key SHOULD reside only in the ultimate source
   of Network RID messages (i.e. on the UA itself if the GCS is merely
   relaying rather than sourcing Network RID messages).  Each observer
   device MUST be provisioned with public keys of the UAS RID root
   registries and MAY be provisioned with public keys or certificates
   for subordinate registries.



   Operators and Private Information Registries MUST possess and other
   UTM entities MAY possess UAS ID style HHITs.  When present, such
   HHITs SHOULD be used with HIP to strongly mutually authenticate and
   optionally encrypt communications.




5. DRIP Transactions enabling Trustworthy UAS RID

   Each Operator MUST generate a Host Identity of the Operator (HIo) and
   derived Hierarchical HIT of the Operator (HHITo), register them with
   a Private Information Registry along with whatever Operator data
   (inc.  PII) is required by the cognizant CAA and the registry, and
   obtain a Certificate from the Registry on the Operator (Cro) signed
   with the Host Identity of the Registry private key (HIr(priv))
   proving such registration.



   To add an UA, an Operator MUST generate a Host Identity of the
   Aircraft (HIa) and derived Hierarchical HIT of the Aircraft (HHITa),
   create a Certificate from the Operator on the Aircraft (Coa) signed
   with the Host Identity of the Operator private key (HIo(priv)) to
   associate the UA with its Operator, register them with a Private
   Information Registry along with whatever UAS data is required by the
   cognizant CAA and the registry, obtain a Certificate from the
   Registry on the Operator and Aircraft ("Croa") signed with the
   HIr(priv) proving such registration, and obtain a Certificate from
   the Registry on the Aircraft (Cra) signed with HIr(priv) proving UA
   registration in that specific registry while preserving Operator
   privacy.  The operator then MUST provision the UA with HIa,
   HIa(priv), HHITa and Cra.



   UA engaging in Broadcast RID MUST use HIa(priv) to sign Auth Messages
   and MUST periodically broadcast Cra. UAS engaging in Network RID MUST
   use HIa(priv) to sign Auth Messages.  Observers MUST use HIa from
   received Cra to verify received Broadcast RID Auth messages.
   Observers without Internet connectivity MAY use Cra to identify the
   trust class of the UAS based on known registry vetting.  Observers
   with Internet connectivity MAY use HHITa to perform lookups in the
   Public Information Registry and MAY then query the Private
   Information Registry, which MUST enforce AAA policy on Operator PII
   and other sensitive information.




6. Privacy for Broadcast PII

   Broadcast RID messages may contain PII.  This may be information
   about the UA such as its destination or Operator information such as
   GCS location.  There is no absolute "right" in hiding PII, as there
   will be times (e.g., disasters) and places (buffer zones around
   airports and sensitive facilities) where policy may mandate all
   information be sent as cleartext.  Otherwise, the modern general
   position (consistent with, e.g., the EU General Data Protection
   Regulation) is to hide PII unless otherwise instructed.  While some
   have argued that a system like that of automobile registration plates
   should suffice for UAS, others have argued persuasively that each
   generation of new identifiers should take advantage of advancing
   technology to protect privacy, to the extent compatible with the
   transparency needed to protect safety.



   A viable architecture for PII protection would be symmetric
   encryption of the PII using a key known to the UAS and a USS service.
   An authorized Observer may send the encrypted PII along with the
   Remote ID (to their UAS display service) to get the plaintext.  The
   authorized Observer may send the Remote ID (to their UAS display
   service) and receive the key to directly decrypt all PII content from
   the UA.



   PII is protected unless the UAS is informed otherwise.  This may come
   from operational instructions to even permit flying in a space/time.
   It may be special instructions at the start or during an operation.
   PII protection should not be used if the UAS loses connectivity to
   the USS.  The USS always has the option to abort the operation if PII
   protection is disallowed.



   An authorized Observer may instruct a UAS via the USS that conditions
   have changed mandating no PII protection or land the UA.




7. Architectural implications of EASA requirements

   According to EASA, in EU broadcasting drone identification will be
   mandatory from July 2020.  Following info should be sent in cleartext
   over Wifi or Bluetooth.  In real time during the whole duration of
   the flight, the direct periodic broadcast from the UA using an open
   and documented transmission protocol, of the following data, in a way
   that they can be received directly by existing mobile devices within
   the broadcasting range:



   i) the UAS operator registration number;



   ii) the unique physical serial number of the UA compliant with
   standard ANSI/CTA2063;



   iii) the geographical position of the UA and its height above the
   surface or take-off point;



   iv) the route course measured clockwise from true north and ground
   speed of the UA; and



   v) the geographical position of the remote pilot or, if not
   available, the take-off point;



   The architecture proposed in this document partially satisfies EASA
   requirements.  In particular, i) is included to Operator-ID Message
   as optional. ii) cannot be directly supported due to its heavy
   privacy implications.  A cryptographic identifier that needs to be
   resolved is proposed instead. iii) and iv) are included into
   Location/Vector Message. v) is included into a System Message
   (optional).




8. IANA Considerations

   This document does not make any request to IANA.




9. Security Considerations

   DRIP is all about safety and security, so content pertaining to such
   is not limited to this section.  The security provided by asymmetric
   cryptographic techniques depends upon protection of the private keys.
   A manufacturer that embeds a private key in an UA may have retained a
   copy.  A manufacturer whose UA are configured by a closed source
   application on the GCS which communicates over the Internet with the
   factory may be sending a copy of a UA or GCS self-generated key back
   to the factory.  Compromise of a registry private key could do
   widespread harm.  Key revocation procedures are as yet to be
   determined.  These risks are in addition to those involving Operator
   key management practices.
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Appendix A.  Overview of Unmanned Aircraft Systems (UAS) Traffic
             Management (UTM)




A.1. Operation Concept

   The National Aeronautics and Space Administration (NASA) and FAAs'
   effort of integrating UAS's operation into the national airspace
   system (NAS) leads to the development of the concept of UTM and the
   ecosystem around it.  The UTM concept was initially presented in
   2013.  The eventual development and implementation are conducted by
   the UTM research transition team which is the joint workforce by FAA
   and NASA.  World efforts took place afterward.  The Single European
   Sky ATM Research (SESAR) started the CORUS project to research its
   UTM counterpart concept, namely [U-Space].  This effort is led by the
   European Organization for the Safety of Air Navigation (Eurocontrol).



   Both NASA and SESAR have published the UTM concept of operations to
   guide the development of their future air traffic management (ATM)
   system and make sure safe and efficient integrations of manned and
   unmanned aircraft into the national airspace.



   The UTM composes of UAS operation infrastructure, procedures and
   local regulation compliance policies to guarantee UAS's safe
   integration and operation.  The main functionality of a UTM includes,
   but is not limited to, providing means of communication between UAS
   operators and service providers and a platform to facilitate
   communication among UAS service providers.




A.2. UAS Service Supplier (USS)

   A USS plays an important role to fulfill the key performance
   indicators (KPIs) that a UTM has to offer.  Such Entity acts as a
   proxy between UAS operators and UTM service providers.  It provides
   services like real-time UAS traffic monitor and planning,
   aeronautical data archiving, airspace and violation control,
   interacting with other third-party control entities, etc.  A USS can
   coexist with other USS(s) to build a large service coverage map which
   can load-balance, relay and share UAS traffic information.



   The FAA works with UAS industry shareholders and promotes the Low
   Altitude Authorization and Notification Capability [LAANC] program
   which is the first implementation to realize UTM's functionality.
   The LAANC program can automate the UAS's fly plan application and
   approval process for airspace authorization in real-time by checking
   against multiple aeronautical databases such as airspace
   classification and fly rules associated with it, FAA UAS facility
   map, special use airspace, Notice to airman (NOTAM) and Temporary
   flight rule (TFR).




A.3. UTM Use Cases for UAS Operations

   This section illustrates a couple of use case scenarios where UAS
   participation in UTM has significant safety improvement.



   1.  For a UAS participating in UTM and takeoff or land in a
       controlled airspace (e.g., Class Bravo, Charlie, Delta and Echo
       in United States), the USS where UAS is currently communicating
       with is responsible for UAS's registration, authenticating the
       UAS's fly plan by checking against designated UAS fly map
       database, obtaining the air traffic control (ATC) authorization
       and monitor the UAS fly path in order to maintain safe boundary
       and follow the pre-authorized route.



   2.  For a UAS participating in UTM and take off or land in an
       uncontrolled airspace (ex.  Class Golf in the United States),
       pre-fly authorization must be obtained from a USS when operating
       beyond-visual-of-sight (BVLOS) operation.  The USS either accepts
       or rejects received intended fly plan from the UAS.  Accepted UAS
       operation may share its current fly data such as GPS position and
       altitude to USS.  The USS may keep the UAS flight status near
       real-time and may keep it as a record for overall airspace air
       traffic monitor.




A.4. Overview UAS Remote ID (RID) and RID Standardization

   A RID is an application enabler for a UAS to be identified by a UTM/
   USS or third parties entities such as law enforcement.  Many safety
   and other considerations dictate that UAS be remotely identifiable.
   CAAs worldwide are mandating UAS RID.  The European Union Aviation
   Safety Agency (EASA) has published [Delegated] and [Implementing]
   Regulations.  The FAA has published a Notice of Proposed Rule Making
   [NPRM].  CAAs currently promulgate performance-based regulations that
   do not specify techniques, but rather cite industry consensus
   technical standards as acceptable means of compliance.



   3GPP provides UA service in the LTE network since release 15 in
   published technical specification [TS-36.777].  Start from its
   release 16, it completed the UAS RID requirement study in [TS-22.825]
   and proposed use cases in the mobile network and the services that
   can be offered based on RID and ongoing release 17 specification
   works on enhanced UAS service requirement and provides the protocol
   and application architecture support which is applicable for both 4G
   and 5G network.  ATIS's recent report [ATIS-I-0000074] proposes
   architecture approaches for the 3GPP network to support UAS and one
   of which is put RID in higher 3GPP protocol stack such as using ASTM
   remote ID [F3411-19].
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Abstract

   This document defines the requirements for Drone Remote
   Identification Protocol (DRIP) Working Group protocols to support
   Unmanned Aircraft System Remote Identification and tracking (UAS RID)
   for security, safety and other purposes.  Complementing external
   technical standards as regulator-accepted means of compliance with
   UAS RID regulations, DRIP will:



      facilitate use of existing Internet resources to support UAS RID
      and to enable enhanced related services;



      enable online and offline verification that UAS RID information is
      trustworthy.




Status of This Memo

   This Internet-Draft is submitted in full conformance with the
   provisions of BCP 78 and BCP 79.



   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF).  Note that other groups may also distribute
   working documents as Internet-Drafts.  The list of current Internet-
   Drafts is at https://datatracker.ietf.org/drafts/current/.



   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
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   material or to cite them other than as "work in progress."
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1. Introduction (Informative)


1.1. Overall Context

   Many considerations (especially safety and security) dictate that UAS
   be remotely identifiable.  Any Observer with responsibilities
   involving aircraft inherently must classify Unmanned Aircraft (UA)
   situationally according to basic considerations, as illustrated
   notionally in Figure 1 below.  An Observer who classifies an UAS: as
   Taskable, can ask it to do something useful; as Low Concern, can
   reasonably assume it is not malicious, and would cooperate with
   requests to modify its flight plans for safety reasons; as High
   Concern or Unidentified, is worth focused surveillance.



                     xxxxxxx        +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
                    x       x  No   |              |
                   x   ID?   x+‑‑‑‑>| UNIDENTIFIED |
                    x       x       |              |
                     xxxxxxx        +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
                        +
                        | Yes
                        v
                     xxxxxxx
                    x       x
        +‑‑‑‑‑‑‑‑‑+x  TYPE?  x+‑‑‑‑‑‑‑‑‑‑+
        |           x       x            |
        |            xxxxxxx             |
        |               +                |
        v               v                v
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
|              | |              | |              |
|  TASKABLE    | | LOW CONCERN  | | HIGH CONCERN |
|              | |              | |              |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



                  Figure 1: "Notional UAS Classification">



   Civil Aviation Authorities (CAAs) worldwide are mandating Unmanned
   Aircraft System Remote Identification and tracking (UAS RID).  The
   European Union Aviation Safety Agency (EASA) has published
   [Delegated] and [Implementing] Regulations.  The United States (US)
   Federal Aviation Administration (FAA) has published a Notice of
   Proposed Rule Making [NPRM] and has described the key role that UAS
   RID plays in UAS Traffic Management (UTM [FAACONOPS] especially
   Section 2.6).  CAAs currently (2020) promulgate performance-based
   regulations that do not specify techniques, but rather cite industry
   consensus technical standards as acceptable means of compliance.
   ASTM International, Technical Committee F38 (UAS), Subcommittee
   F38.02 (Aircraft Operations), Work Item WK65041, developed ASTM
   F3411-19 [F3411-19] Standard Specification for Remote ID and
   Tracking.  It defines two means of UAS RID:



      Network RID defines a set of information for UAS to make available
      globally indirectly via the Internet, through servers that can be
      queried by Observers.



      Broadcast RID defines a set of messages for Unmanned Aircraft (UA)
      to transmit locally directly one-way over Bluetooth or Wi-Fi, to
      be received in real time by local Observers.



   The same information must be provided via both means.  The
   presentation may differ, as Network RID defines a data dictionary,
   whereas Broadcast RID defines message formats (which carry items from
   that same data dictionary).  The frequency with which it is sent may
   differ, as Network RID can accomodate Observer queries asynchronous
   to UAS updates (which generally need be sent only when information,
   such as GCS location, changes), whereas Broadcast RID depends upon
   Observers receiving UA messages at the time they are transmitted.
   Network RID depends upon Internet connectivity in several segments
   from the UAS to each Observer.  Broadcast RID should need Internet
   (or other Wide Area Network) connectivity only for UAS registry
   information lookup using the directly locally received UAS Identifier
   (UAS ID) as a key.  Broadcast RID does not assume IP connectivity of
   UAS; messages are encapsulated by the UA without IP, directly in
   Bluetooth or WiFi link layer frames.



   [F3411-19] specifies three UAS ID types:



TYPE‑1  A static, manufacturer assigned, hardware serial number per
        ANSI/CTA‑2063‑A "Small Unmanned Aerial System Serial Numbers"
        [CTA2063A].

TYPE‑2  A CAA assigned (presumably static) ID.

TYPE‑3  A UTM system assigned UUID [RFC4122], which can but need not
        be dynamic.



   The EU allows only Type 1; the US allows Types 1 and 3, but requires
   Type 3 IDs (if used) each to be used only once (for a single UAS
   flight, which in the context of UTM is called an "operation").  The
   EU also requires an operator registration number (an additional
   identifier distinct from the UAS ID) that can be carried in an
   [F3411-19] optional Operator ID message.



   [F3411-19] Broadcast RID transmits all information as cleartext
   (ASCII or binary), so static IDs enable trivial correlation of
   patterns of use, unacceptable in many applications, e.g., package
   delivery routes of competitors.




   [WG105]
 addreses a "different scope than Direct Remote
   Identification... latter being primarily meant for security
   purposes... rather than for safety purposes (e.g.  hazards
   deconfliction..." Aviation community standards set a higher bar for
   safety than for security.  It "leaves the opportunity for those
   manufacturers who would prefer to merge both functions to do so...
   The purpose of the e-Identification function is to transmit, towards
   the U-space infrastructure and/or other UA, a set of information for
   safety (traffic management) purposes..." In addition to RID's
   Broadcast and Network one-way to Observers), it will use V2V to other
   UA (also perhaps to and/or from some manned aircraft).




1.2. Intended Use

   An ID is not an end in itself; it exists to enable lookups and
   provision of services complementing mere identification.



   Minimal specified information must be made available to the public;
   access to other data, e.g., UAS operator Personally Identifiable
   Information (PII), must be limited to strongly authenticated
   personnel, properly authorized per policy.  The balance between
   privacy and transparency remains a subject for public debate and
   regulatory action; DRIP can only offer tools to expand the achievable
   trade space and enable trade-offs within that space.  [F3411-19]
   specifies only how to get the UAS ID to the Observer; how the
   Observer can perform these lookups, and how the registries first can
   be populated with information, is unspecified.



   Using UAS RID to facilitate vehicular (V2X) communications and
   applications such as Detect And Avoid (DAA, which would impose
   tighter latency bounds than RID itself) is an obvious possibility,
   explicitly contemplated in the FAA NPRM.  However, applications of
   RID beyond RID itself have been omitted from [F3411-19]; DAA has been
   explicitly declared out of scope in ASTM working group discussions,
   based on a distinction between RID as a security standard vs DAA as a
   safety application.  Although dynamic establishment of secure
   communications between the Observer and the UAS pilot seems to have
   been contemplated by the FAA UAS ID and Tracking Aviation Rulemaking
   Committee (ARC) in their [Recommendations], it is not addressed in
   any of the subsequent proposed regulations or technical
   specifications.



   The need for near-universal deployment of UAS RID is pressing.  This
   implies the need to support use by Observers of already ubiquitous
   mobile devices (typically smartphones and tablets).  Anticipating
   likely CAA requirements to support legacy devices, especially in
   light of [Recommendations], [F3411-19] specifies that any UAS sending
   Broadcast RID over Bluetooth must do so over Bluetooth 4, regardless
   of whether it also does so over newer versions; as UAS sender devices
   and Observer receiver devices are unpaired, this implies extremely
   short "advertisement" (beacon) frames.



   UA onboard RID devices are severely constrained in Cost, Size, Weight
   and Power ($SWaP).  Cost is a significant impediment to the necessary
   near-universal adoption of UAS send and Observer receive RID
   capabilities. $SWaP is a burden not only on the designers of new UA
   for production and sale, but also on owners of existing UA that must
   be retrofit.  Radio Controlled (RC) aircraft modelers, "hams" who use
   licensed amateur radio frequencies to control UAS, drone hobbyists
   and others who custom build UAS all need means of participating in
   UAS RID sensitive to both generic $SWaP and application-specific
   considerations.



   To accommodate the most severely constrained cases, all these
   conspire to motivate system design decisions, especially for the
   Broadcast RID data link, which complicate the protocol design
   problem: one-way links; extremely short packets; and Internet-
   disconnected operation of UA onboard devices.  Internet-disconnected
   operation of Observer devices has been deemed by ASTM F38.02 too
   infrequent to address, but for some users is important and presents
   further challenges.



   Despite work by regulators and Standards Development Organizations
   (SDOs), there are substantial gaps in UAS standards generally and UAS
   RID specifically.  [Roadmap] catalogs UAS related standards, ongoing
   standardization activities and gaps (as of early 2020); Section 7.8
   catalogs those related specifically to UAS RID.



   Given not only packet payload length and bandwidth, but also
   processing and storage within the $SWaP constraints of very small
   (e.g. consumer toy) UA, heavyweight cryptographic security protocols
   are infeasible, yet trustworthiness of UAS RID information is
   essential.  Under [F3411-19], even the most basic datum, the UAS ID
   string (typically number) itself can be merely an unsubstantiated
   claim.  Observer devices being ubiquitous, thus popular targets for
   malware or other compromise, cannot be generally trusted (although
   the user of each device is compelled to trust that device, to some
   extent); a "fair witness" functionality (inspired by [Stranger]) is
   desirable.




1.3. DRIP Scope

   DRIP's initial goal is to make RID immediately actionable, in both
   Internet and local-only connected scenarios (especially emergencies),
   in severely constrained UAS environments, balancing legitimate (e.g.,
   public safety) authorities' Need To Know trustworthy information with
   UAS operators' privacy.  By "immediately actionable" is meant
   information of sufficient precision, accuracy, timeliness, etc. for
   an Observer to use it as the basis for immediate decisive action,
   whether that be to trigger a defensive counter-UAS system, to attempt
   to initiate communications with the UAS operator, to accept the
   presence of the UAS in the airspace where/when observed as not
   requiring further action, or whatever, with potentially severe
   consequences of any action or inaction chosen based on that
   information.  For further explanation of the concept of immediate
   actionability, see [ENISACSIRT].  Potential follow-on goals may
   extend beyond providing timely and trustworthy identification data,
   to using it to enable identity-oriented networking of UAS.



   DRIP (originally Trustworthy Multipurpose Remote Identification, TM-
   RID) potentially could be applied to verifiably identify other types
   of registered things reported to be in specified physical locations,
   but the urgent motivation and clear initial focus is UAS.  Existing
   Internet resources (protocol standards, services, infrastructure, and
   business models) should be leveraged.  A natural Internet based
   architecture for UAS RID conforming to proposed regulations and
   external technical standards is described in a companion architecture
   document [drip-architecture] and elaborated in other DRIP documents;
   this document describes only relevant requirements and defines
   terminology for the set of DRIP documents.




2. Terms and Definitions


2.1. Requirements Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.




2.2. Definitions

   This section defines a set of terms expected to be used in DRIP
   documents.  This list is meant to be the DRIP terminology reference.
   Some of the terms listed below are not used in this document.
   [RFC4949] provides a glossary of Internet security terms that should
   be used where applicable.  In the UAS community, the plural form of
   acronyms generally is the same as the singular form, e.g.  Unmanned
   Aircraft System (singular) and Unmanned Aircraft Systems (plural) are
   both represented as UAS.  On this and other terminological issues, to
   encourage comprehension necessary for adoption of DRIP by the
   intended user community, that community's norms are respected herein,
   and definitions are quoted in cases where they have been found in
   that community's documents.



   $SWaP

      Cost, Size, Weight and Power.



   AAA

      Attestation, Authentication, Authorization, Access Control,
      Accounting, Attribution, Audit, or any subset thereof (uses differ
      by application, author and context).



   ABDAA

      AirBorne DAA.  Accomplished using systems onboard the aircraft
      involved.  Also known as "self-separation".



   ADS-B

      Automatic Dependent Surveillance - Broadcast.  "ADS-B Out"
      equipment obtains aircraft position from other on-board systems
      (typically GNSS) and periodically broadcasts it to "ADS-B In"
      equipped entities, including other aircraft, ground stations and
      satellite based monitoring systems.



   AGL

      Above Ground Level.  Relative altitude, above the variously
      defined local ground level, typically of an UA, measured in feet
      or meters.



   ATC

      Air Traffic Control.  Explicit flight direction to pilots from
      ground controllers.  Contrast with ATM.



   ATM

      Air Traffic Management.  A broader functional and geographic scope
      and/or a higher layer of abstraction than ATC.  "The dynamic,
      integrated management of air traffic and airspace including air
      traffic services, airspace management and air traffic flow



      management - safely, economically and efficiently - through the
      provision of facilities and seamless services in collaboration
      with all parties and involving airborne and ground-based
      functions."  [ICAOATM]



   Authentication Message

      F3411 Message Type 2.  Provides framing for authentication data,
      only.



   Basic ID Message

      F3411 Message Type 0.  Provides UA Type, UAS ID Type and UAS ID,
      only.



   B-LOS

      Beyond Line Of Sight (LOS).  Term to be avoided due to ambiguity.
      See LOS.



   BV-LOS

      Beyond Visual Line Of Sight (V-LOS).  See V-LOS.



   CAA

      Civil Aviation Authority.  Two examples are the United States
      Federal Aviation Administration (FAA) and the European Union
      Aviation Safety Agency (EASA).



   C2

      Command and Control.  A set of organizational and technical
      attributes and processes that employs human, physical, and
      information resources to solve problems and accomplish missions.
      Previously primarily used in military contexts.  In the UAS
      context, typically refers to the link between GCS and UA over
      which the former controls the latter.



   DAA

      Detect And Avoid, formerly Sense And Avoid (SAA).  A means of
      keeping aircraft "well clear" of each other for safety.



   Direct RID

      Direct Remote Identification.  Per [Delegated], "a system that
      ensures the local broadcast of information about a UA in
      operation, including the marking of the UA, so that this
      information can be obtained without physical access to the UA".
      Requirement could be met with ASTM Broadcast RID: Basic ID message
      with UAS ID Type 1; Location/Vector message; Operator ID message;
      System Message.  Corresponds roughly to the Broadcast RID portion
      of FAA NPRM Standard RID.



   E2E

      End to End.



   EUROCAE

      European Organisation for Civil Aviation Equipment.  Aviation SDO,
      originally European, now with broader membership.  Cooperates
      extensively with RTCA.



   GBDAA

      Ground Based DAA.  Accomplished with the aid of ground based
      functions.



   GCS

      Ground Control Station.  The part of the UAS that the remote pilot
      uses to exercise C2 over the UA, whether by remotely exercising UA
      flight controls to fly the UA, by setting GPS waypoints, or
      otherwise directing its flight.



   GNSS

      Global Navigation Satellite System.  Satellite based timing and/or
      positioning with global coverage, often used to support
      navigation.



   GPS

      Global Positioning System.  A specific GNSS, but in this context,
      the term is typically misused in place of the more generic term
      GNSS.



   GRAIN

      Global Resilient Aviation Interoperable Network.  Putative ICAO
      managed IPv6 overlay internetwork per IATF.



   IATF

      International Aviation Trust Framework.  ICAO effort to develop a
      resilient and secure by design framework for networking in support
      of all aspects of aviation.



   ICAO

      International Civil Aviation Organization.  A United Nations
      specialized agency that develops and harmonizes international
      standards relating to aviation.



   LAANC

      Low Altitude Authorization and Notification Capability.  Supports
      ATC authorization requirements for UAS operations: remote pilots
      can apply to receive a near real-time authorization for operations
      under 400 feet in controlled airspace near airports.  US partial
      stopgap until UTM comes.



   Limited RID

      Per the FAA NPRM, a mode of operation that must use Network RID,
      must not use Broadcast RID, and must provide pilot/GCS location
      only (not UA location).  This mode is only allowed for UA that
      neither require (due to e.g. size) nor are equipped for Standard
      RID, operated within V-LOS and within 400 feet of the pilot, below
      400 feet AGL, etc.



   Location/Vector Message

      F3411 Message Type 1.  Provides UA location, altitude, heading and
      speed, only.



   LOS

      Line Of Sight.  An adjectival phrase describing any information
      transfer that travels in a nearly straight line (e.g.
      electromagnetic energy, whether in the visual light, RF or other
      frequency range) and is subject to blockage.  A term to be avoided
      due to ambiguity, in this context, between RF-LOS and V-LOS.



   MSL

      Mean Sea Level.  Relative altitude, above the variously defined
      mean sea level, typically of an UA (but in FAA NPRM also for a
      GCS), measured in or meters.



   Net-RID DP

      Network RID Display Provider.  Logical entity that aggregates data
      from Net-RID SPs as needed in response to user queries regarding
      UAS operating within specified airspace volumes, to enable display
      by a user application on a user device.  Potentially could provide
      not only information sent via UAS RID but also information
      retrieved from UAS RID registries, or information beyond UAS RID,
      regarding subscribed USS.  Under the FAA NPRM, not recognized as a
      distinct entity, but a service provided by USS, including Public
      Safety USS that may exist primarily for this purpose rather than
      to manage any subscribed UAS.



   Net-RID SP

      Network RID Service Provider.  Logical entity that collects RID
      messages from UAS and responds to NetRID-DP queries for
      information on UAS of which it is aware.  Under the FAA NPRM, the
      USS to which the UAS is subscribed ("Remote ID USS").



   Network Identification Service

      EU regulatory requirement for Network RID.  Requirement could be
      met with ASTM Network RID: Basic ID message with UAS ID Type 1;
      Location/Vector message; Operator ID message; System Message.
      Corresponds roughly to the Network RID portion of FAA NPRM
      Standard RID.



   Observer

      An entity (typically but not necessarily an individual human) who
      has directly or indirectly observed an UA and wishes to know
      something about it, starting with its ID.  An observer typically
      is on the ground and local (within V-LOS of an observed UA), but
      could be remote (observing via Network RID or other surveillance),
      operating another UA, aboard another aircraft , etc.



   Operation

      A flight, or series of flights of the same mission, by the same
      UAS, in the same airspace volume, separated by at most brief
      ground intervals.



   Operator

      "A person, organization or enterprise engaged in or offering to
      engage in an aircraft operation."  [ICAOUTM]



   Operator ID Message

      F3411 Message Type 5.  Provides CAA issued Operator ID, only.
      Operator ID is distinct from UAS ID.



   PIC

      Pilot In Command.  "The pilot designated by the operator, or in
      the case of general aviation, the owner, as being in command and
      charged with the safe conduct of a flight."  [ICAOATM]



   PII

      Personally Identifiable Information.  In this context, typically
      of the UAS operator, Pilot In Command (PIC) or remote pilot, but
      possibly of an observer or other party.



   Remote Pilot

      A pilot using a GCS to exercise proximate control of an UA.
      Either the PIC or under the supervision of the PIC.



   RF-LOS

      RF LOS.  Typically used in describing operation of a direct radio
      link between a GCS and the UA under its control, potentially
      subject to blockage by foliage, structures, terrain or other
      vehicles, but less so than V-LOS.



   RTCA

      Radio Technical Commission for Aeronautics.  US aviation SDO.
      Cooperates extensively with EUROCAE.



   Self-ID Message

      F3411 Message Type 3.  Provides a 1 byte descriptor and 23 byte
      ASCII free text field, only.  Expected to be used to provide
      context on the operation, e.g. mission intent.



   Standard RID

      Per the FAA NPRM, a mode of operation that must use both Network
      RID (if Internet connectivity is available at the time in the
      operating area) and Broadcast RID (always and everywhere), and
      must provide both pilot/GCS location and UA location.  This mode
      is required for UAS that exceed the allowed envelope (e.g. size,
      range) of Limited RID and for all UAS equipped for Standard RID
      (even if operated within parameters that would otherwise permit
      Limited RID).  The Broadcast RID portion corresponds roughly to EU
      Direct RID; the Network RID portion corresponds roughly to EU
      Network Identification Service.



   SDO

      Standards Development Organization.  ASTM, IETF, et al.



   SDSP

      Supplemental Data Service Provider.  An entity that participates
      in the UTM system, but provides services beyond those specified as
      basic UTM system functions.  E.g., provides weather data.



   System Message

      F3411 Message Type 4.  Provides general UAS information, including
      remote pilot location, multiple UA group operational area, etc.



   U-space

      EU concept and emerging framework for integration of UAS into all
      classes of airspace, specifically including high density urban
      areas, sharing airspace with manned aircraft.



   UA

      Unmanned Aircraft.  An aircraft which is intended to operate with
      no pilot on board.  In popular parlance, "drone".



   UAS

      Unmanned Aircraft System.  Composed of UA, all required on-board
      subsystems, payload, control station, other required off-board
      subsystems, any required launch and recovery equipment, all
      required crew members, and C2 links between UA and control
      station.



   UAS ID

      UAS identifier.  Although called "UAS ID", unique to the UA:
      neither to the operator (as previous registration numbers have



      been assigned), nor to the combination of GCS and UA that comprise
      the UAS.  Per [F3411-19]: maximum length of 20 bytes; see
      Section 1.1, Paragraph 7 for currently defined values.



   UAS ID Type

      Identifier type index.  Per [F3411-19], 4 bits, values 0-3 already
      specified.



   UAS RID

      UAS Remote Identification.  System for identifying UA during
      flight by other parties.



   UAS RID Verification Service

      System component designed to handle the authentication
      requirements of RID by offloading verification to a web hosted
      service.



   USS

      UAS Service Supplier.  "A USS is an entity that assists UAS
      Operators with meeting UTM operational requirements that enable
      safe and efficient use of airspace" and "... provide services to
      support the UAS community, to connect Operators and other entities
      to enable information flow across the USS Network, and to promote
      shared situational awareness among UTM participants" per
      [FAACONOPS].



   UTM

      UAS Traffic Management.  Per ICAO, "A specific aspect of air
      traffic management which manages UAS operations safely,
      economically and efficiently through the provision of facilities
      and a seamless set of services in collaboration with all parties
      and involving airborne and ground-based functions."  In the US,
      per FAA, a "traffic management" ecosystem for "uncontrolled" low
      altitude UAS operations, separate from, but complementary to, the
      FAA's ATC system for "controlled" operations of manned aircraft.



   V-LOS

      Visual LOS.  Typically used in describing operation of an UA by a
      "remote" pilot who can clearly directly (without video cameras or
      any other aids other than glasses or under some rules binoculars)
      see the UA and its immediate flight environment.  Potentially
      subject to blockage by foliage, structures, terrain or other
      vehicles, more so than RF-LOS.




3. UAS RID Problem Space

   UA may be fixed wing Short Take-Off and Landing (STOL), rotary wing
   (e.g., helicopter) Vertical Take-Off and Landing (VTOL), or hybrid.
   They may be single- or multi-engine.  The most common today are
   multicopters: rotary wing, multi engine.  The explosion in UAS was
   enabled by hobbyist development, for multicopters, of advanced flight
   stability algorithms, enabling even inexperienced pilots to take off,
   fly to a location of interest, hover, and return to the take-off
   location or land at a distance.  UAS can be remotely piloted by a
   human (e.g., with a joystick) or programmed to proceed from Global
   Positioning System (GPS) waypoint to waypoint in a weak form of
   autonomy; stronger autonomy is coming.  UA are "low observable": they
   typically have a small radar cross section; they make noise quite
   noticeable at short range but difficult to detect at distances they
   can quickly close (500 meters in under 17 seconds at 60 knots); they
   typically fly at low altitudes (for the small UAS to which RID
   applies in the US, under 400 feet AGL); they are highly maneuverable
   so can fly under trees and between buildings.



   UA can carry payloads including sensors, cyber and kinetic weapons,
   or can be used themselves as weapons by flying them into targets.
   They can be flown by clueless, careless or criminal operators.  Thus
   the most basic function of UAS RID is "Identification Friend or Foe"
   (IFF) to mitigate the significant threat they present.  Numerous
   other applications can be enabled or facilitated by RID: consider the
   importance of identifiers in many Internet protocols and services.



   Network RID from the UA itself (rather than from its GCS) and
   Broadcast RID require one or more wireless data links from the UA,
   but such communications are challenging due to $SWaP constraints and
   low altitude flight amidst structures and foliage over terrain.



   Disambiguation of multiple UA flying in close proximity may be very
   challenging, even if each is reporting its identity, position and
   velocity as accurately as it can.




3.1. Network RID

   Network RID has several variants.  The UA may have persistent onboard
   Internet connectivity, in which case it can consistently source RID
   information directly over the Internet.  The UA may have intermittent
   onboard Internet connectivity, in which case the GCS must source RID
   information whenever the UA itself is offline.  The UA may not have
   Internet connectivity of its own, but have instead some other form of
   communications to another node that can relay RID information to the
   Internet; this would typically be the GCS (which to perform its
   function must know where the UA is, although C2 link outages do
   occur).



   The UA may have no means of sourcing RID information, in which case
   the GCS must source it; this is typical under FAA NPRM Limited RID
   proposed rules, which require providing the location of the GCS (not
   that of the UA).  In the extreme case, this could be the pilot using
   a web browser/application to designate, to an UAS Service Supplier
   (USS) or other UTM entity, a time-bounded airspace volume in which an
   operation will be conducted; this may impede disambiguation of ID if
   multiple UAS operate in the same or overlapping spatio-temporal
   volumes.



   In most cases in the near term, if the RID information is fed to the
   Internet directly by the UA or GCS, the first hop data links will be
   cellular Long Term Evolution (LTE) or Wi-Fi, but provided the data
   link can support at least UDP/IP and ideally also TCP/IP, its type is
   generally immaterial to the higher layer protocols.  An UAS as the
   ultimate source of Network RID information feeds an USS acting as a
   Network RID Service Provider (Net-RID SP), which essentially proxies
   for that and other sources; an observer or other ultimate consumer of
   Network RID information obtains it from a Network RID Display
   Provider (Net-RID DP), which aggregates information from multiple
   Net-RID SPs to offer coverage of an airspace volume of interest.
   Network RID Service and Display providers are expected to be
   implemented as servers in well-connected infrastructure, accessible
   via typical means such as web APIs/browsers.



   Network RID is the more flexible and less constrained of the defined
   UAS RID means, but is only partially specified in [F3411-19].  It is
   presumed that IETF efforts supporting Broadcast RID (see next
   section) can be easily generalized for Network RID.




3.2. Broadcast RID

   [F3411-19] specifies three Broadcast RID data links: Bluetooth 4.X;
   Bluetooth 5.X Long Range; and Wi-Fi with Neighbor Awareness
   Networking (NAN).  For compliance with [F3411-19], an UA must
   broadcast (using advertisement mechanisms where no other option
   supports broadcast) on at least one of these; if broadcasting on
   Bluetooth 5.x, it is also required concurrently to do so on 4.x
   (referred to in [F3411-19] as Bluetooth Legacy).



   The selection of the Broadcast media was driven by research into what
   is commonly available on 'ground' units (smartphones and tablets) and
   what was found as prevalent or 'affordable' in UA.  Further, there
   must be an Application Programming Interface (API) for the observer's
   receiving application to have access to these messages.  As yet only
   Bluetooth 4.X support is readily available, thus the current focus is
   on working within the 26 byte limit of the Bluetooth 4.X "Broadcast
   Frame" transmitted on beacon channels.  After nominal overheads, this
   limits the UAS ID string to a maximum length of 20 bytes, and
   precludes the same frame carrying position, velocity and other
   information that should be bound to the UAS ID, much less strong
   authentication data.  This requires segmentation ("paging") of longer
   messages or message bundles ("Message Pack"), and/or correlation of
   short messages (anticipated by ASTM to be done on the basis of
   Bluetooth 4 MAC address, which is weak and unverifiable).




3.3. DRIP Focus

   DRIP will focus on making information obtained via UAS RID
   immediately usable:



   1.  by making it trustworthy (despite the severe constraints of
       Broadcast RID);



   2.  by enabling verification that an UAS is registered, and if so, in
       which registry (for classification of trusted operators on the
       basis of known registry vetting, even by observers lacking
       Internet connectivity at observation time);



   3.  by facilitating independent reports of UA's aeronautical data
       (location, velocity, etc.) to confirm or refute the operator
       self-reports upon which UAS RID and UTM tracking are based;



   4.  by enabling instant establishment, by authorized parties, of
       secure communications with the remote pilot.



   Any UA can assert any ID using the [F3411-19] required Basic ID
   message, which lacks any provisions for verification.  The Position/
   Vector message likewise lacks provisions for verification, and does
   not contain the ID, so must be correlated somehow with a Basic ID
   message: the developers of [F3411-19] have suggested using the MAC
   addresses, but these may be randomized by the operating system stack
   to avoid the adversarial correlation problems of static identifiers.



   The [F3411-19] optional Authentication Message specifies framing for
   authentication data, but does not specify any authentication method,
   and the maximum length of the specified framing is too short for
   conventional digital signatures and far too short for conventional
   certificates.  The one-way nature of Broadcast RID precludes
   challenge-response security protocols (e.g., observers sending nonces
   to UA, to be returned in signed messages).  An observer would be
   seriously challenged to validate the asserted UAS ID or any other
   information about the UAS or its operator looked up therefrom.



   Further, [F3411-19] provides very limited choices for an observer to
   communicate with the pilot, e.g., to request further information on
   the UAS operation or exit from an airspace volume in an emergency.
   The System Message provides the location of the pilot/GCS, so an
   observer could physically go to the asserted GCS location to look for
   the remote pilot.  An observer with Internet connectivity could look
   up operator PII in a registry, then call a phone number in hopes
   someone who can immediately influence the UAS operation will answer
   promptly during that operation.



   Thus complementing [F3411-19] with protocols enabling strong
   authentication, preserving operator privacy while enabling immediate
   use of information by authorized parties, is critical to achieve
   widespread adoption of a RID system supporting safe and secure
   operation of UAS.




4. Requirements


4.1. General

GEN‑1   Provable Ownership: DRIP MUST enable verification that the
        UAS ID asserted in the Basic ID message is that of the actual
        current sender of the message (i.e. the message is not a
        replay attack or other spoof, authenticating e.g. by
        verifying an asymmetric cryptographic signature using a
        sender provided public key from which the asserted ID can be
        at least partially derived), even on an observer device
        lacking Internet connectivity at the time of observation.

GEN‑2   Provable Binding: DRIP MUST enable binding all other F3411
        messages from the same actual current sender to the UAS ID
        asserted in the Basic ID message.

GEN‑3   Provable Registration: DRIP MUST enable verification that the
        UAS ID is in a registry and identification of which one, even
        on an observer device lacking Internet connectivity at the
        time of observation; with UAS ID Type 3, the same sender may
        have multiple IDs, potentially in different registries, but
        each ID must clearly indicate in which registry it can be
        found.

GEN‑4   Readability: DRIP MUST enable information (regulation
        required elements, whether sent via UAS RID or looked up in
        registries) to be read and utilized by both humans and
        software.

GEN‑5   Gateway: DRIP MUST enable Broadcast RID ‑> Network RID
        application layer gateways to stamp messages with precise
        date/time received and receiver location, then relay them to
        a network service (e.g.  SDSP or distributed ledger), to
        support three objectives: mark up a RID message with where
        and when it was actually received (which may agree or
        disagree with the self‑report in the set of messages); defend
        against reply attacks; and support optional SDSP services
        such as multilateration (to complement UAS position self‑
        reports with independent measurements).

GEN‑6   Finger (placeholder name): DRIP MUST enable dynamically
        establishing, with AAA, per policy, E2E strongly encrypted
        communications with the UAS RID sender and entities looked up
        from the UAS ID, including at least the remote pilot and USS.

GEN‑7   QoS: DRIP MUST enable policy based specification of
        performance and reliability parameters, such as maximum
        message transmission intervals and delivery latencies.

GEN‑8   Mobility: DRIP MUST support physical and logical mobility of
        UA, GCS and Observers.  DRIP SHOULD support mobility of
        essentially all participating nodes (UA, GCS, Observers, Net‑
        RID SP, Net‑RID DP, Private Registry, SDSP).

GEN‑9   Multihoming: DRIP MUST support multihoming of UA and GCS, for
        make‑before‑break smooth handoff and resiliency against path/
        link failure.  DRIP SHOULD support multihoming of essentially
        all participating nodes.

GEN‑10  Multicast: DRIP SHOULD support multicast for efficient and
        flexible publish‑subscribe notifications, e.g., of UAS
        reporting positions in designated sensitive airspace volumes.

GEN‑11  Management: DRIP SHOULD support monitoring of the health and
        coverage of Broadcast and Network RID services.




4.2. Identifier

ID‑1  Length: The DRIP (UAS) entity [remote] identifier must be no
      longer than 20 bytes (per [F3411‑19] to fit in a Bluetooth 4
      advertisement payload).

ID‑2  Registry ID: The DRIP identifier MUST be sufficient to identify
      a registry in which the (UAS) entity identified therewith is
      listed.

ID‑3  Entity ID: The DRIP identifier MUST be sufficient to enable
      lookup of other data associated with the (UAS) entity
      identified therewith in that registry.

ID‑4  Uniqueness: The DRIP identifier MUST be unique within a to‑be‑
      defined scope.

ID‑5  Non‑spoofability: The DRIP identifier MUST be non‑spoofable
      within the context of Remote ID broadcast messages (some
      collection of messages provides proof of UA ownership of ID).

ID‑6  Unlinkability: A DRIP UAS ID MUST NOT facilitate adversarial
      correlation over multiple UAS operations; this may be
      accomplished e.g. by limiting each identifier to a single use,
      but if so, the UAS ID MUST support well‑defined scalable timely
      registration methods.



   Note that Registry ID and Entity ID are requirements on a single DRIP
   entity Identifier, not separate (types of) ID.  In the most common
   use case, the Entity will be the UA, and the DRIP Identifier will be
   the UAS ID; however, other entities may also benefit from having DRIP
   identifiers, so the Entity type is not prescribed here.



   Whether a UAS ID is generated by the operator, GCS, UA, USS or
   registry, or some collaboration thereamong, is unspecified; however,
   there must be agreement on the UAS ID among these entities.




4.3. Privacy

PRIV‑1  Confidential Handling: DRIP MUST enable confidential handling
        of private information (i.e., any and all information
        designated by neither cognizant authority nor the information
        owner as public, e.g., personal data).

PRIV‑2  Encrypted Transport: DRIP MUST enable selective strong
        encryption of private data in motion in such a manner that
        only authorized actors can recover it.  If transport is via
        IP, then encryption MUST be end‑to‑end, at or above the IP
        layer.  DRIP MUST NOT encrypt safety critical data to be
        transmitted over Broadcast RID unless also concurrently
        sending that data via Network RID and obtaining frequent
        confirmations of receipt.

PRIV‑3  Encrypted Storage: DRIP SHOULD facilitate selective strong
        encryption of private data at rest in such a manner that only
        authorized actors can recover it.



   How information is stored on end systems is out of scope for DRIP.
   Encouraging privacy best practices, including end system storage
   encryption, by facilitating it with protocol design reflecting such
   considerations, is in scope.




4.4. Registries

REG‑1  Public Lookup: DRIP MUST enable lookup, from the UAS ID, of
       information designated by cognizant authority as public, and
       MUST NOT restrict access to this information based on identity
       of the party submitting the query.

REG‑2  Private Lookup: DRIP MUST enable lookup of private information
       (i.e., any and all information in a registry, associated with
       the UAS ID, that is designated by neither cognizant authority
       nor the information owner as public), and MUST, per policy,
       enforce AAA, including restriction of access to this
       information based on identity of the party submitting the
       query.

REG‑3  Provisioning: DRIP MUST enable provisioning registries with
       static information on the UAS and its operator, dynamic
       information on its current operation within the UTM (including
       means by which the USS under which the UAS is operating may be
       contacted for further, typically even more dynamic,
       information), and Internet direct contact information for
       services related to the foregoing.

REG‑4  AAA Policy: DRIP MUST enable closing the AAA‑policy registry
       loop by governing AAA per registered policies and
       administering policies only via AAA.




5. Discussion and Limitations

   This document is largely based on the process of one SDO, ASTM.
   Therefore, it is tailored to specific needs and data formats of this
   standard.  Other organizations, for example in EU, do not necessary
   follow the same architecture.  IETF traditionally operates assuming
   the source material for the standardization process is publicly
   available.  However, ASTM standards require a fee for download.
   Therefore a double-liaison program at IETF might need to be
   activated, providing free access to ASTM specifications for
   contributors to IETF documents.



   The need for drone ID and operator privacy is an open discussion
   topic.  For instance, in the ground vehicular domain each car carries
   a publicly visible plate number.  In some countries, for nominal cost
   or even for free, anyone can resolve the identity and contact
   information of the owner.  Civil commercial aviation and maritime
   industries also have a tradition of broadcasting plane or ship ID,
   coordinates and even flight plans in plain text.  Community networks
   such as OpenSky and Flightradar use this open information through
   ADS-B to deploy public services of flight tracking.  Many researchers
   also use these data to perform optimization of routes and airport
   operations.  Such ID information should be integrity protected, but
   not necessarily confidential.



   In civil aviation, aircraft identity is broadcast by a device known
   as transponder.  It transmits a four-digit squawk code, which is
   assigned by a traffic controller to an airplane after approving a
   flight plan.  There are several reserved codes such as 7600 which
   indicate radio communication failure.  The codes are unique in each
   traffic area and can be re-assigned when entering another control
   area.  The code is transmitted in plain text by the transponder and
   also used for collision avoidance by a system known as Traffic alert
   and Collision Avoidance System (TCAS).  The system could be used for
   UAS as well initially, but the code space is quite limited and likely
   to be exhausted soon.  The number of UAS far exceeds the number of
   civil airplanes in operation.



   The ADS-B system is utilized in civil aviation for each "ADS-B Out"
   equipped airplane to broadcast its ID, coordinates and altitude for
   other airplanes and ground control stations.  If this system is
   adopted for drone IDs, it has additional benefit with backward
   compatibility with civil aviation infrastructure; then, pilots and
   dispatchers will be able to see UA on their control screens and take
   those into account.  If not, a gateway translation system between the
   proposed drone ID and civil aviation system should be implemented.
   Again, system saturation due to large numbers of UAS is a concern.



   Wi-Fi and Bluetooth are two wireless technologies currently
   recommended by ASTM specifications due to their widespread use and
   broadcast nature.  However, those have limited range (max 100s of
   meters) and may not reliably deliver UAS ID at high altitude or
   distance.  Therefore, a study should be made of alternative
   technologies from the telecom domain (WiMax, 5G) or sensor networks
   (Sigfox, LORA).  Such transmission technologies can impose additional
   restrictions on packet sizes and frequency of transmissions, but
   could provide better energy efficiency and range.  In civil aviation,
   Controller-Pilot Data Link Communications (CPDLC) is used to transmit
   command and control between the pilots and ATC.  It could be
   considered for UAS as well due to long range and proven use despite
   its lack of security [cpdlc].



   L-band Digital Aeronautical Communications System (LDACS) is being
   standardized by ICAO and IETF for use in future civil aviation
   [I-D.maeurer-raw-ldacs].  It provides secure communication,
   positioning and control for aircraft using a dedicated radio band.
   It should be analyzed as a potential provider for UAS RID as well.
   This will bring the benefit of a global integrated system creating a
   global airspace use awareness.




6. IANA Considerations

   This document does not make any IANA request.




7. Security Considerations

   DRIP is all about safety and security, so content pertaining to such
   is not limited to this section.  Potential vulnerabilities of DRIP
   include but are not limited to:



   *  Sybil attacks



   *  Confusion created by many spoofed unsigned messages



   *  Processing overload induced by attempting to verify many spoofed
      signed messages (where verification will fail but still consume
      cycles)



   *  Malicious or malfunctioning registries



   *  Interception of (e.g.  Man In The Middle attacks on) registration
      messages




8. Privacy and Transparency Considerations

   Privacy is closely related to but not synonomous with security, and
   conflicts with transparency.  Privacy and transparency are important
   for legal reasons including regulatory consistency.  [EU2018]
   [EU2018]states "harmonised and interoperable national registration
   systems... should comply with the applicable Union and national law
   on privacy and processing of personal data, and the information
   stored in those registration systems should be easily accessible."



   Privacy and transparency (where essential to security or safety) are
   also ethical and moral imperatives.  Even in cases where old
   practices (e.g. automobile registration plates) could be imitated,
   when new applications involving PII (such as UAS RID) are addressed
   and newer technologies could enable improving privacy, such
   opportunities should not be squandered.  Thus is is recommended that
   all DRIP documents give due regard to [RFC6973] and more broadly
   [RFC8280].



   DRIP information falls into two classes: that which, to achieve the
   purpose, must be published openly as cleartext, for the benefit of
   any Observer (e.g. the basic UAS ID itself); and that which must be
   protected (e.g., PII of pilots) but made available to properly
   authorized parties (e.g., public safety personnel who urgently need
   to contact pilots in emergencies).  This classification must be made
   explicit and reflected with markings, design, etc.  Classifying the
   information will be addressed primarily in external standards; herein
   it will be regarded as a matter for CAA, registry and operator
   policies, for which enforcement mechanisms will be defined within the
   scope of DRIP WG and offered.  Details of the protection mechanisms
   will be provided in other DRIP documents.  Mitigation of adversarial
   correlation will also be addressed.
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Abstract

   This document specifies the Host Identity Protocol Diet EXchange (HIP
   DEX), a variant of the Host Identity Protocol Version 2 (HIPv2).  The
   HIP DEX protocol design aims at reducing the overhead of the employed
   cryptographic primitives by omitting public-key signatures and hash
   functions.



   The HIP DEX protocol is primarily designed for computation or memory-
   constrained sensor/actuator devices.  Like HIPv2, it is expected to
   be used together with a suitable security protocol such as the
   Encapsulated Security Payload (ESP) for the protection of upper layer
   protocol data.  Unlike HIPv2, HIP DEX does not support Forward
   Secrecy (FS), and MUST only be used on devices where FS is
   prohibitively expensive.  In addition, HIP DEX can also be used as a
   keying mechanism for security primitives at the MAC layer, e.g., for
   IEEE 802.15.4 networks.




Status of This Memo

   This Internet-Draft is submitted in full conformance with the
   provisions of BCP 78 and BCP 79.



   Internet-Drafts are working documents of the Internet Engineering
   Task Force (IETF).  Note that other groups may also distribute
   working documents as Internet-Drafts.  The list of current Internet-
   Drafts is at https://datatracker.ietf.org/drafts/current/.



   Internet-Drafts are draft documents valid for a maximum of six months
   and may be updated, replaced, or obsoleted by other documents at any
   time.  It is inappropriate to use Internet-Drafts as reference
   material or to cite them other than as "work in progress."



   This Internet-Draft will expire on January 9, 2021.
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1. Introduction

   This document specifies the Host Identity Protocol Diet EXchange (HIP
   DEX).  HIP DEX is derived from the Base EXchange (BEX) of the Host
   Identity Protocol Version 2 (HIPv2) [RFC7401].  HIP DEX preserves the
   protocol semantics as well as the general packet structure of HIPv2.
   Hence, it is recommended that [RFC7401] is well-understood before
   reading this document.



   The main differences between HIP BEX and HIP DEX are:



   1.  HIP DEX uses a different set of cryptographic primitives compared
       to HIP BEX with the goal to reduce the protocol overhead:



       *  Peer authentication and key agreement in HIP DEX are based on
          static Elliptic Curve Diffie-Hellman (ECDH) key pairs.  This
          replaces the use of public-key signatures and ephemeral
          Diffie-Hellman key pairs in HIPv2.



       *  HIP DEX uses AES-CTR for symmetric-key encryption of HIP
          payloads and AES-CMAC as its MACing function.  In contrast,
          HIPv2 currently supports AES-CBC for encryption and HMAC-SHA-
          1, HMAC-SHA-256, or HMAC-SHA-384 for MACing.



       *  HIP DEX defines a simple fold function to efficiently generate
          HITs, whereas the HIT generation of HIPv2 is based on SHA-1,
          SHA-256, or SHA-384.



   2.  HIP DEX forfeits the HIPv2 Forward Secrecy property due to the
       removal of the ephemeral Diffie-Hellman key agreement.  As this
       weakens the security properties of HIP DEX, it MUST be used only
       with constrained devices where this is prohibitively expensive as
       further explained in Section 1.2.



   3.  HIP DEX forfeits the use of digital signatures with the removal
       of a hash function.  Peer authentication with HIP DEX, therefore,
       is based on the use of the ECDH derived key in the HIP_MAC
       parameter.



   4.  The forfeiture of the use of digital signatures leaves the R1
       packet open to a MITM attack.  Such an attack is managed in the
       R2 packet validation and is yet another DOS attack mitigated
       through the HIP state machine.



   5.  With HIP DEX, the ECDH derived key is only used to protect HIP
       packets.  Separate session key(s) are used to protect the
       transmission of upper layer protocol data.  These session key(s)
       are established via a new secret exchange during the handshake.



   6.  HIP DEX introduces a new, optional retransmission strategy that
       is specifically designed to handle potentially extensive
       processing times of the employed cryptographic operations on
       computationally constrained devices.



   By eliminating the need for public-key signatures and the ephemeral
   DH key agreement, HIP DEX reduces the computational, energy,
   transmission, and memory requirements for public-key cryptography
   (see [LN08]) in the HIPv2 protocol design.  This makes HIP DEX
   especially suitable for constrained devices as defined in [RFC7228].



   This document focuses on the protocol specifications related to
   differences between HIP BEX and HIP DEX.  Where differences are not
   called out explicitly, the protocol specification of HIP DEX is the
   same as defined in [RFC7401].




1.1. The HIP Diet EXchange (DEX)

   The HIP Diet EXchange is a two-party cryptographic protocol used to
   establish a secure communication context between hosts.  The first
   party is called the Initiator and the second party the Responder.
   The four-packet exchange helps to make HIP DEX Denial of Service
   (DoS) resilient.  The Initiator and the Responder exchange their
   static Elliptic Curve Diffie-Hellman (ECDH) keys in the R1 and I2
   handshake packet.  The parties then authenticate each other in the I2
   and R2 handshake packets based on the ECDH-derived keying material.
   The Initiator and the Responder additionally transmit keying material
   for the session key in these last two handshake packets (I2 and R2).
   This is to prevent overuse of the static ECDH-derived keying
   material.  Moreover, the Responder starts a puzzle exchange in the R1
   packet and the Initiator completes this exchange in the I2 packet
   before the Responder performs computationally expensive operations or
   stores any state from the exchange.  Given this handshake structure,
   HIP DEX operationally is very similar to HIP BEX.  Moreover, the
   employed model is also fairly equivalent to 802.11-2007
   [IEEE.802-11.2007] Master Key and Pair-wise Transient Key, but
   handled in a single exchange.



   HIP DEX does not have the option to encrypt the Host Identity of the
   Initiator in the I2 packet.  The Responder's Host Identity also is
   not protected.  Thus, contrary to HIPv2, HIP DEX does not provide for
   end-point anonymity and any signaling (i.e., HOST_ID parameter
   contained with an ENCRYPTED parameter) that indicates such anonymity
   should be ignored.



   As in [RFC7401], data packets start to flow after the R2 packet.  The
   I2 and R2 packets may carry a data payload in the future.  The
   details of this may be defined later.



   An existing HIP association can be updated with the update mechanism
   defined in [RFC7401].  Likewise, the association can be torn down
   with the defined closing mechanism for HIPv2 if it is no longer
   needed.  Standard HIPv2 uses a HIP_SIGNATURE to authenticate the
   association close operation, but since DEX does not provide for
   signatures, the usual per-message MAC suffices.



   Finally, HIP DEX is designed as an end-to-end authentication and key
   establishment protocol.  As such, it can be used in combination with
   Encapsulated Security Payload (ESP) [RFC7402] as well as with other
   end-to-end security protocols.  In addition, HIP DEX can also be used
   as a keying mechanism for security primitives at the MAC layer, e.g.,
   for IEEE 802.15.4 networks [IEEE.802-15-4.2011].  It is worth
   mentioning that the HIP DEX base protocol does not cover all the
   fine-grained policy control found in Internet Key Exchange Version 2
   (IKEv2) [RFC7296] that allows IKEv2 to support complex gateway
   policies.  Thus, HIP DEX is not a replacement for IKEv2.




1.2. Applicability

   HIP DEX achieves its lightweight nature in large part due to the
   intentional removal of Forward Secrecy (FS) from the key exchange.
   Current mechanisms to achieve FS use an authenticated ephemeral
   Diffie-Hellman exchange (e.g., SIGMA or PAKE).  HIP DEX targets usage
   on devices where even the most lightweight ECDH exchange is
   prohibitively expensive for recurring (ephemeral) use.  For example,
   experience with the 8-bit 8051-based ZWAVE ZW0500 microprocessor has
   shown that EC25519 keypair generation exceeds 10 seconds and consumes
   significant energy (i.e., battery resources).  Even the ECDH
   multiplication for the HIP DEX static-static key exchange takes 8-9
   seconds, again with measurable energy consumption.  The ECDH
   multiplication resource consumption via a static EC25519 keypair is
   tolerable as a one-time event during provisioning, but would render
   the protocol unsuitable for use on these devices if it was required
   to be a recurring part of the protocol.  Further, for devices
   constrained in this manner, a FS-enabled protocol's cost will likely
   provide little gain.  Since the resulting "FS" key, likely produced
   during device deployment, would typically end up being used for the
   remainder of the device's lifetime.  Since this key (or the
   information needed to regenerate it) persists for the device's
   lifetime, the key step of 'throw away old keys' in achieving forward
   secrecy does not occur, thus the forward secrecy would not be
   obtained in practice.



   With such a usage pattern, the inherent benefit of ephemeral keys is
   not realized.  The security properties of such usage are very similar
   to those of using a statically provisioned symmetric pre-shared key,
   in that there remains a single PSK in static storage that is
   susceptible to exfiltration/compromise, and compromise of that key in
   effect compromises the entire protocol for that node.  HIP DEX
   achieves marginally better security properties by computing the
   effective long-term PSK from a DH exchange, so that the provisioning
   service is not required to be part of the risk surface due to also
   possessing the PSK.



   If the device is not able to generate the ECDH keypair, the
   provisioning service can generate and install the ECDH keypair
   provided it wipes knowledge of the private key.  Typically, the
   provisioning service will make the public key (HI) and PSK available
   for the deployment step.



   Due to the substantially reduced security guarantees of HIP DEX
   compared to HIP BEX, HIP DEX MUST only be used when at least one of
   the two endpoints is a class 0 or 1 constrained device defined in
   Section 3 of [RFC7228]).  HIP DEX MUST NOT be used when both
   endpoints are class 2 devices or unconstrained.




1.3. Memo Structure

   The rest of this memo is structured as follows.  Section 2 defines
   the central keywords, notation, and terms used throughout this
   document.  Section 3 defines the structure of the Host Identity and
   its various representations.  Section 4 gives an overview of the HIP
   Diet EXchange protocol.  Sections 5 and 6 define the detailed packet
   formats and rules for packet processing.  Finally, Sections 7, 8, 9,
   and 10 discuss policy, interoperability between HIPv2 vs DEX,
   security, and IANA considerations, respectively.  Appendix A defines
   a two factor authentication scheme and Appendix B highlights some
   discussions with the IESG.




2. Terms, Notation and Definitions


2.1. Requirements Terminology

   The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
   "SHOULD", "SHOULD NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and
   "OPTIONAL" in this document are to be interpreted as described in BCP
   14 [RFC2119] [RFC8174] when, and only when, they appear in all
   capitals, as shown here.




2.2. Notation

[x]   indicates that x is optional.

{x}   indicates that x is encrypted.



   X(y)   indicates that y is a parameter of X.



<x>i   indicates that x exists i times.

‑‑>   signifies "Initiator to Responder" communication (requests).

<‑‑   signifies "Responder to Initiator" communication (replies).

|  signifies concatenation of information ‑ e.g., X | Y is the
   concatenation of X and Y.



   FOLD (X, K)   denotes the partitioning of X into n K-bit segments and

      the iterative folding of these segments via XOR.  I.e., X = x_1,
      x_2, ..., x_n, where x_i is of length K and the last segment x_n
      is padded to length K by appending 0 bits.  FOLD then is computed
      as FOLD(X, K) = t_n, where t_i = t_i-1 XOR x_i and t_1 = x_1.



   Ltrunc (M(x), K)   denotes the lowest order K bits of the result of

      the MAC function M on the input x.



   sort (HIT-I | HIT-R)   is defined as the network byte order

      concatenation of the two HITs, with the smaller HIT preceding the
      larger HIT, resulting from the numeric comparison of the two HITs
      interpreted as positive (unsigned) 128-bit integers in network
      byte order.




2.3. Definitions

CKDF:  CMAC‑based Key Derivation Function.

CMAC:  The Cipher‑based Message Authentication Code with the 128‑bit
   Advanced Encryption Standard (AES) defined in [NIST.SP.800‑38B].

HIP association:  The shared state between two peers after completion
   of the HIP handshake.

HIP DEX (Diet EXchange):  The ECDH‑based HIP handshake for
   establishing a new HIP association.

HIT Suite:  A HIT Suite groups all algorithms that are required to
   generate and use an HI and its HIT.  In particular for HIP DEX,
   these algorithms are: 1) ECDH and 2) FOLD.

HI (Host Identity):  The static ECDH public key that represents the
   identity of the host.  In HIP DEX, a host proves ownership of the
   private key belonging to its HI by creating a HIP_MAC with the
   derived ECDH key (see Section 3) in the appropriate I2 or R2
   packet.

HIT (Host Identity Tag):  A shorthand for the HI in IPv6 format.  It
   is generated by folding the HI (see Section 3).

Initiator:  The host that initiates the HIP DEX handshake.  This role
   is typically forgotten once the handshake is completed.

KEYMAT:  Keying material.  That is, the bit string(s) used as
   cryptographic keys.

RHASH_len:  The natural output length of the RHASH Algorithm in bits.

Nonce #I:  Nonce #I refers to the corresponding field in the PUZZLE
   parameter (see section 5.2.4 in [RFC7401].  It is also referred to
   as "random value #I" in this document.

OGA (Orchid Generation Algorithm):  Hash function used in generating
   the ORCHID.

ORCHID (Overlay Routable Cryptographic Hash Identifiers):  IPv6
   addresses intended to be used as endpoint identifiers at
   applications and Application Programming Interfaces (APIs) and not
   as identifiers for network location at the IP layer.

Puzzle difficulty K:  The Initiator has to compute a solution for the
   puzzle.  The level of computational difficulty is denoted by the
   #K field in the puzzle parameter (see section 5.2.4 in [RFC7401].

Responder:  The host that responds to the Initiator in the HIP DEX
   handshake.  This role is typically forgotten once the handshake is
   completed.

RHASH (Responder's HIT Hash Algorithm):  In HIP DEX, RHASH is
   redefined as CMAC.  Still, note that CMAC is a message
   authentication code (MAC) and not a cryptographic hash function.
   Thus, a mapping from CMAC(x,y) to RHASH(z) must be defined where
   RHASH is used.  Moreover, RHASH has different security properties
   in HIP DEX and is not used for HIT generation.

Security Association (SA):  An SA is a simplex "connection" that
   affords security services to the traffic carried by it.  HIP DEX
   has two forms of SAs, a Master Key SA for the actual HIP traffic,
   and a Pair‑wise Key SA for use by a data transport service.




3. Host Identity (HI) and its Structure

   In this section, the properties of the Host Identity and Host
   Identity Tag are discussed, and the exact format for them is defined.
   In HIP, the public key of an asymmetric key pair is used as the Host
   Identity (HI).  Correspondingly, the host itself is defined as the
   entity that holds the private key of the key pair.  See the HIP
   architecture specification [I-D.ietf-hip-rfc4423-bis] for more
   details on the difference between an identity and the corresponding
   identifier.



   HIP DEX implementations use Elliptic Curve Diffie-Hellman (ECDH)
   [RFC6090] key exchange for generating the HI as defined in
   Section 5.2.3.  No alternative algorithms are defined at this time.



   A compressed encoding of the HI, the Host Identity Tag (HIT), is used
   in the handshake packets to represent the HI.  The DEX Host Identity
   Tag (HIT) is different from the BEX HIT in two ways:



   o  The HIT suite ID MUST only be a DEX HIT ID (see Section 5.2.4).



   o  The DEX HIT is not generated via a cryptographic hash.  Rather, it
      is a compression of the HI.



   Due to the latter property, an attacker may be able to find a
   collision with a HIT that is in use.  Hence, policy decisions such as
   access control MUST NOT use an unverified HIT as input.  The full HI
   of a host SHOULD be considered, and the HIT MAY be used as a hint for
   locating the full HI (see Section 7.1).



   Carrying HIs or HITs in the header of user data packets would
   increase the overhead of packets.  Thus, it is not expected that
   these parameters are carried in every packet, but other methods are
   used to map the data packets to the corresponding HIs.  In some
   cases, this allows use of HIP DEX without any additional headers in
   the user data packets.  For example, if ESP is used to protect data
   traffic, the Security Parameter Index (SPI) carried in the ESP header
   can be used to map the encrypted data packet to the correct HIP DEX
   association.  When other user data packet formats are used, the
   corresponding extensions need to define a replacement for the
   ESP_TRANSFORM [RFC7402] parameter along with associated semantics,
   but this procedure is outside the scope of this document.




3.1. Host Identity Tag (HIT)

   With HIP DEX, the HIT is a 128-bit value - a compression of the HI
   prepended with a specific prefix.  There are two advantages of using
   this compressed encoding over the actual variable-sized public key in
   protocols.  First, the fixed length of the HIT keeps packet sizes
   manageable and eases protocol coding.  Second, it presents a
   consistent format for the protocol, independent of the underlying
   identity technology in use.



   The structure of the HIT is based on RFC 7343 [RFC7343], called
   Overlay Routable Cryptographic Hash Identifiers (ORCHIDs), and
   consists of three parts: first, an IANA assigned prefix to
   distinguish it from other IPv6 addresses.  Second, a four-bit
   encoding of the algorithms that were used for generating the HI and
   the compressed representation of the HI.  Third, the 96-bit
   compressed representation of the HI.  In contrast to HIPv2, HIP DEX
   employs HITs that are NOT generated by means of a cryptographic hash.
   Instead, the HI is compressed to 96 bits as defined in the following
   section.




3.2. Generating a HIT from an HI

   The HIT does not follow the exact semantics of an ORCHID as there is
   no hash function in HIP DEX.  Still, its structure is strongly
   aligned with the ORCHID design.  The same IPv6 prefix used in HIPv2
   is used for HIP DEX.  The HIP DEX HIT suite (see Section 10) is used
   for the four bits of the Orchid Generation Algorithm (OGA) field in
   the ORCHID.  The hash representation in an ORCHID is replaced with
   FOLD(HI,96).




3.2.1. Why Introduce FOLD

   HIP DEX by design lacks a cryptographic hash function.  The
   generation of the HIT is one of the few places in the protocol where
   this presents a challenge.  CMAC was first considered for this
   purpose, but to use CMAC for HIT generation would require using a
   static key, either ZERO or some published value.  NIST does not
   consider CMAC an approved cryptographic hash as:



      It is straightforward to demonstrate that CMAC is not collision-
      resistant for any choice of a published key.



   Since collision-resistance is not possible with the tools at hand,
   any reasonable function (e.g.  FOLD) that takes the full value of the
   HI into generating the HIT can be used, provided that collision
   detection is part of the HIP-DEX deployment design.  This is achieved
   here through either an ACL or some other lookup process that
   externally binds the HIT and HI.



   HIT collisions have always been a statistical possibility in BEX and
   thus the HI has always been a part of the R1 and I2 packets for HI
   validation.




4. Protocol Overview

   This section gives a simplified overview of the HIP DEX protocol
   operation and does not contain all the details of the packet formats
   or the packet processing steps.  Section 5 and Section 6 describe
   these aspects in more detail and are normative in case of any
   conflicts with this section.  Importantly, the information given in
   this section focuses on the differences between the HIPv2 and HIP DEX
   protocol specifications.




4.1. Creating a HIP Association

   By definition, the system initiating a HIP Diet EXchange is the
   Initiator, and the peer is the Responder.  This distinction is
   typically forgotten once the handshake completes, and either party
   can become the Initiator in future communications.



   The HIP Diet EXchange serves to manage the establishment of state
   between an Initiator and a Responder.  The first packet, I1,
   initiates the exchange, and the last three packets, R1, I2, and R2,
   constitute an authenticated Diffie-Hellman [DH76] key exchange for
   the Master Key Security Association (SA) generation.  This Master Key
   SA is used by the Initiator and the Responder to wrap secret keying
   material in the I2 and R2 packets.  Based on the exchanged keying
   material, the peers then derive a Pair-wise Key SA if cryptographic
   keys are needed, e.g., for ESP-based protection of user data.



   The Initiator first sends a trigger packet, I1, to the Responder.
   This packet contains the HIT of the Initiator and the HIT of the
   Responder, if it is known.  Moreover, the I1 packet initializes the
   negotiation of the Diffie-Hellman group that is used for generating
   the Master Key SA by including a list of Diffie-Hellman Group IDs
   supported by the Initiator.



   The second packet, R1, starts the actual authenticated Diffie-Hellman
   key exchange.  It contains a puzzle - a cryptographic challenge that
   the Initiator must solve before continuing the exchange.  The level
   of difficulty of the puzzle can be adjusted based on level of
   knowledge of the Initiator, current load, or other factors.  In
   addition, the R1 contains the Responder's Diffie-Hellman parameter
   and lists of cryptographic algorithms supported by the Responder.
   Based on these lists, the Initiator can continue, abort, or restart
   the handshake with a different selection of cryptographic algorithms.



   Unlike in HIP BEX, the R1 packet in DEX is not signed.  Thus the
   Initiator MUST compare the content of R1 with that it later gets in
   R2 to ensure there was no MITM attack on R1.



   In the I2 packet, the Initiator MUST display the solution to the
   received puzzle.  Without a correct solution, the I2 packet is
   discarded.  The I2 also contains a nonce and key wrap parameter that
   carries secret keying material of the Initiator.  This keying
   material is only half of the final session (pair-wise) key.  The
   packet is authenticated by the sender (Initiator) via a MAC.



   The R2 packet acknowledges the receipt of the I2 packet and completes
   the handshake.  The R2 echos the nonce from I2 and contains a key
   wrap parameter that carries the rest of the keying material of the
   Responder.  The packet is authenticated by the sender (Responder) via
   a MAC.  The R2 repeats the lists from R1 for signed validation to
   defend them against a MITM attack.



   The HIP DEX handshake is illustrated below.  The terms "ENC(DH,x)"
   and "ENC(DH,y)" refer to the random values x and y that are wrapped
   based on the Master Key SA (indicated by ENC and DH).  Note that x
   and y each constitute half of the final session key material.  The
   packets also contain other parameters that are not shown in this
   figure.



Initiator                                         Responder

            I1: DH List
           ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>



                                                        remain stateless



               R1: puzzle, (DH, Suite, Trans) Lists,
                   HI
              <‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑

solve puzzle
perform ECDH
encrypt x

               I2: solution, HI, ENC(DH,x), Trans List,
                   I_Nonce, mac
              ‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑>



                                                        check puzzle
                                                        perform ECDH
                                                        check MAC
                                                        decrypt x
                                                        encrypt y



               R2: (DH, Suite, Trans) Lists, ENC(DH,y),
                   I_Nonce, mac
              <‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑

check MAC
validate lists in R1
decrypt y




          Figure 1: High-level overview of the HIP Diet EXchange




4.1.1. HIP Puzzle Mechanism

   The purpose of the HIP puzzle mechanism is to protect the Responder
   from a number of denial-of-service threats.  It allows the Responder
   to delay state creation until receiving the I2 packet.  Furthermore,
   the puzzle allows the Responder to use a fairly cheap calculation to
   check that the Initiator is "sincere" in the sense that it has
   churned enough CPU cycles in solving the puzzle.



   The puzzle mechanism enables a Responder to immediately reject an I2
   packet if it does not contain a valid puzzle solution.  To verify the
   puzzle solution, the Responder only has to compute a single CMAC
   operation.  After a successful puzzle verification, the Responder can
   securely create session-specific state and perform CPU-intensive
   operations such as a Diffie-Hellman key generation.  By varying the
   difficulty of the puzzle, the Responder can frustrate CPU or memory
   targeted DoS attacks.  Under normal network conditions, the puzzle
   difficulty SHOULD be zero, thus effectively reverting the puzzle
   mechanism to a cookie-based DoS protection mechanism.  Without
   setting the puzzle difficulty to zero under normal network
   conditions, potentially scarce computation resources at the Initiator
   would be churned unnecessarily.



   Conceptually, the puzzle mechanism in HIP DEX is the same as in
   HIPv2.  Hence, this document refers to Sections 4.1.1 and 4.1.2 in
   [RFC7401] for more detailed information about the employed mechanism.
   Notably, the only differences between the puzzle mechanism in HIP DEX
   and HIPv2 are that HIP DEX does not employ pre-computation of R1
   packets and uses CMAC instead of a hash function for solving and
   verifying a puzzle.  The implications of these changes on the puzzle
   implementation are discussed in Section 6.1.




4.1.2. HIP State Machine

   The HIP DEX state machine has the same states as the HIPv2 state
   machine (see Section 4.4. in [RFC7401]); this is for easier
   comparison between the two Exchanges.  However, HIP DEX features a
   retransmission strategy with an optional reception acknowledgement
   for the I2 packet.  The goal of this additional acknowledgement is to
   reduce premature I2 retransmissions in case of devices with low
   computation resources [HWZ13].  As a result, there are minor changes
   regarding the transitions in the HIP DEX state machine.  The
   following section documents these differences compared to HIPv2.




4.1.2.1. HIP DEX Retransmission Mechanism

   For the retransmission of I1 and I2 packets, the Initiator adopts the
   retransmission strategy of HIPv2 (see Section 4.4.3. in [RFC7401]).
   This strategy is based on a timeout that is set to a value larger
   than the worst-case anticipated round-trip time (RTT).  For each
   received I1 or I2 packet, the Responder sends an R1 or R2 packet,
   respectively.  This design trait to always send an R1 after an I1
   enables the Responder to remain stateless until the reception and
   successful processing of the I2 packet.  The Initiator stops
   retransmitting I1 or I2 packets after the reception of the
   corresponding R1 or R2.  If the Initiator did not receive an R1
   packet after I1_RETRIES_MAX tries, it stops I1 retransmissions.
   Likewise, it stops retransmitting the I2 packet after I2_RETRIES_MAX
   unsuccessful tries.



   For repeatedly received I2 packets, the Responder SHOULD NOT perform
   operations related to the Diffie-Hellman key exchange or the keying
   material wrapped in the ENCRYPTED_KEY parameters.  Instead, it SHOULD
   re-use the previously established state to re-create the
   corresponding R2 packet in order to prevent unnecessary computation
   overhead.



   The potentially high processing time of an I2 packet at a (resource-
   constrained) Responder may cause premature retransmissions if the
   time required for I2 transmission and processing exceeds the RTT-
   based retransmission timeout.  Thus, the Initiator should also take
   the processing time of the I2 packet at the Responder into account
   for retransmission purposes.  To this end, the Responder MAY notify
   the Initiator about the anticipated delay once the puzzle solution
   was successfully verified that the remaining I2 packet processing
   will incur a high processing delay.  The Responder MAY therefore send
   a NOTIFY packet (see Section 5.3.6. in [RFC7401]) to the Initiator
   before the Responder commences the ECDH operation.  The NOTIFY packet
   serves as an acknowledgement for the I2 packet and consists of a
   NOTIFICATION parameter with Notify Message Type I2_ACKNOWLEDGEMENT
   (see Section 5.2.19. in [RFC7401]).  The NOTIFICATION parameter
   contains the anticipated remaining processing time for the I2 packet
   in milliseconds as two-octet Notification Data.  This processing time
   can, e.g., be estimated by measuring the computation time of the ECDH
   key derivation operation during the Responder start-up procedure.
   After the I2 processing has finished, the Responder sends the regular
   R2 packet.



   When the Initiator receives the NOTIFY packet, it sets the I2
   retransmission timeout to the I2 processing time indicated in the
   NOTIFICATION parameter plus half the RTT-based timeout value.  In
   doing so, the Initiator MUST NOT set the retransmission timeout to a
   higher value than allowed by a local policy.  This is to prevent
   unauthenticated NOTIFY packets from maliciously delaying the
   handshake beyond a well-defined upper bound in case of a lost R2
   packet.  At the same time, this extended retransmission timeout
   enables the Initiator to defer I2 retransmissions until the point in
   time when the Responder should have completed its I2 packet
   processing and the network should have delivered the R2 packet
   according to the employed worst-case estimates.




4.1.2.2. HIP State Processes

   HIP DEX clarifies or introduces the following new transitions.



   System behavior in state I2-SENT, Table 1.



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Trigger             | Action                                      |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| Receive NOTIFY,     | Set I2 retransmission timer to value in     |
| process             | I2_ACKNOWLEDGEMENT Notification Data plus   |
|                     | 1/2 RTT‑based timeout value and stay at     |
|                     | I2‑SENT                                     |
|                     |                                             |
|                     |                                             |
|                     |                                             |
| Timeout             | Increment trial counter                     |
|                     |                                             |
|                     |                                             |
|                     |                                             |
|                     | If counter is less than I2_RETRIES_MAX,     |
|                     | send I2, reset timer to RTT‑based timeout,  |
|                     | and stay at I2‑SENT                         |
|                     |                                             |
|                     |                                             |
|                     |                                             |
|                     | If counter is greater than I2_RETRIES_MAX,  |
|                     | go to E‑FAILED                              |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+



        Table 1: I2-SENT - Waiting to finish the HIP Diet EXchange




4.1.2.3. Simplified HIP State Diagram

   The following diagram shows the major state transitions.  Transitions
   based on received packets implicitly assume that the packets are
   successfully authenticated or processed.



                            +‑‑+       +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
           recv I1, send R1 |  |       |                            |
                            |  v       v                            |
                          +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  recv I2, send R2        |
         +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑| UNASSOCIATED |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+         |
datagram |  +‑‑+          +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+                |         |
to send, |  |  | Alg. not supported,                      |         |
 send I1 |  |  | send I1                                  |         |
  .      v  |  v                                          |         |
  .   +‑‑‑‑‑‑‑‑‑+  recv I2, send R2                       |         |
+‑‑‑‑>| I1‑SENT |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  |         |
|     +‑‑‑‑‑‑‑‑‑+            +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  |  |         |
|          | recv R1,        | recv I2, send R2     |  |  |         |
|          v send I2         |                      v  v  v         |
|       +‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+                    +‑‑‑‑‑‑‑‑‑+       |
|  +‑‑‑>| I2‑SENT |<‑‑‑‑‑‑‑‑‑‑‑‑‑+   +‑‑‑‑‑‑‑‑‑‑‑‑| R2‑SENT |<‑‑‑+  |
|  |    +‑‑‑‑‑‑‑‑‑+ recv NOTIFY, |   |            +‑‑‑‑‑‑‑‑‑+    |  |
|  |          | | | reset timer  |   |      data or|             |  |
|  |recv R1,  | | +‑‑‑‑‑‑‑‑‑‑‑‑‑‑+   |   EC timeout|             |  |
|  |send I2   +‑|‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+             |  receive I2,|  |
|  |          | |         +‑‑‑‑‑‑‑‑‑‑‑‑‑+          |      send R2|  |
|  |          | +‑‑‑‑‑‑‑‑>| ESTABLISHED |<‑‑‑‑‑‑‑‑‑+             |  |
|  |          |   recv R2 +‑‑‑‑‑‑‑‑‑‑‑‑‑+                        |  |
|  |          |            |  |  |      receive I2, send R2      |  |
|  |          +‑‑‑‑‑‑‑‑‑‑‑‑+  |  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  |
|  |          |               +‑‑‑‑‑‑‑‑‑‑‑+                      |  |
|  |          |    no packet sent/received|    +‑‑‑+             |  |
|  |          |    for UAL min, send CLOSE|    |   |timeout      |  |
|  |          |                           v    v   |(UAL+MSL)    |  |
|  |          |                        +‑‑‑‑‑‑‑‑‑+ |retransmit   |  |
+‑‑|‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑| CLOSING |‑+CLOSE        |  |
   |          |                        +‑‑‑‑‑‑‑‑‑+               |  |
   |          |                         | |   | |                |  |
   +‑‑‑‑‑‑‑‑‑‑|‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+ |   | +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  |
   |          |               +‑‑‑‑‑‑‑‑‑‑‑+   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑|‑‑+
   |          |               |recv CLOSE,      recv CLOSE_ACK   |  |
   |          +‑‑‑‑‑‑‑‑‑‑‑‑‑+ |send CLOSE_ACK   or timeout       |  |
   |     recv CLOSE,        | |                 (UAL+MSL)        |  |
   |     send CLOSE_ACK     v v                                  |  |
   |                     +‑‑‑‑‑‑‑‑+  receive I2, send R2         |  |
   +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑| CLOSED |‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+  |
                         +‑‑‑‑‑‑‑‑+                                 |
                          ^ |  |                                    |
recv CLOSE, send CLOSE_ACK| |  |              timeout (UAL+2MSL)    |
                          +‑+  +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+




4.1.3. HIP DEX Security Associations

   HIP DEX establishes two Security Associations (SA), one for the
   Diffie-Hellman derived key, or Master Key, and one for the session
   key, or Pair-wise Key.




4.1.3.1. Master Key SA

   The Master Key SA is used to authenticate HIP packets and to encrypt
   selected HIP parameters in the HIP DEX packet exchanges.  Since only
   a small amount of data is protected by this SA, it can be long-lived
   with no need for rekeying.  At the latest, the system MUST initiate
   rekeying when its incoming ESP sequence counter is going to overflow,
   and the system MUST NOT replace its keying material until the
   rekeying packet exchange successfully completes as described in
   Section 6.8 in [RFC7402].



   The Master Key SA contains the following elements:



   o  Source HIT



   o  Destination HIT



   o  HIP_Encrypt Key



   o  HIP_MAC Key



   The HIP_Encrypt and HIP_MAC keys are extracted from the Diffie-
   Hellman derived key as described in Section 6.3.  Their length is
   determined by the HIP_CIPHER.




4.1.3.2. Pair-wise Key SA

   The Pair-wise Key SA is used to authenticate and to encrypt user
   data.  It is refreshed (or rekeyed) using an UPDATE packet exchange.
   The Pair-wise Key SA elements are defined by the data transform
   (e.g., ESP_TRANSFORM [RFC7402]).



   The keys for the Pair-wise Key SA are derived based on the wrapped
   keying material exchanged in the ENCRYPTED_KEY parameter (see
   Section 5.2.5) of the I2 and R2 packets.  Specifically, the exchanged
   keying material of the two peers is concatenated.  This concatenation
   forms the input to a Key Derivation Function (KDF).  If the data
   transform does not specify its own KDF, the key derivation function
   defined in Section 6.3 is used.  Even though the concatenated input
   is randomly distributed, a KDF Extract phase may be needed to get the
   proper length for the input to the KDF Expand phase.




4.1.4. User Data Considerations

   The User Data Considerations in Section 4.5. of [RFC7401] also apply
   to HIP DEX.  There is only one difference between HIPv2 and HIP DEX.
   Loss of state due to system reboot may be a critical performance
   issue for resource-constrained devices.  Thus, implementors MAY
   choose to use non-volatile, secure storage for HIP states in order
   for them to survive a system reboot as discussed in Section 6.11.
   Using non-volatile storage will limit state loss during reboots to
   only those situations with an SA timeout.




5. Packet Formats


5.1. Payload Format

   HIP DEX employs the same fixed HIP header and payload structure as
   HIPv2.  As such, the specifications in Section 5.1 of [RFC7401] also
   apply to HIP DEX.




5.2. HIP Parameters

   The HIP parameters carry information that is necessary for
   establishing and maintaining a HIP association.  For example, the
   peer's public keys as well as the signaling for negotiating ciphers
   and payload handling are encapsulated in HIP parameters.  Additional
   information, meaningful for end-hosts or middleboxes, may also be
   included in HIP parameters.  The specification of the HIP parameters
   and their mapping to HIP packets and packet types is flexible to
   allow HIP extensions to define new parameters and new protocol
   behavior.



   In HIP packets, HIP parameters are ordered according to their numeric
   type number and encoded in TLV format.



   HIP DEX reuses the HIP parameters of HIPv2 defined in Section 5.2. of
   [RFC7401] where possible.  Still, HIP DEX further restricts and/or
   extends the following existing parameter types:



   o  DH_GROUP_LIST and HOST_ID are restricted to ECC-based suites.



   o  HIP_CIPHER is restricted to AES-128-CTR.



   o  HIT_SUITE_LIST is limited to the HIT suite ECDH/FOLD.



   o  PUZZLE, SOLUTION, and HIP_MAC parameter processing is altered to
      support CMAC in RHASH and RHASH_len (see Section 6.1 and
      Section 6.2).



   In addition, HIP DEX introduces the following new parameters:



+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| TLV              | Type         | Length   | Data                 |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
| ENCRYPTED_KEY    | TBD1         | variable | Encrypted container  |
|                  | (suggested   |          | for the session key  |
|                  | value 643)   |          | exchange             |
|                  |              |          |                      |
| I_NONCE          | TBD6         | variable | Nonce from Initator  |
|                  | (suggested   |          | for Master Key       |
|                  | value 644)   |          |                      |
+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑+‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+




5.2.1. DH_GROUP_LIST

   The DH_GROUP_LIST parameter contains the list of supported DH Group
   IDs of a host.  It is defined in Section 5.2.6 of [RFC7401].  With
   HIP DEX, the DH Group IDs are restricted to:



Group                        KDF           Value

NIST P‑256 [RFC5903]         CKDF          7
NIST P‑384 [RFC5903]         CKDF          8

Curve25519 [RFC7748]         CKDF          TBD7 (suggested value 12)
Curve448   [RFC7748]         CKDF          TBD8 (suggested value 13)



   The ECDH groups with values 7 - 9 are defined in [RFC5903] and
   [RFC6090].  These curves, when used with HIP MUST have a co-factor of
   1.



   The ECDH groups with values TBD7 and TBD8 are defined in [RFC7748].
   These curves have cofactors of 8 and 4 (respectively).




5.2.2. HIP_CIPHER

   The HIP_CIPHER parameter contains the list of supported cipher
   algorithms to be used for encrypting the contents of the ENCRYPTED
   and ENCRYPTED_KEY parameters.  The HIP_CIPHER parameter is defined in
   Section 5.2.8 of [RFC7401].  With HIP DEX, the Suite IDs are limited
   to:



Suite ID           Value

RESERVED           0

AES‑128‑CTR        TBD4 (suggested: 5)     ([RFC3686])



   Mandatory implementation: AES-128-CTR.



   The counter for AES-128-CTR MUST have a length of 128 bits.  The
   puzzle value #I and the puzzle solution #J (see Section 4.1.2 in
   [RFC7401]) are used to construct the initialization vector (IV) as
   FOLD(I | J, 112) which are the high-order bits of the CTR counter.  A
   16 bit value as a block counter, which is initialized to zero on
   first use, is appended to the IV in order to guarantee that a non-
   repeating nonce is fed to the AES-CTR encryption algorithm.



   This counter is incremented as it is used for all encrypted HIP
   parameters.  That is a single AES-129-CTR counter associated with the
   Master Key SA.




5.2.3. HOST_ID

   The HOST_ID parameter conveys the Host Identity (HI) along with
   optional information about a host.  The HOST_ID parameter is defined
   in Section 5.2.9 of [RFC7401].



   HIP DEX uses the public portion of a host's static ECDH key-pair as
   the HI.  Correspondingly, HIP DEX limits the HI algorithms to the
   following new profile:



Algorithm profiles   Value

ECDH                 TBD5 (suggested: 11)    [RFC6090]   (REQUIRED)



   For hosts that implement ECDH as the algorithm, the following curves
   are required:



Group                    Value

NIST P‑256               1 [RFC5903]
NIST P‑384               2 [RFC5903]

Curve25519               5 [RFC7748]
Curve448                 6 [RFC7748]



   HIP DEX HIs are serialized equally to the ECC-based HIs in HIPv2 (see
   Section 5.2.9. of [RFC7401]).  The Group ID of the HIP DEX HI is
   encoded in the "ECC curve" field of the HOST_ID parameter.  The
   supported DH Group IDs are defined in Section 5.2.1.




5.2.4. HIT_SUITE_LIST

   The HIT_SUITE_LIST parameter contains a list of the supported HIT
   suite IDs of the Responder.  Based on the HIT_SUITE_LIST, the
   Initiator can determine which source HIT Suite IDs are supported by
   the Responder.  The HIT_SUITE_LIST parameter is defined in
   Section 5.2.10 of [RFC7401].



   The following new HIT Suite ID is defined for HIP DEX, and the
   relationship between the four-bit ID value used in the OGA ID field
   and the eight-bit encoding within the HIT_SUITE_LIST ID field is
   clarified:



HIT Suite       Four‑bit ID            Eight‑bit encoding

ECDH/FOLD       TBD2 (suggestion: 4)   TBD3 (suggestion: 0x40)



   Note that the dedicated HIP DEX HIT Suite ID in the OGA ID field
   allows the peers to distinguish a HIP DEX handshake from a HIPv2
   handshake.  The Responder MUST respond with a HIP DEX HIT suite ID
   when the HIT of the Initiator is a HIP DEX HIT.




5.2.5. ENCRYPTED_KEY

 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|             Type              |             Length            |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
/                        Encrypted value                        /
/                                                               /
/                               +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
/                               |            Padding            |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+

Type           TBD1 (suggested value 643)
Length         length in octets, excluding Type, Length, and
               Padding
Encrypted      The value is encrypted using an encryption algorithm
value          as defined in the HIP_CIPHER parameter.



   The ENCRYPTED_KEY parameter encapsulates a random value that is later
   used in the session key creation process (see Section 6.3).  This
   random value MUST have a length of at least 64 bits.  The HIP_CIPHER
   is used for the encryption.



   Once this encryption process is completed, the "encrypted value" data
   field is ready for inclusion in the Parameter.  If necessary,
   additional Padding for 8-byte alignment is then added according to
   the rules of TLV Format in [RFC7401].




5.2.6. I_NONCE

 0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
|             Type              |             Length            |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+
/                        Initiator Nonce                        /
/                                                               /
/                               +‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑+
/                               |            Padding            |
+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+‑+

Type           TBD6 (suggested value 644)
Length         length in octets, excluding Type, Length, and
               Padding
Initiator      Nonce provided by the Initiator for use in the
Nonce          Master Key



   The I_NONCE parameter encapsulates a random value that is later used
   in the Master key creation process (see Section 6.3).  This random
   value MUST have a length of 2 x RHASH_len.  This parameter is sent to
   the Responder in I2 which echos it back to the Initiator in R2.



   If necessary, additional Padding for 8-byte alignment is added
   according to the rules of TLV Format in [RFC7401].




5.3. HIP Packets

   HIP DEX uses the same eight basic HIP packets as HIPv2 (see
   Section 5.3 of [RFC7401]).  Four of them are for the HIP handshake
   (I1, R1, I2, and R2), one is for updating an association (UPDATE),
   one is for sending notifications (NOTIFY), and two are for closing
   the association (CLOSE and CLOSE_ACK).  There are some differences
   regarding the HIP parameters that are included in the handshake
   packets concerning HIP BEX and HIP DEX.  This section covers these
   differences for the DEX packets.  Packets not discussed here, follow
   the structure defined in [RFC7401].



   An important difference between packets in HIP BEX and HIP DEX is
   that the DIFFIE_HELLMAN and the HIP_SIGNATURE parameters are not
   included in HIP DEX.  Thus, the R1 packet is completely unprotected
   and can be spoofed.  As a result, negotiation parameters contained in
   the R1 packet have to be re-included in later, protected packets in
   order to detect and prevent potential downgrading attacks.  Moreover,
   the I2, R2, UPDATE, NOTIFY, CLOSE, and CLOSE_ACK packets are not
   covered by a signature and purely rely on the HIP_MAC parameter for
   packet authentication.  The processing of these packets is changed
   accordingly.



   In the future, an optional upper-layer payload MAY follow the HIP
   header.  The Next Header field in the header indicates if there is
   additional data following the HIP header.




5.3.1. I1 - the HIP Initiator Packet

   The HIP header values for the I1 packet:



Header:
  Packet Type = 1
  SRC HIT = Initiator's HIT
  DST HIT = Responder's HIT, or NULL



     IP ( HIP ( DH_GROUP_LIST ) )



   Valid control bits: none



   The I1 packet contains the fixed HIP header and the Initiator's
   DH_GROUP_LIST.  The Initiator's HIT Suite ID MUST be of a HIP DEX
   type as defined in Section 5.2.4.



   Regarding the Responder's HIT, the Initiator may receive this HIT
   either from a DNS lookup of the Responder's FQDN (see [RFC8005]),
   from some other repository, or from a local table.  The Responder's
   HIT also MUST be of a HIP DEX type.  If the Initiator does not know
   the Responder's HIT, it may attempt to use opportunistic mode by
   using NULL (all zeros) as the Responder's HIT.  See Section 4.1.8 of
   [RFC7401] for detailed information about the "HIP Opportunistic
   Mode".



   As the Initiator's and the Responder's HITs are compressions of the
   employed HIs, they determine the DH Group ID that must be used in
   order to successfully conclude the triggered handshake.  HITs,
   however, only include the OGA ID identifying the HI algorithm.  They
   do not include information about the specific group ID of the HI.  To
   inform the Responder about its employed and its otherwise supported
   DH Group IDs, the Initiator therefore includes the DH_GROUP_LIST
   parameter in the I1 packet.  This parameter MUST include the DH group
   ID that corresponds to the currently employed Initiator HIT as the
   first list element.  With HIP DEX, the DH_GROUP_LIST parameter MUST
   only include ECDH groups defined in Section 5.2.1.



   Since this packet is so easy to spoof even if it were protected, no
   attempt is made to add to its generation or processing cost.  As a
   result, the DH_GROUP_LIST in the I1 packet is not protected.



   Implementations MUST be able to handle a storm of received I1
   packets, discarding those with common content that arrive within a
   small time delta.




5.3.2. R1 - the HIP Responder Packet

   The HIP header values for the R1 packet:



Header:
  Packet Type = 2
  SRC HIT = Responder's HIT
  DST HIT = Initiator's HIT

IP ( HIP ( [ R1_COUNTER, ]
           PUZZLE,
           DH_GROUP_LIST,
           HIP_CIPHER,
           HOST_ID,
           HIT_SUITE_LIST,
           TRANSPORT_FORMAT_LIST,
           [ <, ECHO_REQUEST_UNSIGNED >i ])



   Valid control bits: none



   The Initiator's HIT MUST match the one received in the I1 packet if
   the R1 is a response to an I1.  If the Responder has multiple HIs,
   the Responder's HIT MUST match the Initiator's request.  If the
   Initiator used opportunistic mode, the Responder may select among its
   HIs as described below.  See Section 4.1.8 of [RFC7401] for detailed
   information about the "HIP Opportunistic Mode".



   The R1 packet generation counter is used to determine the currently
   valid generation of puzzles.  The value is increased periodically,
   and it is RECOMMENDED that it is increased at least as often as
   solutions to old puzzles are no longer accepted.



   The Puzzle contains a Random value #I and the puzzle difficulty K.
   The difficulty K indicates the number of lower-order bits, in the
   puzzle CMAC result, that MUST be zeros (see [RFC7401]).  Responders
   SHOULD set K to zero by default and only increase the puzzle
   difficulty to protect against a DoS attack targeting the HIP DEX
   handshake.  A puzzle difficulty of zero effectively turns the puzzle
   mechanism into a return-routability test and is strongly encouraged
   during normal operation in order to conserve energy resources as well
   as to prevent unnecessary handshake delay in case of a resource-
   constrained Initiator.  Please also refer to Section 7 for further
   recommendations on choosing puzzle difficulty.



   The HIP_CIPHER contains the encryption algorithms supported by the
   Responder to protect the key exchange, in the order of preference.
   All implementations MUST support the AES-CTR [RFC3686].



   The DH_GROUP_LIST parameter contains the Responder's order of
   preference based on the Responder's choice the ECDH key contained in
   the HOST_ID parameter (see below).  This allows the Initiator to
   begin to determine whether its own DH_GROUP_LIST in the I1 packet was
   manipulated by an attacker.  There is a further risk that the
   Responder's DH_GROUP_LIST was manipulated by an attacker, as the R1
   packet cannot be authenticated in HIP DEX.  Thus, this parameter is
   repeated in the R2 packet to allow for a final, cryptographically
   secured validation.



   The HIT_SUITE_LIST parameter is an ordered list of the Responder's
   supported and preferred HIT Suites.  It enables a Responder to notify
   the Initiator about other available HIT suites than the one used in
   the current handshake.  Based on the received HIT_SUITE_LIST, the
   Initiator MAY decide to abort the current handshake and initiate a
   new handshake with a different mutually supported HIT suite.  This
   mechanism can, e.g., be used to move from an initial HIP DEX
   handshake to a HIP BEX handshake for peers supporting both protocol
   variants.



   The HOST_ID parameter depends on the received DH_GROUP_LIST parameter
   and the Responder HIT in the I1 packet.  Specifically, if the I1
   contains a Responder HIT, the Responder verifies that this HIT
   matches the preferred DH group based on the received DH_GROUP_LIST
   parameter included in the I1.  In case of a positive result, the
   Responder selects the corresponding HOST_ID for inclusion in the R1
   packet.  Likewise, if the Responder HIT in the I1 packet is NULL
   (i.e., during an opportunistic handshake), the Responder chooses its
   HOST_ID according to the Initiator's employed DH group as indicated
   in the received DH_GROUP_LIST parameter and sets the source HIT in
   the R1 packet accordingly.  If the Responder however does not support
   the DH group required by the Initiator or if the Responder HIT in the
   I1 packet does not match the required DH group, the Responder selects
   the mutually preferred and supported DH group based on the
   DH_GROUP_LIST parameter in the I1 packet.  The Responder then
   includes the corresponding ECDH key in the HOST_ID parameter.  This
   parameter also indicates the selected DH group.  Moreover, the
   Responder sets the source HIT in the R1 packet based on the
   destination HIT from the I1 packet.  Based on the deviating DH group
   ID in the HOST_ID parameter, the Initiator then MUST abort the
   current handshake and SHOULD initiate a new handshake with the
   mutually supported DH group as far as local policies (see Section 7)
   permit.



   The TRANSPORT_FORMAT_LIST parameter is an ordered list of the
   Responder's supported and preferred transport format types.  The list
   allows the Initiator and the Responder to agree on a common type for
   payload protection.  The different format types are DEFAULT, ESP
   (Mandatory to Implement) and ESP-TCP (Experimental, as explained in
   Section 3.1 in [RFC6261]).



   The ECHO_REQUEST_UNSIGNED parameters contain data that the sender
   wants to receive unmodified in the corresponding response packet in
   the ECHO_RESPONSE_UNSIGNED parameter.  The R1 packet may contain zero
   or more ECHO_REQUEST_UNSIGNED parameters.




5.3.3. I2 - the Second HIP Initiator Packet

   The HIP header values for the I2 packet:



Header:
  Type = 3
  SRC HIT = Initiator's HIT
  DST HIT = Responder's HIT

IP ( HIP ( [R1_COUNTER,]
           SOLUTION,
           HIP_CIPHER,
           ENCRYPTED_KEY,
           HOST_ID,
           TRANSPORT_FORMAT_LIST,
           I_NONCE,
           HIP_MAC
           [<, ECHO_RESPONSE_UNSIGNED>i )] )



   Valid control bits: none



   The HITs MUST match the ones used in the R1 packet.



   If present in the R1 packet, the Initiator MUST include an unmodified
   copy of the R1_COUNTER parameter into the I2 packet.



The Solution contains the Random #I from the R1 packet and the
computed #J value.  The low‑order #K bits of the RHASH(I | ... | J)
MUST be zero.



   The HIP_CIPHER contains the single encryption transform selected by
   the Initiator that it uses to encrypt the ENCRYPTED and ENCRYPTED_KEY
   parameters.  The chosen cipher MUST correspond to one of the ciphers
   offered by the Responder in the R1.  All implementations MUST support
   the AES-CTR transform [RFC3686].



   The HOST_ID parameter contains the Initiator HI corresponding to the
   Initiator HIT.



   The ENCRYPTED_KEY parameter contains an Initiator generated random
   value that MUST be uniformly distributed.  This random value is
   encrypted with the Master Key SA using the HIP_CIPHER encryption
   algorithm.



   The ECHO_RESPONSE_UNSIGNED parameter(s) contain the unmodified Opaque
   data copied from the corresponding echo request parameter(s).  This
   parameter can also be used for two-factor password authentication as
   shown in Appendix A.



   The TRANSPORT_FORMAT_LIST parameter contains the single transport
   format type selected by the Initiator.  The chosen type MUST
   correspond to one of the types offered by the Responder in the R1
   packet.  The different format types are DEFAULT, ESP and ESP-TCP as
   explained in Section 3.1 in [RFC6261].



   The I_NONCE parameter contains the nonce, supplied by the Initiator
   for the Master Key generation as shown in Section 6.3.  This is
   echoed back to the Initiator in the R2 packet.



   The MAC is calculated over the whole HIP envelope, excluding any
   parameters after the HIP_MAC parameter as described in Section 6.2.
   The Responder MUST validate the HIP_MAC parameter.




5.3.4. R2 - the Second HIP Responder Packet

   The HIP header values for the R2 packet:



Header:
  Packet Type = 4
  SRC HIT = Responder's HIT
  DST HIT = Initiator's HIT

IP ( HIP ( DH_GROUP_LIST,
           HIP_CIPHER,
           ENCRYPTED_KEY,
           HIT_SUITE_LIST,
           TRANSPORT_FORMAT_LIST,
           I_NONCE,
           HIP_MAC)



   Valid control bits: none



   The HITs used MUST match the ones used in the I2 packet.



   The Responder repeats the DH_GROUP_LIST, HIP_CIPHER, HIT_SUITE_LIST,
   and TRANSPORT_FORMAT_LIST parameters in the R2 packet.  These
   parameters MUST be the same as included in the R1 packet.  The
   parameter are re-included here because the R2 packet is MACed and
   thus cannot be altered by an attacker.  For verification purposes,
   the Initiator re-evaluates the selected suites and compares the
   results against the chosen ones.  If the re-evaluated suites do not
   match the chosen ones, the Initiator acts based on its local policy.



   The ENCRYPTED_KEY parameter contains an Responder generated random
   value that MUST be uniformly distributed.  This random value is
   encrypted with the Master Key SA using the HIP_CIPHER encryption
   algorithm.



   The I_NONCE parameter contains the nonce, supplied by the Initiator
   for the Master Key generation as shown in Section 6.3.  The Responder
   is echoing the value back to the Initiator to show it used the
   Initiator provided nonce.



   The MAC is calculated over the whole HIP envelope, excluding any
   parameters after the HIP_MAC, as described in Section 6.2.  The
   Initiator MUST validate the HIP_MAC parameter.




5.4. ICMP Messages

   When a HIP implementation detects a problem with an incoming packet,
   and it either cannot determine the identity of the sender of the
   packet or does not have any existing HIP association with the sender
   of the packet, it MAY respond with an ICMP packet.  Any such reply
   MUST be rate-limited as described in [RFC4443].  In most cases, the
   ICMP packet has the Parameter Problem type (12 for ICMPv4, 4 for
   ICMPv6) and Code of 0.  The Pointer field pointing to the field that
   caused the ICMP message to be generated, for example to the first 8
   bytes of a UDP payload for "SPI is Unknown".  The problem cases
   specified in Section 5.4. of [RFC7401] also apply to HIP DEX.




6. Packet Processing

   Due to the adopted protocol semantics and the inherited general
   packet structure, the packet processing in HIP DEX only differs from
   HIPv2 in very few places.  Here, we focus on these differences and
   refer to Section 6 in [RFC7401] otherwise.



   The processing of outgoing and incoming application data remains the
   same as in HIP BEX (see Sections 6.1 and 6.2 in [RFC7401]).




6.1. Solving the Puzzle

   The procedures for solving and verifying a puzzle in HIP DEX are
   strongly based on the corresponding procedures in HIPv2.  The only
   exceptions are that HIP DEX does not use pre-computation of R1
   packets and that RHASH is set to CMAC.  As a result, the pre-
   computation step in Section 6.3 of [RFC7401] is skipped in HIP DEX.



   Moreover, the Initiator solves a puzzle by computing:

      Ltrunc( CMAC( I, HIT-I | HIT-R | J ), K ) == 0



   Similarly, the Responder verifies a puzzle by computing:

      V := Ltrunc( CMAC( I, HIT-I | HIT-R | J ), K )



   Apart from these modifications, the procedures defined in Section 6.3
   of [RFC7401] also apply for HIP DEX.




6.2. HIP_MAC Calculation and Verification

   The following subsections define the actions for processing the
   HIP_MAC parameter.




6.2.1. CMAC Calculation

   The HIP_MAC calculation uses RHASH, i.e., CMAC, as the underlying
   cryptographic function.  The scope of the calculation for HIP_MAC is:



   CMAC: { HIP header | [ Parameters ] }



   where Parameters include all HIP parameters of the packet that is
   being calculated with Type values ranging from 1 to (HIP_MAC's Type
   value - 1) and exclude parameters with Type values greater or equal
   to HIP_MAC's Type value.



   During HIP_MAC calculation, the following applies:



   o  In the HIP header, the Checksum field is set to zero.



   o  In the HIP header, the Header Length field value is calculated to
      the beginning of the HIP_MAC parameter.



   The parameter order is described in Section 5.2.1 of [RFC7401].



   The CMAC calculation and verification process is as follows:



   Packet sender:



   1.  Create the HIP packet, without the HIP_MAC or any other parameter
       with greater Type value than the HIP_MAC parameter has.



   2.  Calculate the Header Length field in the HIP header.



   3.  Compute the CMAC using either HIP-gl or HIP-lg integrity key
       retrieved from KEYMAT as defined in Section 6.3.  HIP-gl refers
       to host with greater HIT value and HIP-lg refers to the host with
       smaller HIT value.



   4.  Add the HIP_MAC parameter to the packet and any parameter with
       greater Type value than the HIP_MAC's that may follow.



   5.  Recalculate the Length field in the HIP header.



   Packet receiver:



   1.  Verify the HIP header Length field.



   2.  Remove the HIP_MAC parameter, as well as all other parameters
       that follow it with greater Type value, saving the contents if
       they will be needed later.



   3.  Recalculate the HIP packet length in the HIP header and clear the
       Checksum field (set it to all zeros).



   4.  Compute the CMAC using either HIP-gl or HIP-lg integrity key as
       defined in Section 6.3 and verify it against the received CMAC.



   5.  Set Checksum and Header Length fields in the HIP header to
       original values.  Note that the Checksum and Length fields
       contain incorrect values after this step.




6.3. HIP DEX KEYMAT Generation

   The HIP DEX KEYMAT process is used to derive the keys for the Master
   Key SA as well as for the Pair-wise Key SA.  The keys for the Master
   Key SA are based on the Diffie-Hellman derived key, Kij, which is
   produced during the HIP DEX handshake.  The Initiator generates Kij
   during the creation of the I2 packet and the Responder generates Kij
   once it receives the I2 packet.  This is why the I2 packet can
   already contain authenticated and/or encrypted information.



   The keys derived for the Pair-wise Key SA are not used during the HIP
   DEX handshake.  Instead, these keys are made available as payload
   protection keys (e.g., for IPsec).



   The HIP DEX KEYMAT process is based on the Hash-based Key Derivation
   Function (HKDF) defined in [RFC5869] and consists of two components,
   CKDF-Extract and CKDF-Expand.  The CKDF-Extract function compresses a
   non-uniformly distributed key, such as the output of a Diffie-Hellman
   key derivation, to extract the key entropy into a fixed length
   output.  The CKDF-Expand function takes either the output of the
   Extract function or directly uses a uniformly distributed key and
   expands the length of the key, repeatedly distributing the key
   entropy, to produce the keys needed.



   The key derivation for the Master Key SA employs always both the
   Extract and Expand phases.  The Pair-wise Key SA needs only the
   Extract phase when the key is smaller or equal to 128 bits, but
   otherwise requires also the Expand phase.



   The CKDF-Extract function is the following operation:



     CKDF-Extract(I, IKM, info) -> PRK



Inputs:
  I         Random #I, provided by the Responder, from the PUZZLE
            parameter
  IKM       Input keying material
              the Diffie‑Hellman derived key, concatenated with the
                random I_NONCE value for the Master Key SA
              the Diffie‑Hellman derived key, concatenated with the
                random values of the ENCRYPTED_KEY parameters in
                the same order as the HITs with sort(HIT‑I | HIT‑R)
                for the Pair‑wise Key SA

  info      sort(HIT‑I | HIT‑R) | "CKDF‑Extract"
             Where the input text: "CKDF‑Extract"
             Is the hex string: 0x434b44462d45787472616374

Output:
  PRK       a pseudorandom key (of RHASH_len/8 octets)




   The pseudorandom key PRK is calculated as follows:



PRK     = CMAC(I, IKM | info)



   The CKDF-Expand function is the following operation:



     CKDF-Expand(PRK, info, L) -> OKM



Inputs:
  PRK       a pseudorandom key of at least RHASH_len/8 octets
            (either the output from the extract step or the
            concatenation of the random values of the
            ENCRYPTED_KEY parameters in the same order as the
            HITs with sort(HIT‑I | HIT‑R) in case of no extract)
  info      sort(HIT‑I | HIT‑R) | "CKDF‑Expand"
            Where the input text: "CKDF‑Expand"
            Is the hex string: 0x434b44462d457870616e64
  L         length of output keying material in octets
            (<= 255*RHASH_len/8)

Output:
  OKM        output keying material (of L octets)



   The output keying material OKM is calculated as follows:



N       =  ceil(L/(RHASH_len/8))
T       =  T(1) | T(2) | T(3) | ... | T(N)
OKM     =  first L octets of T



   where



    T(0) = empty string (zero length)
    T(1) = CMAC(PRK, T(0) | info | 0x01)
    T(2) = CMAC(PRK, T(1) | info | 0x02)
    T(3) = CMAC(PRK, T(2) | info | 0x03)
    ...

(where the constant concatenated to the end of each T(n) is a
single octet.)



   sort(HIT-I | HIT-R) is defined as the network byte order
   concatenation of the two HITs, with the smaller HIT preceding the
   larger HIT, resulting from the numeric comparison of the two HITs
   interpreted as positive (unsigned) 128-bit integers in network byte
   order.



   The initial keys for the Master Key SA are drawn sequentially in the
   order that is determined by the numeric comparison of the two HITs,
   with the comparison method described in the previous paragraph.
   HOST_g denotes the host with the greater HIT value, and HOST_l the
   host with the lower HIT value.



   The drawing order for initial keys:



   1.  HIP-gl encryption key for HOST_g's outgoing HIP packets



   2.  HIP-gl integrity (CMAC) key for HOST_g's outgoing HIP packets



   3.  HIP-lg encryption key for HOST_l's outgoing HIP packets



   4.  HIP-lg integrity (CMAC) key for HOST_l's outgoing HIP packets



   The number of bits drawn for a given algorithm is the "natural" size
   of the keys regarding the algorithm defined in the HIP_CIPHER.  For
   the mandatory algorithms, the following size applies:



AES  128 bits



   If other key sizes are used, they must be treated as different
   encryption algorithms and defined separately.




6.4. Initiation of a HIP Diet EXchange

   The initiation of a HIP DEX handshake proceeds as described in
   Section 6.6 of [RFC7401].  The I1 packet contents are specified in
   Section 5.3.1.




6.5. Processing Incoming I1 Packets

   I1 packets in HIP DEX are handled almost identical to HIPv2 (see
   Section 6.7 of [RFC7401]).  The main differences are that the
   Responder SHOULD select a HIP DEX HIT Suite in the R1 response.
   Moreover, as R1 packets are neither covered by a signature nor incur
   the overhead of generating an ephemeral Diffie-Hellman key-pair, pre-
   computation of an R1 is only marginally beneficial, but would incur
   additional memory resources at the Responder.  Hence, the R1 pre-
   computation SHOULD be omitted in HIP DEX.



   Correspondingly, the modified conceptual processing rules for
   responding to an I1 packet are as follows:



   1.  The Responder MUST check that the Responder's HIT in the received
       I1 packet is either one of its own HITs or NULL.  Otherwise, it
       MUST drop the packet.



   2.  If the Responder is in ESTABLISHED state, the Responder MAY
       respond to this with an R1 packet, prepare to drop an existing
       HIP security association with the peer, and stay at ESTABLISHED
       state.



   3.  If the Responder is in I1-SENT state, it MUST make a comparison
       between the sender's HIT and its own (i.e., the receiver's) HIT.
       If the sender's HIT is greater than its own HIT, it should drop
       the I1 packet and stay at I1-SENT.  If the sender's HIT is
       smaller than its own HIT, it SHOULD send the R1 packet and stay
       at I1-SENT.  The HIT comparison is performed as defined in
       Section 6.3.



   4.  If the implementation chooses to respond to the I1 packet with an
       R1 packet, it creates a new R1 according to the format described
       in Section 5.3.2.  It chooses the HI based on the destination HIT
       and the DH_GROUP_LIST in the I1 packet.  If the implementation
       does not support the DH group required by the Initiator or if the
       destination HIT in the I1 packet does not match the required DH
       group, it selects the mutually preferred and supported DH group
       based on the DH_GROUP_LIST parameter in the I1 packet.  The
       implementation includes the corresponding ECDH public key in the
       HOST_ID parameter.  If no suitable DH Group ID was contained in
       the DH_GROUP_LIST in the I1 packet, it sends an R1 packet with
       any suitable ECDH public key.



   5.  If the received Responder's HIT in the I1 packet is not NULL, the
       Responder's HIT in the R1 packet MUST match the destination HIT
       in the I1 packet.  Otherwise, the Responder MUST select a HIT
       with the same HIT Suite as the Initiator's HIT.  If this HIT
       Suite is not supported by the Responder, it SHOULD select a
       REQUIRED HIT Suite from Section 5.2.10 of [RFC7401], which is
       currently RSA/DSA/SHA-256.  Other than that, selecting the HIT is
       a local policy matter.



   6.  The Responder expresses its supported HIP transport formats in
       the TRANSPORT_FORMAT_LIST as described in Section 5.2.11 of
       [RFC7401].  The Responder MUST provide at least one payload
       transport format type.



   7.  The Responder sends the R1 packet to the source IP address of the
       I1 packet.



   Note that only steps 4 and 5 have been changed with regard to the
   processing rules of HIPv2.  The considerations about R1 management
   (except pre-computation) and malformed I1 packets in Sections 6.7.1
   and 6.7.2 of [RFC7401] likewise apply to HIP DEX.




6.6. Processing Incoming R1 Packets

   R1 packets in HIP DEX are handled identically to HIPv2 (see
   Section 6.8 in [RFC7401]) with the following exceptions: HIP DEX uses
   ECDH public keys as HIs and does not employ signatures.



   As R1 is not signed and no proof is possible in the authenticity of
   its contents, all processing of the R1 is provisional until verified
   by the R2 processing.



   The modified conceptual processing rules for responding to an R1
   packet are as follows:



   1.   A system receiving an R1 MUST first check to see if it has sent
        an I1 packet to the originator of the R1 packet (i.e., it has a
        HIP association that is in state I1-SENT and that is associated
        with the HITs in the R1).  Unless the I1 packet was sent in
        opportunistic mode (see Section 4.1.8 of [RFC7401]), the IP
        addresses in the received R1 packet SHOULD be ignored by the R1
        processing and, when looking up the correct HIP association, the
        received R1 packet SHOULD be matched against the associations
        using only the HITs.  If a match exists, the system processes
        the R1 packet as described below.



   2.   Otherwise, if the system is in any state other than I1-SENT or
        I2-SENT with respect to the HITs included in the R1 packet, it
        SHOULD silently drop the R1 packet and remain in the current
        state.



   3.   If the HIP association state is I1-SENT or I2-SENT, the received
        Initiator's HIT MUST correspond to the HIT used in the original
        I1 packet.  Also, the Responder's HIT MUST correspond to the one
        used in the I1 packet, unless this packet contained a NULL HIT.



   4.   If the HIP association state is I1-SENT, and multiple valid R1
        packets are present, the system MUST select from among the R1
        packets with the largest R1 generation counter.



   5.   The system MUST check that the Initiator's HIT Suite is
        contained in the HIT_SUITE_LIST parameter in the R1 packet
        (i.e., the Initiator's HIT Suite is supported by the Responder).
        If the HIT Suite is supported by the Responder, the system
        proceeds normally.  Otherwise, the system MAY stay in state
        I1-SENT and restart the HIP DEX handshake by sending a new I1
        packet with an Initiator HIT that is supported by the Responder
        and hence is contained in the HIT_SUITE_LIST in the R1 packet.
        The system MAY abort the handshake if no suitable source HIT is
        available.  The system SHOULD wait for an acceptable time span
        to allow further R1 packets with higher R1 generation counters
        or different HIT and HIT Suites to arrive before restarting or
        aborting the HIP DEX handshake.



   6.   The system MUST check that the DH Group ID in the HOST_ID
        parameter in the R1 matches the first DH Group ID in the
        Responder's DH_GROUP_LIST in the R1 packet, and also that this
        Group ID corresponds to a value that was included in the
        Initiator's DH_GROUP_LIST in the I1 packet.  If the DH Group ID
        of the HOST_ID parameter does not express the Responder's best
        choice, the Initiator can conclude that the DH_GROUP_LIST in the
        I1 or R1 packet was adversely modified.  In such a case, the
        Initiator MAY send a new I1 packet; however, it SHOULD NOT
        change its preference in the DH_GROUP_LIST in the new I1 packet.
        Alternatively, the Initiator MAY abort the HIP DEX handshake.
        Moreover, if the DH Group ID indicated in the HOST_ID parameter
        does not match the DH Group ID of the HI employed by the
        Initiator, the system SHOULD wait for an acceptable time span to
        allow further R1 packets with different DH Group IDs to arrive
        before restarting or aborting the HIP DEX handshake.  When
        restarting the handshake, the Initiator MUST consult local
        policies (see Section 7) regarding the use of another, mutually
        supported DH group for the subsequent handshake with the
        Responder.



   7.   If the HIP association state is I2-SENT, the system MAY re-enter
        state I1-SENT and process the received R1 packet if it has a
        larger R1 generation counter than the R1 packet responded to
        previously.



   8.   The system SHOULD attempt to validate the HIT against the
        received Host Identity by using the received Host Identity to
        construct a HIT and verify that it matches the Sender's HIT.



   9.   The system MUST store the received R1 generation counter for
        future reference.



   10.  The system attempts to solve the puzzle in the R1 packet.  The
        system MUST terminate the search after exceeding the remaining
        lifetime of the puzzle.  If the puzzle is not successfully
        solved, the implementation MAY either resend the I1 packet
        within the retry bounds or abandon the HIP base exchange.



   11.  The system computes standard Diffie-Hellman keying material
        according to the public value and Group ID provided in the
        HOST_ID parameter.  The Diffie-Hellman keying material Kij is
        used for key extraction as specified in Section 6.3.



   12.  The system selects the HIP_CIPHER ID from the choices presented
        in the R1 packet and uses the selected values subsequently when
        generating and using encryption keys, and when sending the I2
        packet.  If the proposed alternatives are not acceptable to the
        system, it MAY either resend an I1 packet within the retry
        bounds or abandon the HIP base exchange.



   13.  The system chooses one suitable transport format from the
        TRANSPORT_FORMAT_LIST and includes the respective transport
        format parameter in the subsequent I2 packet.



   14.  The system initializes the remaining variables in the associated
        state, including Update ID counters.



   15.  The system prepares and sends an I2 packet as described in
        Section 5.3.3.



   16.  The system SHOULD start a timer whose timeout value SHOULD be
        larger than the worst-case anticipated RTT, and MUST increment a
        trial counter associated with the I2 packet.  The sender SHOULD
        retransmit the I2 packet upon a timeout and restart the timer,
        up to a maximum of I2_RETRIES_MAX tries.



   17.  If the system is in state I1-SENT, it SHALL transition to state
        I2-SENT.  If the system is in any other state, it remains in the
        current state.



   Note that step 4 from the original processing rules of HIPv2
   (signature verification) has been removed in the above processing
   rules for HIP DEX.  Moreover, step 7 of the original processing rules
   has been adapted in step 6 above to account for the fact that HIP DEX
   uses ECDH public keys as HIs.  The considerations about malformed R1
   packets in Sections 6.8.1 of [RFC7401] also apply to HIP DEX.




6.7. Processing Incoming I2 Packets

   The processing of I2 packets follows similar rules as HIPv2 (see
   Section 6.9 of [RFC7401]).  The main differences to HIPv2 are that
   HIP DEX introduces a new session key exchange via the ENCRYPTED_KEY
   parameter as well as an I2 reception acknowledgement for
   retransmission purposes.  Moreover, with HIP DEX the Initiator is
   responsible for triggering retransmissions, whereas the Responder
   merely replies to received I2 packets.



   The modified HIP DEX conceptual processing rules for responding to an
   I2 packet are:



   1.   The system MAY perform checks to verify that the I2 packet
        corresponds to a recently sent R1 packet.  Such checks are
        implementation dependent.  See Appendix A in [RFC7401] for a
        description of an example implementation.



   2.   The system MUST check that the Responder's HIT corresponds to
        one of its own HITs and MUST drop the packet otherwise.



   3.   The system MUST further check that the Initiator's HIT Suite is
        supported.  The Responder SHOULD silently drop I2 packets with
        unsupported Initiator HITs.



   4.   The system MUST validate the Initiator's HI per Section 9.2.



   5.   If the system's state machine is in the R2-SENT state, the
        system MUST check to see if the newly received I2 packet is
        similar to the one that triggered moving to R2-SENT.  If so, it
        MUST retransmit a previously sent R2 packet and reset the
        R2-SENT timer.  The system SHOULD re-use the previously
        established state to re-create the corresponding R2 packet in
        order to prevent unnecessary computation overhead.



   6.   If the system's state machine is in the I2-SENT state, the
        system MUST make a comparison between its local and sender's
        HITs (similarly as in Section 6.3).  If the local HIT is smaller
        than the sender's HIT, it should drop the I2 packet, use the
        peer Diffie-Hellman key, ENCRYPTED_KEY keying material and nonce
        #I from the R1 packet received earlier, and get the local
        Diffie-Hellman key, ENCRYPTED_KEY keying material, and nonce #J
        from the I2 packet sent to the peer earlier.  Otherwise, the
        system processes the received I2 packet and drops any previously
        derived Diffie-Hellman keying material Kij and ENCRYPTED_KEY
        keying material it might have generated upon sending the I2
        packet previously.  The peer Diffie-Hellman key, ENCRYPTED_KEY,
        and the nonce #J are taken from the just arrived I2 packet.  The
        local Diffie-Hellman key, ENCRYPTED_KEY keying material, and the
        nonce #I are the ones that were sent earlier in the R1 packet.



   7.   If the system's state machine is in the I1-SENT state, and the
        HITs in the I2 packet match those used in the previously sent I1
        packet, the system uses this received I2 packet as the basis for
        the HIP association it was trying to form, and stops
        retransmitting I1 packets (provided that the I2 packet passes
        the additional checks below).



   8.   If the system's state machine is in any state other than
        R2-SENT, the system SHOULD check that the echoed R1 generation
        counter in the I2 packet is within the acceptable range if the
        counter is included.  Implementations MUST accept puzzles from
        the current generation and MAY accept puzzles from earlier
        generations.  If the generation counter in the newly received I2
        packet is outside the accepted range, the I2 packet is stale
        (and perhaps replayed) and SHOULD be dropped.



   9.   The system MUST validate the solution to the puzzle as described
        in Section 6.1.



   10.  The I2 packet MUST have a single value in the HIP_CIPHER
        parameter, which MUST match one of the values offered to the
        Initiator in the R1 packet.



   11.  The system MUST derive Diffie-Hellman keying material Kij based
        on the public value and Group ID in the HOST_ID parameter.  This
        keying material is used to derive the keys of the Master Key SA
        as described in Section 6.3.  If the Diffie-Hellman Group ID is
        unsupported, the I2 packet is silently dropped.  If the
        processing time for the derivation of the Diffie-Hellman keying
        material Kij is likely to cause premature I2 retransmissions by
        the Initiator, the system MAY send a NOTIFY packet before
        starting the key derivation process.  The NOTIFY packet contains
        a NOTIFICATION parameter with Notify Message Type
        I2_ACKNOWLEDGEMENT.  The NOTIFICATION parameter indicates the
        anticipated remaining processing time for the I2 packet in
        milliseconds as two-octet Notification Data.



   12.  The implementation SHOULD also verify that the Initiator's HIT
        in the I2 packet corresponds to the Host Identity sent in the I2
        packet.  (Note: some middleboxes may not be able to make this
        verification.)



   13.  The system MUST process the TRANSPORT_FORMAT_LIST parameter.
        Other documents specifying transport formats (e.g., [RFC7402])
        contain specifications for handling any specific transport
        selected.



   14.  The system MUST verify the HIP_MAC according to the procedures
        in Section 6.2.



   15.  If the checks above are valid, then the system proceeds with
        further I2 processing; otherwise, it discards the I2 and its
        state machine remains in the same state.



   16.  The system MUST decrypt the keying material from the
        ENCRYPTED_KEY parameter.  This keying material is a partial
        input to the key derivation process for the Pair-wise Key SA
        (see Section 6.3).



   17.  The system initializes the remaining variables in the associated
        state, including Update ID counters.



   18.  Upon successful processing of an I2 packet when the system's
        state machine is in state UNASSOCIATED, I1-SENT, I2-SENT, or
        R2-SENT, an R2 packet is sent as described in Section 5.3.4 and
        the system's state machine transitions to state R2-SENT.



   19.  Upon successful processing of an I2 packet when the system's
        state machine is in state ESTABLISHED, the old HIP association
        is dropped and a new one is installed, an R2 packet is sent as
        described in Section 5.3.4, and the system's state machine
        transitions to R2-SENT.



   20.  Upon the system's state machine transitioning to R2-SENT, the
        system starts a timer.  The state machine transitions to
        ESTABLISHED if some data has been received on the incoming HIP
        association, or an UPDATE packet has been received (or some
        other packet that indicates that the peer system's state machine
        has moved to ESTABLISHED).  If the timer expires (allowing for a
        maximal amount of retransmissions of I2 packets), the state
        machine transitions to ESTABLISHED.



   Note that steps 11 (encrypted HOST_ID) and 15 (signature
   verification) from the original processing rules of HIPv2 have been
   removed in the above processing rules for HIP DEX.  Moreover, step 10
   of the HIPv2 processing rules has been adapted to account for
   optional extension of the retransmission mechanism.  Step 16 has been
   added to the processing rules in this document.  The considerations
   about malformed I2 packets in Sections 6.9.1 of [RFC7401] also apply
   to HIP DEX.




6.8. Processing Incoming R2 Packets

   R2 packets in HIP DEX are handled identically to HIPv2 (see
   Section 6.10 of [RFC7401]) with the following exceptions: HIP DEX
   introduces a new session key exchange via the ENCRYPTED_KEY parameter
   and does not employ signatures.



   The modified conceptual processing rules for responding to an R2
   packet are as follows:



   1.  If the system is in any other state than I2-SENT, the R2 packet
       is silently dropped.



   2.  The system MUST verify that the HITs in use correspond to the
       HITs that were received in the R1 packet that caused the
       transition to the I2-SENT state.



   3.  The system MUST verify the HIP_MAC according to the procedures in
       Section 6.2.



   4.  The system MUST re-evaluate the DH_GROUP_LIST, HIP_CIPHER,
       HIT_SUITE_LIST, and TRANSPORT_FORMAT_LIST parameters in the R2
       packet and compare the results against the chosen suites.



   5.  The system MUST validate the Responder's HI per Section 9.2.



   6.  If any of the checks above fail, there is a high probability of
       an ongoing man-in-the-middle or other security attack.  The
       system SHOULD act accordingly, based on its local policy.



   7.  The system MUST decrypt the keying material from the
       ENCRYPTED_KEY parameter.  This keying material is a partial input
       to the key derivation process for the Pair-wise Key SA (see
       Section 6.3).



   8.  Upon successful processing of the R2 packet, the state machine
       transitions to state ESTABLISHED.



   Note that step 4 (signature verification) from the original
   processing rules of HIPv2 has been replaced with a negotiation re-
   evaluation in the above processing rules for HIP DEX.  Moreover, step
   6 has been added to the processing rules.




6.9. Processing Incoming NOTIFY Packets

   Processing of NOTIFY packets is OPTIONAL.  If processed, any errors
   in a received NOTIFICATION parameter SHOULD be logged.  Received
   errors MUST be considered only as informational, and the receiver
   SHOULD NOT change its HIP state purely based on the received NOTIFY
   packet.



   If a NOTIFY packet is received in state I2-SENT, this packet is an I2
   reception acknowledgement of the optional retransmission mechanism
   extension and SHOULD be processed.  The following steps define the
   conceptual processing rules for such incoming NOTIFY packets in state
   I2-SENT:



   1.  The system MUST verify that the HITs in use correspond to the
       HITs that were received in the R1 packet that caused the
       transition to the I2-SENT state.  If this check fails, the NOTIFY
       packet MUST be dropped silently.



   2.  If the NOTIFY packet contains a NOTIFICATION parameter with
       Notify Message Type I2_ACKNOWLEDGEMENT, the system SHOULD set the
       I2 retransmission timer to the I2 processing time indicated in
       the NOTIFICATION parameter plus half the RTT-based timeout value.
       The system MUST NOT set the retransmission timeout to a higher
       value than allowed by a local policy.  Moreover, the system
       SHOULD reset the I2 retransmission timer to the RTT-based timeout
       value after the next I2 retransmission.




6.10. Processing UPDATE, CLOSE, and CLOSE_ACK Packets

   UPDATE, CLOSE, and CLOSE_ACK packets are handled similarly in HIP DEX
   as in HIPv2 (see Sections 6.11, 6.12, 6.14, and 6.15 of [RFC7401]).
   The only difference is the that the HIP_SIGNATURE is never present
   and, therefore, is not required to be processed by the receiving
   party.



   [RFC7402] specifies the rekeying of an existing HIP SA using the
   UPDATE message.  This rekeying procedure can also be used with HIP
   DEX.  However, where rekeying involves a new Diffie-Hellman key
   exchange, HIP DEX peers MUST establish a new HIP association in order
   to create a new Pair-wise Key SA due to the use of static ECDH key-
   pairs with HIP DEX.




6.11. Handling State Loss

   Implementors MAY choose to use non-volatile, secure storage for HIP
   states in order for them to survive a system reboot.  If no secure
   storage capabilities are available, the system SHOULD delete the
   corresponding HIP state, including the keying material.  If the
   implementation does drop the state (as RECOMMENDED), it MUST also
   drop the peer's R1 generation counter value, unless a local policy
   explicitly defines that the value of that particular host is stored.



   Storing of the R1 generation counter values and ENCRYPTED_KEY counter
   (Section 5.2.5) MUST be configured by explicit HITs.




7. HIP Policies

   There are a number of variables that will influence the HIP exchanges
   that each host must support.  The value of puzzle difficulty K used
   in the HIP R1 must be chosen with care.  Values for the K that are
   too high will exclude clients with weak CPUs because these devices
   cannot solve the puzzle within a reasonable amount of time.  The K
   value should only be raised if a Responder is under high load, i.e.,
   it cannot process all incoming HIP handshakes any more.



   If a Responder is not under high load, K SHOULD be 0.



   All HIP DEX implementations SHOULD provide for an Access Control List
   (ACL), representing for which hosts they accept HIP diet exchanges,
   and the preferred transport format and local lifetimes.  Wildcarding
   SHOULD be supported for such ACLs.




7.1. HIT/HI ACL

   Both the Initiator and Responder SHOULD implement an ACL.  Minimally,
   these ACLs will be a list of trusted HIT/HIs.  They may also contain
   the password used in the password-based two-factor authentication
   (Appendix A) and preferred HIT Suite.



   ACL processing is applied to all HIP packets.  A HIP peer MAY reject
   any packet where the Receiver's HIT is not in the ACL.  The HI (in
   the R1, I2, and optionally NOTIFY packets) MUST be validated as well,
   when present in the ACL.  This is the defense against collision and
   second-image attacks on the HIT generation.



   Devices with no input mechanism (e.g. sensors) SHOULD accept R1
   packets from unknown HITs.  These R1 packets SHOULD contain the start
   of the password-based two-factor authentication .  If the R2 for this
   HIT indicates success, then the device may add this HIT/HI to its ACL
   for future use.



   Devices unable to manage an ACL (e.g. sensors) are subject to MITM
   attacks, even with the use of the password authentication (password
   theft by attacker).  As long as the other peer (e.g.  sensor
   controller) does use an ACL, the attack can be recognized there and
   addressed.  This is often seen where the sensor does not appear as
   properly operating with the controller, as the attacker cannot
   impersonate information in the ACL.




8. Interoperability between HIP DEX and HIPv2

   HIP DEX and HIPv2 both use the same protocol number and packet
   formats.  Hence, an implementation that either supports HIP DEX or
   HIPv2 has to be able to detect the dialect that the peer is speaking.
   This section outlines how a HIP DEX implementation can achieve such
   detection for the two relevant cases where:



   1.  the Initiator supports HIP DEX and the Responder supports HIP
       BEX,



   2.  the Initiator supports HIP BEX and the Responder supports HIP
       DEX.



   In the first case, the HIP DEX implementation (Initiator) inspects
   the Responder's HIT prior to sending the I1 packet.  If the OGA ID
   field of this HIT does not indicate the HIP DEX HIT Suite ID, the HIP
   DEX implementation cancels the handshake.  If the Responder is
   unknown prior to sending the I1 packet (i.e., opportunistic mode),
   the HIP DEX implementation performs the above check on reception of
   the R1 packet and cancels the handshake in case of a negative result.
   In both failure scenarios, the implementation should report an error
   to the user via appropriate means.



   In the second case, the HIP DEX implementation (Responder) inspects
   the Initiator's HIT on reception of an I1 packet.  If the OGA ID
   field of this HIT does not indicate the HIP DEX HIT Suite ID, the HIP
   DEX implementation cancels the handshake and sends an ICMP packet
   with type Parameter Problem, with the Pointer pointing to the source
   HIT, to the Initiator.  As an off-path adversary could also send such
   an ICMP packet with the aim to prevent the HIP DEX handshake from
   completing, the Initiator SHOULD NOT react to an ICMP message before
   retransmission counter reaches I1_RETRIES_MAX in its state machine
   (see Table 3 in [RFC7401]).




9. Security Considerations

   HIP DEX closely resembles HIPv2.  As such, the security
   considerations discussed in Section 8 of [RFC7401] similarly apply to
   HIP DEX.  HIP DEX, however, replaces the SIGMA-based authenticated
   Diffie-Hellman key exchange of HIPv2 with an exchange of random
   keying material that is encrypted with a Diffie-Hellman derived key.
   Both the Initiator and Responder contribute to this keying material.
   As a result, the following additional security considerations apply
   to HIP DEX:



   o  The strength of the keys for both the Master and Pair-wise Key SAs
      is based on the quality of the random keying material generated by
      the Initiator and the Responder.  As either peer may be a sensor
      or an actuator device, there is a natural concern about the
      quality of its random number generator.  Thus at least a CSPRNG
      SHOULD be used.



   o  HIP DEX lacks the Forward Secrecy (FS) property of HIPv2.
      Consequently, if an HI is compromised, all previous HIP
      connections protected with that HI are compromised as explained in
      Section 1.



   o  The HIP DEX HIT generation may present new attack opportunities.
      Hence, HIP DEX HITs MUST NOT be used as the only means to identify
      a peer in an ACL.  Instead, the use of the peer's HI is
      recommended as explained in Section 3.



   o  The R1 packet is unauthenticated and offers an adversary a new
      attack vector against the Initiator.  This is mitigated by only
      processing a received R1 packet when the Initiator has previously
      sent a corresponding I1 packet.  Moreover, the Responder repeats
      the DH_GROUP_LIST, HIP_CIPHER, HIT_SUITE_LIST, and
      TRANSPORT_FORMAT_LIST parameters in the R2 packet in order to



      enable the Initiator to verify that these parameters have not been
      modified by an attacker in the unprotected R1 packet as explained
      in Section 6.8.



   o  Contrary to HIPv2, HIP DEX does not provide for end-point
      anonymity for the Initiator or Responder.  Thus, any signaling
      that indicates such anonymity should be ignored as explained in
      Section 1.1.



   o  It is critical to properly manage the ENCRYPTED_KEY counter
      (Section 5.2.5).  If non-volatile store is used to maintain HIP
      state across system resets, then this counter MUST be part of the
      state store.



   The optional retransmission extension of HIP DEX is based on a NOTIFY
   packet that the Responder can use to inform the Initiator about the
   reception of an I2 packet.  The Responder, however, cannot protect
   the authenticity of this packet as it did not yet set up the Master
   Key SA.  Hence, an eavesdropping adversary may send spoofed reception
   acknowledgements for an overheard I2 packet and signal an arbitrary
   I2 processing time to the Initiator.  The adversary can, e.g.,
   indicate a lower I2 processing time than actually required by the
   Responder in order to cause premature retransmissions.  To protect
   against this attack, the Initiator SHOULD set the NOTIFY-based
   timeout value to the maximum indicated packet processing time in case
   of conflicting NOTIFY packets.  This allows the legitimate Responder
   to extend the retransmission timeout to the intended length.  The
   adversary, however, can still arbitrarily delay the protocol
   handshake beyond the Responder's actual I2 processing time.  To limit
   the extend of such a maliciously induced handshake delay, this
   specification additionally requires the Initiator not to set the
   NOTIFY-based timeout value higher than allowed by a local policy.



   Section 5.3.1 mentions that implementations need to be able to handle
   storms of I1 packets.  Contrary to HIPv2, R1 packets cannot be pre-
   computed in HIP DEX and also the state machine does not include an
   "R1_SENT" state (that would enable caching of R1 packets).
   Therefore, an implementation has to cache information (e.g., at least
   the HITs) from incoming I1 packets and rate control the incoming I1
   packets to avoid unnecessary packet processing during I1 packet
   storms.




9.1. Use of AES-CTR for HIP Parameter Encryption

   AES-CTR is a basic cipher mode that does not accept an initialization
   vector to allow for key re-use.  In essence, it stretches the initial
   key into a much longer keystream (akin to a stream cipher) that is
   used like a one-time pad.  Any reuse of that keystream breaks the
   confidentiality of the protected data, so when using AES-CTR, care
   must be taken to ensure that within a given keystream the counter
   value is never reused, and that any given key is only used to
   generate a single keystream.  The integration of AES-CTR into IPsec
   ESP (RFC 3686) used by HIP (and, thus, by HIP-DEX) improves on the
   situation by partitioning the 128-bit counter space into a 32-bit
   nonce, 64-bit IV, and 32-bits of counter.  The counter is incremented
   to provide a keystream for protecting a given packet, the IV is
   chosen by the encryptor in a "manner that ensures uniqueness", and
   the nonce persists for the lifetime of a given SA.  In particular, in
   this usage the nonce must be unpredictable, not just single-use.  In
   HIP-DEX, the properties of nonce uniqueness/unpredictability and per-
   packet IV uniqueness are defined in Section 5.2.2.




9.2. Need to Validate Public Keys

   With the curves specified here, there is a straightforward key
   extraction attack, which is a very serious problem with the use of
   static keys by HIP-DEX.  Thus it is MANDATORY to validate the peer's
   Public Key.



   With the NIST curves, there are no internal length markers, so each
   number representation occupies as many octets as implied by the curve
   parameters.  For P-256, this means that each of X and Y use 32
   octets, padded on the left by zeros if necessary.  For P-384, they
   take 48 octets each.



   For Curve25519 and Curve448, the contents of the public value are the
   byte string inputs and outputs of the corresponding functions defined
   in [RFC7748]: 32 bytes for EC25519 and 56 bytes for EC448.



   The validation is done in Section 6.7, step 4 and Section 6.8, step
   5.




10. IANA Considerations

   The following changes to the "Host Identity Protocol (HIP)
   Parameters" registries have been made:



ENCRYPTED_KEY  "ENCRYPTED_KEY" with type number TBD1 (suggested: 643)
   (see Section 5.2.5) in the "Parameter Types" subregistry of the
   "Host Identity Protocol (HIP) Parameters" registry.

DH_GROUP_LIST  This document defines the new DH_GROUPS Curve25519
   with value TBD7 (suggested: 12) and Curve448 with value TBD8
   (suggested: 13) (see Section 5.2.1) in the "Group IDs" subregistry
   of the "Host Identity Protocol (HIP) Parameters" registry.

HIT Suite ID  This document defines the new HIT Suite "ECDH/FOLD"
   without four‑bit ID of TBD2 (suggested: 4) and eight‑bit encoding
   of TBD3 (suggested: 0x40) (see Section 5.2.4) in the "HIT Suite
   ID" subregistry of the "Host Identity Protocol (HIP) Parameters"
   registry.

HIP Cipher ID  This document defines the new HIP Cipher ID "AES‑
   128‑CTR" with type number TBD4 (suggested: 5) (see Section 5.2.2)
   in the "HIP Cipher ID" subregistry of the "Host Identity Protocol
   (HIP) Parameters" registry.

HI Algorithm  This document defines the new HI Algorithm "ECDH" with
   type number TBD5 (suggested: 11) (see Section 5.2.3) in the "HI
   Algorithm" subregistry of the "Host Identity Protocol (HIP)
   Parameters" registry.

I_NONCE  "I_NONCE" with type number TBD6 (suggested: 644) (see
   Section 5.2.6) in the "Parameter Types" subregistry of the "Host
   Identity Protocol (HIP) Parameters" registry.

ECC Curve Label  This document specifies a new algorithm‑specific
   subregistry named "ECDH Curve Label".  The values for this
   subregistry are defined in Section 5.2.1.  The complete list of
   algorithms for the DH_GROUP_LIST parameter are listed in the
   "Group IDs" subregistry of the "Host Identity Protocol (HIP)
   Parameters" registry.
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12. Changelog

   This section summarizes the changes made from draft-moskowitz-hip-rg-
   dex-05, which was the first stable version of the draft.  Note that
   the draft was renamed after draft-moskowitz-hip-rg-dex-06.



   The draft was then renamed from draft-moskowitz-hip-dex to draft-
   ietf-hip-dex.




12.1. Changes in draft-ietf-hip-dex-21

   o  Clarified on security concerns of using AES-CTR in Section 9.1



   o  Edits for SECDIR comments




12.2. Changes in draft-ietf-hip-dex-20

   o  Clarified text on AES-CTR for HIP parameter encryption.  This
      includes Section 9.1



   o  Clarified text on R2 processing to validate content of R1.



   o  Clarified Applicability section.



   o  Expanded Fig 1.



   o  Clarified differences between BEX and DEX state machines.



   o  ESP transform is MTI and ESP-TCP is Experimental.




12.3. Changes in draft-ietf-hip-dex-19

   o  Replaced reference to RFC4493 for CMAC with NIST SP800-38B.



   o  Remove NIST P-521 from DH_GROUP_LIST.



   o  Remove NULL-ENCRYPT.



   o  Added reference to rfc8005 for HIT lookup in DNS.



   o  Remove setting Control bit: A.



   o  Many textual improvements per Benjamin Kaduk comments.




12.4. Changes in draft-ietf-hip-dex-18

   o  Changed Perfect Forward Secrecy to Forward Secrecy.




12.5. Changes in draft-ietf-hip-dex-17

   o  Added hex values for strings CKDF-Extract and CKDF-Expand.



   o  Replace Perfect Forward Secrecy with Forward Secrecy.




12.6. Changes in draft-ietf-hip-dex-16

   o  Remove old placeholder text.



   o  Remove SECP160R1.  Experience has shown EC25519 performance equal
      enough to not need it.




12.7. Changes in draft-ietf-hip-dex-15

   o  Added Public Key validation in I2 and R2 processing.



   o  Added ACL processing (Section 7.1).



   o  Added IANA instructions for DH_GROUP_LIST.




12.8. Changes in draft-ietf-hip-dex-14

   o  Changes to (Section 5.4) per Jeff Ahrenholz for Suresh Krishnan
      comment




12.9. Changes in draft-ietf-hip-dex-12 and 13

   o  Nits from Jeff Ahrenholz (including some formatting issues)




12.10. Changes in draft-ietf-hip-dex-11 and 12

   o  Included more precise references to the IANA subregistries



   o  Addressed GEN-ART feedback from Francis Dupont



   o  Added reasoning for FS in a separate section, and it is mentioned
      also in the abstract and intro.



   o  Donald Eastlake's (secdir) nits addressed



   o  Resolved IANA nits from Amanda Baber.



   o  New sections: "Why introduce folding" (Section 3.2.1), "SECP160R1
      Considered Unsafe" (removed in ver 16), "Need to Validate Public
      Keys" (Section 9.2), and "I_NONCE" (Section 5.2.6) to address Eric
      Rescorla's concerns.




12.11. Changes in draft-ietf-hip-dex-11

   o  Update IANA considerations as requested by Eric Envyncke




12.12. Changes in draft-ietf-hip-dex-10

   o  Explanations on why the document includes so many SHOULDs




12.13. Changes in draft-ietf-hip-dex-09

   o  Fixed values for



      *  DH_GROUP_LIST



      *  HIT_SUITE_LIST



      to match [RFC7401].




12.14. Changes in draft-ietf-hip-dex-05

   o  Clarified main differences between HIP BEX and HIP DEX in
      Section 1.



   o  Addressed MitM attack in Section 8.



   o  Minor editorial changes.




12.15. Changes in draft-ietf-hip-dex-04

   o  Added new paragraph on rekeying procedure with HIP DEX.



   o  Updated references.



   o  Editorial changes.




12.16. Changes in draft-ietf-hip-dex-03

   o  Added new section on HIP DEX/HIPv2 interoperability



   o  Added reference to RFC4493 for CMAC.



   o  Added reference to RFC5869 for CKDF.



   o  Added processing of NOTIFY message in I2-SENT of state diagram.



   o  Editorial changes.




12.17. Changes in draft-ietf-hip-dex-02

   o  Author address change.




12.18. Changes in draft-ietf-hip-dex-01

   o  Added the new ECDH groups of Curve25519 and Curve448 from RFC
      7748.




12.19. Changes in draft-ietf-hip-dex-00

   o  The Internet Draft was adopted by the HIP WG.




12.20. Changes in draft-moskowitz-hip-rg-dex-06

   o  A major change in the ENCRYPT parameter to use AES-CTR rather than
      AES-CBC.




12.21. Changes in draft-moskowitz-hip-dex-00

   o  Draft name change.  HIPRG ended in IRTF, HIP DEX is now individual
      submission.



   o  Added the change section.



   o  Added a Definitions section.



   o  Changed I2 and R2 packets to reflect use of AES-CTR for
      ENCRYPTED_KEY parameter.



   o  Cleaned up KEYMAT Generation text.



   o  Added Appendix with C code for the ECDH shared secret generation
      on an 8 bit processor.




12.22. Changes in draft-moskowitz-hip-dex-01

   o  Numerous editorial changes.



   o  New retransmission strategy.



   o  New HIT generation mechanism.



   o  Modified layout of ENCRYPTED_KEY parameter.



   o  Clarify use puzzle difficulty of zero under normal network
      conditions.



   o  Align inclusion directive of R1_COUNTER with HIPv2 (from SHOULD to
      MUST).



   o  Align inclusion of TRANSPORT_FORMAT_LIST with HIPv2 (added to R1
      and I2).



   o  HIP_CIPHER, HIT_SUITE_LIST, and TRANSPORT_FORMAT_LIST must now be
      echoed in R2 packet.



   o  Added new author.




12.23. Changes in draft-moskowitz-hip-dex-02

   o  Introduced formal definition of FOLD function.



   o  Clarified use of CMAC for puzzle computation in section "Solving
      the Puzzle".



   o  Several editorial changes.




12.24. Changes in draft-moskowitz-hip-dex-03

   o  Addressed HI crypto agility.



   o  Clarified purpose of secret exchanged via ENCRYPTED_KEY parameter.



   o  Extended the IV in the ENCRYPTED_KEY parameter.



   o  Introduced forward-references to HIP DEX KEYMAT process and
      improved KEYMAT section.



   o  Replaced Appendix A on "C code for ECC point multiplication" with
      short discussion in introduction.



   o  Updated references.



   o  Further editorial changes.




12.25. Changes in draft-moskowitz-hip-dex-04

   o  Improved retransmission extension.



   o  Updated and strongly revised packet processing rules.



   o  Updated security considerations.



   o  Updated IANA considerations.



   o  Move the HI Algorithm for ECDH to a value of 11.



   o  Many editorial changes.
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Appendix A.  Password-based two-factor authentication during the HIP DEX
             handshake



   HIP DEX allows identifying authorized connections based on a two-
   factor authentication mechanism.  With two-factor authentication,
   devices that are authorized to communicate with each other are
   required to be pre-provisioned with a shared (group) key.  The
   Initiator uses this pre-provisioned key to encrypt the
   ECHO_RESPONSE_UNSIGNED in the I2 packet.  Upon reception of the I2,
   the Responder verifies that its challenge in the
   ECHO_REQUEST_UNSIGNED parameter in the R1 packet has been encrypted
   with the correct key.  If verified successfully, the Responder
   proceeds with the handshake.  Otherwise, it silently drops the I2
   packet.



   Note that there is no explicit signaling in the HIP DEX handshake for
   this behavior.  Thus, knowledge of two-factor authentication must be
   configured externally prior to the handshake.




Appendix B. IESG Considerations

   During IESG review, a concern was raised on the number of SHOULDs in
   this document.  Here is an analysis of the 57 SHOULDs in HIP DEX.



   46 of SHOULDs are also in [RFC7401].  Here are the sections with
   SHOULDs that match up with [RFC7401]:



   5.2.2.    HIP_CIPHER (same as 7401)



6.5.    Processing Incoming I1 Packets
    3.    (same as 7401)
    5.    (same as 7401)

6.6.    Processing Incoming R1 Packets    (same as 7401)

6.7.    Processing Incoming I2 Packets
    3.    (same as 7401)
    7.    (same as 7401)
    11.    (same as 7401)



   6.8.    Processing Incoming R2 Packets

       5.    (same as 7401)



   6.9.    Processing Incoming NOTIFY Packets

       1st para (same as 7401)



   6.11.    Handling State Loss (same as 7401)



   7.    HIP Policies (1st and 3rd same as 7401)



   Many of the other 11 SHOULDs are due to the nature of constrained
   devices and in most cases the text points this out:



   In Section 4.1.1, this is clearly adjusting for how the puzzle could
   actually be an attack against a constrained device.  Same situation
   in Section 5.3.2.



   Section 6, clearly states that:



      it should be noted that many of the packet processing rules are
      denoted here with "SHOULD" but may be updated to "MUST" when
      further implementation experience provides better guidance.



   thus the SHOULD here is informative of future guidance.



   The SHOULD in Section 6.3, clearly reflects new work with the new
   Sponge Function KDFs:



   The keys derived for the Pair-wise Key SA are not used during the HIP
   DEX handshake.  Instead, these keys are made available as payload
   protection keys (e.g., for IPsec).  Some payload protection
   mechanisms have their own Key Derivation Function, and if so this
   mechanism SHOULD be used.  Otherwise, the HIP DEX KEYMAT process MUST
   be used to derive the keys of the Pair-wise Key SA based on the
   concatenation of the random values that are contained in the
   exchanged ENCRYPTED_KEY parameters.



   In Section 6.5, the reason why this is a SHOULD should be clear to
   any implementer.  That is the HIT Suite list in I1 is a desire on
   what suite to use.  The Responder may have 'different ideas' about
   the Suite to use (like what it supports).  Thus it is best that the
   Responder selects a DEX HIT, but there are good reasons, in an
   implementation not to do so.  The implementer should know this and
   will deal with it appropriately.



   The SHOULDs in Section 6.7 and Section 6.9 are there for
   considerations for constrained systems.  Some constrained systems
   need this approach, others may not.



   The 2nd SHOULD in Section 7 follows the same as above.  ACLs and
   constrained systems tend to go together.



   Similarly in Section 8 the SHOULD is again is highlighting
   constrained system processing considerations.
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